FEXT AND CONTES

« LIBRARY




LONGMANLINGUISTICS* LIBRARY

General Editors
R. H. Robins, University of London
Martin Harris, University of Essex

Textand Context considers some fundamental topics in the semantics
and pragmatics of discourse, The book is divided into two parts, each
preceded by a chapter giving the necessary theoretical background
to what follows. The volume theretore serves both as a stimulating
introduction and as amajor contribution to the study of discourse.

In the first partof the book, Drvan Dijk explores basicissuesin the
semantics of discourse: the conditions for connecting clauses and
sentences, the properties of ‘natural’ connectives and the coherence
of sentence-sequences.

Part T'wo investigates the pragmatic relations between textand
communicative context, analysing discourse in terms of sequences of
speech acts. As in his discussion of semantics, Dr van Dijk establishes
conditions of connection and coherence, and introduces the notion
of the ‘macro speech act’ 1o explain the overall coherence of
discourse and conversatuon.

The inguastic study of discourse has profited by T. A. van Dijk’s Textand
Context . . . this reviewer cannot vemember having read a more stimilating
textin the recent past nor a better organized one.’

International Review of Applied Linguistics

Teun A. van Dijkis Reader in Linguistics at the University of
Amsterdam.

Cover tllustration: detail from The Intrigue by James Ensor, 1890.

Reproduced by kind permission of the Koninklijk Museum voor
Schone Kunsten, Antwerp.

ISBN D-5a2-29105-4

o LONGMAN 9 7805827291058

HEY
EEN
EEY




LONGMAN LINGUISTICS LIBRARY

TEXT AND CONTEXT
EXPLORATIONS IN THE SEMANTICS AND PRAGMATICS
OF DISCOURSE



LONGMAN LINGUISTICS LIBRARY

General editors
R. H. Robins, University of London
Martin Harris, University of Essex

A Short History of Linguistics
Third Edition
R. H. ROBINS

Structural Aspects of Language
Change
JAMES M, ANDERSON

Text and Context

Explorations in the Semantics and
Pragmatics of Discourse

TEUN A.VANDIJK

Introduction to Text Linguistics
ROBERT-ALAIN DE BEAUGRANDE
AND WOLFGANG ULRICH
DRESSLER

Spoken Discourse
A Model for Analysis
WILLIS EDMONDSON

Psycholinguistics
Language, Mind, and World
DANNY D. STEINBERG

Dialectology
W. N. FRANCIS

Principles of Pragmatics
GEOFFREY N. LEECH

Generative Grammar
GEOFFREY HORROCKS

Norms of Language
Theoretical and Practical Aspects
RENATE BARTSCH

The English Verb
Second Edition
F. R. PALMER

A History of American English
J. L. DILLARD

Pidgin and Creole Languages
SUZANNE ROMAINE

General Linguistics
An Introductory Survey
Fourth Edition

R.H. ROBINS

A History of English Phonology
CHARLES JONES

Generative and Non-linear
Phonology
JACQUES DURAND

Modality and the English Modals
Second Edition
F. R. PALMER

Linguistics and Semiotics
YISHAI TOBIN

Multilingualism in the British
Isles I: the Older Mother
Tongues and Europe

EDITED BY SAFDER ALLADINA
AND VIV EDWARDS

Multilingualism in the British
Isles ll: Africa, Asia and

the Middie East

EDITED BY SAFDER ALLADINA
AND VIV EDWARDS

Dialects of English

Studies in Grammatical Variation
EDITED BY PETER TRUDGILL AND
J. K. CHAMBERS

Introduction to Bilingualism
CHARLOTTE HOFFMANN

English Verb and Noun Number:
A functional explanation
WALLIS REID

English in Africa
JOSEF S. SCHMIED

Linguistic Theory
The Discourse of Fundamental Works
ROBERT DE BEAUGRANDE



Text and Context

Explorations in the semantics and
pragmatics of discourse

Teun A. van Dijk

University of Amsterdam

)H)ELy;
v

]
H
H
[—

LONGMAN
LONDON AND NEW YORK



Longman Group UK Limited

Longman House, Burnt Mill, Harlow

Essex CM20 2JE, England

and Associated Companies throughout the world

Published in the United States of America by Longman Inc., New York
© Longman Group Ltd 1977

All rights reserved; no part of this publication may be reproduced,

stored in a retrieval system, or transmitted in any form or by any

means, electronic, mechanical, photocopying, recording, or otherwise,
without the prior written permission of the Publishers, or a licence

permitting restricted copying in the United Kingdom issued by the

Copyright Licensing Agency Ltd, 90 Tottenham Court Road, London W1P SHE.

First published 1977
First published in paperback 1980
Sixth impression 1992

British Library Cataloguing in Publication Data

Dijk, Teun Adrianus van
Text and context.-{Longman linguistics Library;

no. 21)

1. Discourse analysis

1. Title

415 P302 79-41280

N - - -
LISB 0-582-29105-4

Produced by Loangman Singapore Publishers Pte Ltd
Printed in Singpaare



for Doro







Preface

One of the major recent developments in linguistics and its neighbouring
disciplines is the increasing attention being paid to the relevance of various
kinds of CONTEXT. Renewed attempts are made in sociolinguistics and the
social sciences to define the systematic relationships between social and
cultural contexts and the structures and functions of language. In particular,
philosophy of language has shown the linguist how pragmatic context
constitutes the conditions determining the appropriateness of natural lan-
guage utterances taken as speech acts.

Similarly, more empbhasis is being given to the fact that utterances of
natural language may be theoretically reconstructed as sequences of sen-
tences, in which morpho-phonological, syntactic and semantic properties of
a sentence are accounted for in relation to those of other sentences of the
sequence. Besides this recognition of its role of ‘verbal context’, eg in the
explication of such notions as coherence, the sequence is also being studied in
its own right, viz as DISCOURSE. Some of the properties of discourse have
received attention from a proper linguistic point of view, eg in the framework
of so-called TEXT GRAMMARS, whereas other specific structures of discourse
and discourse processing are now being investigated in cognitive psychology,
anthropology, sociology, philosophy and poetics.

This book is intended as a contribution to the more specific linguistic study of
discourse. It summarizes and further elaborates part of the investigations I
have been undertaking since the publication of my dissertation Some Aspects
of Text Grammars in 1972. I am acutely aware of the weaknesses of that
book. The present study therefore aims at providing some corrections by
establishing a more explicit and more systematic approach to the linguistic
study of discourse. Yet, the nature of this book is more modest. Instead of
devising a large programmatic framework, I have preferred to do exploratory
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research on some more specific, but fundamental, topics of a theory of
discourse, viz on such notions as CONNECTION, COHERENCE, TOPIC OF
DISCOURSE, and THE RELATIONS BETWEEN THE SEMANTICS AND PRAGMATICS OF
DISCOURSE, which have received too little attention in recent (text) grammati-
cal research. Furthermore, no particular claims are made for the format of a
possible grammar of discourse; nor do I attempt a critique of other proposals
made on the issues treated in this book. Topics such as quantification,
pronominalization, presupposition, etc, which have been extensively studied
both in sentence grammars and text grammars in the last few years, have been
ignored in this book in favour of an inquiry into other basic problems of
semantics and pragmatics. One of these problems for instance is that
regarding the relationship between COMPOSITE SENTENCES on the one hand
and SEQUENCES OF SENTENCES on the other hand.

It turns out that such an investigation cannot be made without appeal to a
sound PRAGMATIC THEORY, because a characterization of discourse in terms
of sequences of sentences simultaneously requires an account of conditions
on sequences of speech acts.

Although it will be claimed that, both at the semantic and the pragmatic
levels, MACRO-STRUCTURES of discourse and conversation should be postu-
lated, especially in order to account for the notion of TOPIC OF DISCOURSE used
to define linear connection and coherence in composite sentences and
sequences, this book will pay only limited attention to macro-structures, for
which separate treatment in terms of cognitive processes and of other
theories, eg of narrative structures, is necessary.

As already mentioned, my observations are not being made within the
framework of a specific type of grammar: rather, my theoretical tools are
borrowed from certain domains of philosophy, philosophical logic, cognitive
psychology and artificial intelligence. This is not without methodological
problems, but these have had to be passed over without thorough discussion
here. One of these problems concerns the nature of the notion of in-
terpretation as defined respectively by a FORMAL SEMANTICS and COGNITIVE
SEMANTICS. Thus, the assignment of semantic structures to discourse is
based both on abstract ‘logical’ conditions and on conditions defined in
terms of conventional world knowledge, and it is not easy to determine a
priori which of these should be made explicit in a more specific linguistic
semantics of discourse.

Similar remarks should be made on the precise status of a pragmatic theory
with respect to a grammar, in a strict sense, on the one hand, and the
philosophy and logic of action and the theory of social interaction on the
other hand. More than ever, the linguist finds himself at the crossroads of
several disciplines, and a more or less arbitrary restriction on the domain and
problems of linguistic theory would not be fruitful at the moment for the
development of new approaches to the study of natural language.

The organization of this book is straightforward and will be explained in the
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introductory chapter, in which some basic problems of the study of discourse
are raised. The inquiry is in two parts, one semantic and the other pragmatic,
which means that all aspects of the surface structure properties of discourse
are neglected. In the semantics we proceed from a study of the conditions of
connection between propositions, as expressed by natural connectives, to
other coherence conditions of discourse, first at the level of sequences and
then at the level of global semantic macro-structures. In the second or
pragmatic part, some of these phenomena are taken up again in terms of
speech acts and speech act sequences.

Since the theoretical foundations of these respective parts, viz FORMAL
SEMANTICS and the PHILOSOPHY OF ACTION, are not yet generally familiar to the
student of linguistics, I have added two introductory chapters about these
important domains instead of referring the reader to other introductory
surveys (if any), which are short, simple and relevant enough for our
purposes. For further details, however, we have referred to more specialized
studies in these respective fields.

Not only is the aim to explore the linguistic theory of discourse and the
relations between semantics and pragmatics in general, but to provide an
introduction to the subject and offer some insights into a number of basic
issues in (text) grammatical theory. Some elementary knowledge of modern
linguistics and the theory of speech acts, however, is presupposed, as well as
some notions from rudimentary set theory. Although notions from formal
semantics are explained and applied, our mode of exposition will on the
whole be informal. Finally, it should be emphasized that on many points our
observations are tentative and/or incomplete, many issues deserving book-
length treatment. It seemed more appropriate at the moment, however, to
raise a number of issues and show how they are interrelated rather than to go
into the full intricacies of one single phenomenon.

For critical comments on the preliminary draft of this book and for
discussions concerning some of the topics treated in it I am indebted to
Lubomir DoleZel, Alois Eder, Uwe Moénnich, Petr Sgall, Helmut Schnelle,
and in particular to David Harrah, Cees van Rees, Hugo Verdaasdonk,
Jeroen Groenendijk and Martin Stokhof who have pointed out my worst
errors (some of which require correction in our future work). To Robert de
Beaugrande I am indebted for many helpful suggestions on style, and I also
would like to acknowledge the helpful comments of the editors of the
Linguistics Library in which this book appears, as well as the assistance and
suggestions of Peggy Drinkwater of Longman.

Finally, special thanks for many discussions and suggestions are due to my
wife Dorothea Franck, who has also been the essential ‘happiness condition’
in the production context of this text, and to whom, therefore, this book is
dedicated.

University of Amsterdam TAVD
June 1976
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Chapter 1

The linguistic study of discourse

1 Aims and problems
1.1

In this introductory chapter we will first sketch the place of our investigation
within the domain of the linguistic study of discourse. Next, we will explain
how the chapters are related to a unifying theoretical framework ; and finally,
we will touch briefly on some other areas of a more general interdisciplinary
study of discourse and their relation to the more specific linguistic account
provided in this book.

1.2

The linguistic study of discourse, being part of the more general study of
natural language, must share its basic aims with linguistic theories in general
and with grammars in particular. Therefore, it should be determined what
the empirical object of such a study is, which properties of that object should
be accounted for, and what the nature of such an account should be. More
particularly it must be made clear in which respect both object and account
are SPECIFIC to the domain of linguistic theory.

Linguistic theory deals with SYSTEMS of natural language, ie with their
actual or possible structures, their historical development, cultural differen-
tiation, social function, and cognitive basis. Such systems are usually made
explicit as systems of conventional RULES determining language behaviour as
it manifests itself in the use of verbal utterances in communicative situations.
The rules are CONVENTIONAL! in the sense of being shared by most members
of a linguistic community: they KNOW these rules implicitly and are able to
use them such that verbal utterances may count as being determined by the
particular language system of the community as it is cognitively acquired by
the individual language user. It is the aim of a GRAMMAR to give a theoretical
reconstruction of such a particular rule system. Such a reconstruction, which
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involves the usual abstractions, generalizations and idealizations, requires
the formulation of the levels, categories, units, types of rule and constraints
necessary to describe the abstract structure of the UTTERANCES? of language
users. One of the empirical aims of grammars is to be able to codetermine
which types of utterance are conventionally ACCEPTABLE® (and which are
not) for the language users of a speech community. The part of acceptability
accounted for by the grammar, viz GRAMMATICALNESS, pertains to certain
properties of the abstract structure of utterances: phonological, morphologi-
cal and syntactical. Apart from these properties of ‘form’ a grammar is also
required to specify the meaning structure related to these forms, although in
the strict sense the meaning of utterances is not ‘part of” the structure of the
utterance, but assigned to the utterance by the language user. In this sense, a
grammar is usually roughly characterized as a THEORETICAL FORM-MEAN-
ING RULE SYSTEM: it must also specify how morpho-syntactic structures are
related to semantic structures.

1.3

These few general remarks about linguistic theory and grammar ignore a
great number of methodological problems, which have given rise to several
controversies about the necessary levels of description, the units of analysis,
the empirical basis of grammar, etc.

The explorations we want to undertake here are based on two assumptions
regarding linguistic theory in general and the scope and domain of grammars
in particular which are closely related to these problems. The first assumption
is that the theoretical reconstruction of utterances at the levels of form and
meaning should be complemented by a third level, viz that of ACTION. That is,
an utterance should not only be characterized in terms of its internal
structure and the meaning assigned to it, but also in terms of the act
accomplished by producing such an utterance. This PRAGMATIC level of
description provides crucial conditions for reconstructing part of the con-
ventions that make utterances acceptable, viz their APPROPRIATENESS with
respect to the communicative context. In other words, pragmatic rules, which
are also conventional and hence known by the language users of a speech
community, determine the systematic use of utterances. Whether this prag-
matic level of analysis should be incorporated into the grammar — taken in a
broad sense — or constitute an autonomous linguistic subtheory to be sys-
tematically related to the grammar is one of the methodological problems
which cannot be solved in this book. There is no a priori reason why a
grammar should not be a FORM-MEANING-ACTION RULE SYSTEM, in which
abstract forms of utterances are related to both meaning and function of
these forms in theoretically reconstructed contexts of communication.*

The second major assumption on which our inquiry is based pertains to the
nature of ABSTRACT UNITS in terms of which utterances are theoretically
reconstructed. It has been usual in most linguistic theories to consider the
SENTENCE as the maximum unit of description both at the morphosyntactic
and the semantic levels of description.® This does not mean it was not
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recognized that utterances may be viewed as manifesting possibly several
sentences, but that this could be accounted for by describing each sentence
separately, or by taking SEQUENCES OF SENTENCES to be equivalent with
COMPOUND SENTENCES. We hope to show in this book that these approaches
are inadequate: there are systematic differences between compound sen-
tences and sequences of sentences, especially at a pragmatic level of de-
scription, and the meaning of sentences may depend on the meaning of other
sentences of the same utterance although not always in the same way as the
meanings of clauses in compound or complex sentences. These are reasons
which have led us to assume that utterances should be reconstructed in terms
of a larger unit, viz that of TEXT. This term will here be used to denote the
abstract theoretical construct underlying what is usually called a DISCOURSE.
Those utterances which can be assigned textual structure are thus acceptable
discourses of the language — at this level of the account of acceptability, ie are
well-formed and interpretable. In this way we disregard the possibility of
dialogue-discourse, ie a sequence of utterances by different speakers, but it
may be assumed that such a sequence also may have textual structure similar
to that of (monologue-) discourse as it is discussed here.

Animportant corollary of these two assumptions is the further assumption
that discourse is systematically related to communicative action. In other
words, the pragmatic component should not merely specify appropriateness
conditions for sentences, but also for discourses. It is one of the major aims of
this book, then, to make explicit the systematic relations between TEXT and
PRAGMATIC CONTEXT.

1.4

The general assumptions formulated above are not without methodological
problems and require further specification. Many of the preblems involved
pertain to the SCOPE of linguistic theory in general and of grammars in
particular.

First of all, it should be specified what kind of SEMANTICS is needed, both
for the description of sentences and for that of texts. Although a grammar
was roughly characterized as a form-meaning rule mechanism, it is obvious
in the description of such phenomena as pronouns, determiners and topic-
comment articulation, that besides meaning we also need an explication of
REFERENCE.® The notion of INTERPRETATION becomes ambiguous in this
respect, denoting both the assignment of meaning to certain ‘forms’ (ex-
pressions) and the assignment of referents to certain expressions. Since a
theory of reference has been elaborated, mainly in philosophy and in logical
semantics, but is not yet integrated into elementary linguistics, we will explain
some major concepts of a formal semantics in the next chapter in order to be
able to describe a number of crucial properties of composite sentences and
discourses.

A second problem for an adequate linguistic theory of discourse also
pertains to semantics, this time taken in a perhaps still wider sense involving
KNOWLEDGE and COGNITIVE STRUCTURES in general. In linguistic gram-
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mars, the meaning of sentences is assigned on the basis of the meanings of
expressions (words or morphemes, and phrases) as specified by a LEXICON.
Now, it is far from easy to make a clear distinction between lexical meanings
of words on the one hand, and conventional knowledge about the ‘world’ on
the other hand. If a sentence like The table is laughing is in some sense
unacceptable, it is not so much because of our language but rather because of
the POSSIBLE FACTS of our actual world and those worlds similar to it.
Similarly, whether clauses or sentences can be meaningfully combined into
one sentence or one discourse, respectively, depends on an interpretation in
which conventional knowledge of the world is involved, of which the
knowledge represented by a grammatical lexicon is only a subset. Although it
cannot possibly be a relevant task of linguistics to specify this knowledge of
the world itself, we may expect a semantics to indicate how this knowledge is
used in the interpretation of sentences and discourse, viz by formulating the
CONDITIONS which make expressions meaningful.’

By thus specifying the semantics as a theory which explicates both meaning
and reference, and both lexical meaning and general meaningfulness con-
ditions determined by world knowledge, we will be able to make explicit one
of the central notions of a semantic analysis of discourse, viz COHERENCE.

It should be emphasized that these methodological problems of a linguistic
theory of semantics and its delimijtation with respect to a theory of reference,
formal semantics and cognitive semantics, are of a more general nature.
They become relevant in a serious analysis of notions such as MEANING-
FULNESS, INTERPRETATION, and ENTAILMENT both for sentences and for
discourse.

1.5

A third problem also touches upon questions of the scope of linguistic
theories. Discourse may have certain structures which while based on
conventional rules cannot properly be called linguistic or which at least
cannot be made explicit by a linguistic grammar.

A well-known example are those structures defining a certain TYPE or sort
of discourse, eg NARRATIVE STRUCTURES underlying a story. Another
example are those structures which are traditionally called RHETORICAL:
when the sentences in a sequence have the same syntactic structures, for
instance, such parallelism has no grammatical function, but it may have a
rhetorical function related to the EFFECT of the utterance on the hearer. We
do not want to treat such structures within a linguistic theory of discourse
because they are restricted to certain types of discourse or certain STYLISTIC
USES of language, and because they cannot be accounted for in terms of a
grammatical form-meaning-action rule system: a parallel syntactic structure
is not assigned a conventional meaning or a conventional speech act. Hence,
in a LINGUISTIC THEORY OF DISCOURSE we are only concerned with the
general conditions, morpho-syntactic, semantic and pragmatic, determining
the well-formedness, interpretability and appropriateness, respectively, of
any discourse of a particular language. Other discourse structures are to be



THE LINGUISTIC STUDY OF DISCOURSE 5

specified by other theories of the more general STUDY OF DISCOURSE, to
which we will briefly return below.

What may be required of a linguistic theory of discourse, however, is that it
takes a form such that it can be related to other theories of discourse. In order
to be able to describe parallelism we need a syntax specifying the appropriate
categories, and in order to define narrative categories or functions we need a
discourse semantics with units or levels of analysis which can be assigned
such narrative functions.

1.6

The latter requirement raises a fourth major problem for the linguistic
description of discourse. Even if it should be linguistically interesting to
postulate a THEORETICAL UNIT of TEXT in order to explicate the structure of
discourse, it does not follow that the set of levels, categories, rules and
constraints necessary to account adequately for discourse structure is dif-
ferent from that used in the account of sentence structure. And, indeed, many
of the relations holding between clauses in compound sentences also hold
between sentences in a sequence, and conversely.

As such, this fact would not make a linguistic study of discourse trivial: it
would show that certain rules and constraints can be GENERALIZED for
sequences of sentences, and that composite sentences and sequences —
whatever their other differences — are equivalent at some level of description.

Moreover, it may also be the case that with the same set of categories,
levels, units, types of rule and constraints important systematic differences
between composite sentences and sequences of sentences can be described.
For instance, although the basic rules for pronominalization and connectives
are identical within or between sentences, there are other constraints which
differentiate the APPLICATION of the rules. These constraints are mainly
semantic and pragmatic, and explain the fact that not all composite sentences
can be transformed into a sequence of sentences, especially the complex
sentences in which some clause is hierarchically subordinate to the main
clause, or conversely, that not all sequences can be reduced to a composite
sentence, especially those sequences in which there is a change of speech act
or a change of topic of discourse —a notion to be explained in this book.
These differences are grammatically relevant owing to the criterion that
different morpho-syntactic structures may be related to different semantic
and pragmatic structures. In other words: if different forms systematically
have different meanings or different functions, this should be accounted for
by the grammar (taken in the large sense, ie including a pragmatic com-
ponent). We will investigate this point in detail throughout this book on the
example of the various natural connectives as used between clauses in
composite sentences on the one hand and between sentences in discourse on
the other hand.

1.7

We have just indicated that if discourse is simply taken as a sequence, ie as a
linearly ordered n-tuple of sentences, the difference between this and a
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description of composite sentences would be reduced to a presumably small
set of mainly semantic and pragmatic constraints. In this book we will ignore
possible differences at the morpho-phonological and syntactic levels.

Besides these differences in constraints it should be asked whether an
adequate linguistic characterization of discourse also requires other UNITS
and LEVELS of description. We have already assumed that the unit of TEXT
should be postulated, and that the description of discourse should also take
place at a pragmatic level.

The assumption of extra units and levels for a linguistic description of
discourse does not mean that they would be EXCLUSIVE to multiple-sentence
discourses. It may, however, be the case that certain phenomena appear more
clearly in a longer discourse than in one, even composite, sentence, ie in a one-
sentence discourse. One of the characteristic examples is the notion of TOPIC
OF DISCOURSE, briefly mentioned above, or more generally the notion TOPIC
OF CONVERSATION, denoting what a discourse or part of it ‘is about’. Thus, it
may intuitively be said that several sentences in a sequence belong to the
‘same’ topic of discourse. However, as we shall show, it may not be possible
to determine the relevant topic of discourse to which an individual sentence
on its own belongs but only in conjunction with the other sentences of that
particular part of the discourse.

It seems to follow that a notion such as topic of discourse cannot simply be
explained in terms of semantic relations between successive sentences.
Rather, each of the sentences may contribute one ‘clement’ such that a certain
STRUCTURE of these elements defines the topic of that sequence in much the
same way as, at the syntactic level, words can be assigned a syntactic function
only with respect to a structure ‘covering’ the whole clause or sentence.

These and other observations have led to the assumption that we should
postulate an additional level of semantic description, viz that of SEMANTIC
MACRO-STRUCTURES. In this book we will not attempt to provide a full
theory of textual macro-structures, but we will try to show that certain
semantic constraints on both composite sentences and discourse sequences
are to be accounted for in terms of notions such as topic of discourse or
THEME, and that these can only be made explicit at a level of macro-structural
semantic description. Note that macro-structures are not specific units: they
are normal semantic structures, eg of the usual propositional form, but they
are not expressed by one clause or sentence but by a sequence of sentences. In
other words, macro-structures are a more GLOBAL LEVEL of semantic
description; they define the meaning of parts of a discourse and of the whole
discourse on the basis of the meanings of the individual sentences. This is in
line with a crucial characteristic of an explicit semantics. Thus, as for any
serious linguistic theory, RULES must be formulated systematically relating
the semantic representation of sentences to that, at the macro-level, of the
sequence.

This notion of macro-structure is RELATIVE with respect to underlying
semantic levels. The rules should be such that they operate on a sequence of
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macro-structures to yield still more global macro-structures, until the most
general macro-structure of a discourse is reached. We see that the semantic
structure of a discourse may be hierarchically organized at several levels of
analysis. )

It will be shown that assuming this additional level of semantic analysis not
only has important COGNITIVE IMPLICATIONS, explaining the processes of
comprehension and retention of discourse, but that these cognitive impli-
cations are also GRAMMATICALLY relevant to the adequate description of the
use of certain connectives, PRO-forms, determiners, adverbs, and the
distinction of paragraphs in written language or paragraph markers in oral
speech of some natural languages.® Similarly, they are also necessary for the
description of speech acts which are not based on individual sentences but
which require a macro-structural propositional basis.

One of the problems arising with the assumption of macro-structures is
again the delimitation of grammatical versus cognitive semantics. It may be
argued that macro-structures are only the result of COGNITIVE PROCESSES of
comprehension, involving generalization and abstraction as a condition for
necessary information organization and reduction in memory. Clearly, in a
semantics in which a distinction is no longer made between ‘grammatical’
and ‘cognitive’, this would no longer be a problem, because any kind of
meaning would be described in terms of conventionally based cognitive
processes of interpretation. In the sense in which a linguistic theory is an
abstraction from actual cognitive processes and representations, we will
however assume that an account of the meaning of sequences of sentences in
a discourse in terms of some kind of semantic macro-structures is a proper
task of linguistic theory.® In other words, we assume that the rules of macro-
interpretation belong to the semantic competence of language users and that
they are conventional, allowing members of a speech community to convey
meanings at several levels of interpretation.

1.8

In the previous sections we have argued that at least certain properties of
discourse can and should be accounted for in linguistics. We used the rather
neutral and vague term ‘linguistic theory’, thus provisionally avoiding the
need to speak of a GRAMMAR of discourse. Obviously, if we take this notion
in a very restricted sense, only a few properties of discourse can be accounted
for. If, however, we are prepared to take the notion of a grammar in a, still
methodologically sound, wider sense, including a pragmatic component, a
reference semantics, a semantics with world-knowledge interpretation con-
ditions, and a macro-semantics, we shall be able to account for many general
properties of discourse within the grammar itself. Although the discussion
about this matter, ie one ‘large’ grammar or a ‘strict’ grammar associated
with several other (semantic and pragmatic) theories, may in some sense be
rather spurious, we are in principle inclined to propose the ‘large’ conception
of a grammar. The main reason for preferring this option is to be able to
account, within the same grammatical framework, for a number of
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GENERALIZATIONS (both for sentences and discourse) within the same
grammatical framework, and to show how at all levels the various rules and
constraints are interrelated: syntactic structures or morphemes may only
have a specific pragmatic function; certain meanings are systematically
related to certain speech acts; interpretability, even of isolated sentences and
clauses, requires reference and world knowledge conditions, and clauses in
composite sentences may be connected only by a topic of discourse, which
may go beyond the sentence boundary, requiring a specific macro-semantics
of sequences.

It is the main task of this book to show how these interrelations between
composite sentences and sequences and between semantics and pragmatics
operate. Although we would like to propose our investigation as belonging to
a ‘grammar’ in a wide sense as characterized above, we do not want to specify
the precise structure of such a grammar but only to give some of its possible
FRAGMENTS, and some relationships between the semantic and pragmatic
fragments of such a grammar.

2 The organization of this study

2.1

In the previous section we have outlined some of the aims and problems of a
linguistic study of discourse. Our investigation takes place against that
background, and we now have to indicate how the inquiry is organized and
how the subsequent chapters are interrelated.

2.2

First of all it should be emphasized that only some properties of discourse —
including those of sentences — will be treated. As was mentioned earlier we
will pay no attention to possible morpho-phonological and syntactic rules
characterizing discourse, but focus attention on SEMANTIC and PRAGMATIC
phenomena. The only observations which may in some sense be called
syntactic are those relating to differences between compound and complex
sentences, and between compound sentences and sequences of sentences, but
the conditions underlying these differences will be shown to be semantic and
pragmatic.

Secondly, we will ignore those phenomena which have been extensively
studied in earlier work on discourse, especially pronominalization, articles
and definitivization, and presupposition, phenomena which have also re-
ceived much attention in sentence grammars.'®

Thirdly, we will mainly focus attention on what may be called MONO-
LOGICAL DISCOURSE, even if it may be argued that dialogues and
conversation in general would constitute an empirically better warranted
approach to discourse. Although we have provisionally assumed that natural
language utterances are to be reconstructed as discourses in terms of texts, it
may well be that a discourse — having textual structure — is constituted by
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several utterances of several speakers. The structural unity of such a
CONVERSATION is at least in part determined by the constraints determining
monological discourse, including pragmatic rules of speech act sequencing.'?

Finally, little attention will be paid to METHODOLOGICAL and EMPIRICAL
problems. Some of the methodological issues have been touched upon above,
especially with regard to the types of semantics required. This means that at
some points we will not hesitate to combine conditions formulated in terms of
formal semantics with those given in terms of a cognitive semantics. This
does not imply, however, that a formal semantics can be used as a model of
cognitive semantic processing. Similarly, apart from some remarks about the
cognitive role of macro-structures and the social implications of pragmatic
rules, hardly any empirical base for our investigation will be established,

although the proposed analyses may contain suggestions for relevant experi-
ments.

2.3

Our inquiry consists of two main parts: viz a SEMANTIC and a PRAGMATIC
investigation, which are SYSTEMATICALLY RELATED to each other in the
sense that the same phenomena which are described at the semantic level will
also be studied at the pragmatic level. Each part will be introduced by a
chapter of FOUNDATIONS in which the analytical terms will be explained.
Thus, the semantic part will be preceded by an introduction to formal,
LOGICAL SEMANTICS, and the pragmatics by an introduction to the THEORY
OF ACTION.

These are theories which do not themselves belong to linguistics but to the
philosophical and logical foundations of linguistic theory, much in the same
way as some branches of mathematics and the theory of automata were used
in setting up generative syntax. We do not, however, have the ambition to
provide a formalization of the analysis: the relevant notions from formal
semantics and the theory of action will be used in a more ‘qualitative’ way,
serving heuristic theory formation with the help of more or less non-
ambiguous technical terms defined in the foundational disciplines. Note that
even the two introductory chapters are related: in order to define action we
will be using notions from formal semantics, whereas the semantics of action
sentences and action discourse requires analytical insight into the ‘ontology’
of action. Moreover, in both cases, ie those of meaning-reference and action,
we are concerned with a description of what will be called INTENSIONAL
OBJECTS, and in both cases we may speak of the INTERPRETATION of objects
(utterances, doings).

2.4

A first phenomenon which will receive extensive attention is that of
CONNECTION, the CONDITIONS OF CONNECTION and the natural CON-
NECTIVES expressing connection relations. Both in sentence grammars
and in the study of discourse connectives have hardly been studied in a
systematic way, and most relevant studies have been provided in philosophy
and logic, mostly about logical connectives and their relations with natural
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connectives. The idea of this study was to investigate the semantic ‘roots’
determining the COMBINATION OF PROPOSITIONS IN PAIRS, to be expressed
either by composite sentences or sequences of sentences. Given the semantic
rules for the interpretation of clauses, very little was known about the
conditions which determine the meaningfulness of any type of COMPOSITE
EXPRESSIONS in natural language. In other words, we did not have explicit
insight into the meaning of natural language connectives, including the
regular conjunctions and adverbs. It was found that such phenomena as
REFERENTIAL IDENTITY, determining pronominalization and de-
finitivization, although often paid attention to in discourse studies, are
NEITHER NECESSARY NOR SUFFICIENT to determine the meaningfulness of
composite expressions (sentences or sequences) if the related propositions are
not CONNECTED. The connection conditions are important because they
decide whether a sequence of propositions can be expressed in one sentence at
all. The notion of connection will be studied in terms of a formal semantics
and hinges upon RELATIONS BETWEEN FACTS in possible worlds, RELATIVE
TO a certain TOPIC OF DISCOURSE.

Connection, however, is a specific phenomenon of a set of other
COHERENCE phenomena in natural language. That is, sequences of pro-
positions underlying a discourse are not only pairwise connected, but also
satisfy other coherence conditions, in which the notion of topic of con-
versation also plays an important role, together with phenomena such as
REFERENTIAL IDENTITY AND DIFFERENCE, the DISTRIBUTION OF SEMANTIC
INFORMATION, TOPIC AND COMMENT, PRESUPPOSITION and ‘assertion’
(INTRODUCTION). These other coherence phenomena will be studied in a later
chapter and several discourse fragments analysed.

Finally, it becomes essential to explicate the primitive notion of a TOPIC OF
DISCOURSE, viz in terms of MACRO-STRUCTURES, in the last semantic chapter.
It will be shown that macro-structures define what may be called the meaning
of a whole passage or discourse, and thus at the same time determine the
connection and other coherence constraints operating in sentences and
sequences.

In the second part of the book it should first be made clear in what respect
SPEECH ACTS can be described in terms of a THEORY OF ACTION, and how the
basic concept of pragmatics, viz that of CONTEXT, should be defined, with
respect to which discourses are to be evaluated as APPROPRIATE or not,
depending on the systematic relations between text structure and context
structure.

The inquiry then runs parallel with that in the semantic part of the book. It
examines which pragmatic conditions are involved in connection and in the
use of connectives and concludes that we should speak both of SEMANTIC
AND PRAGMATIC CONNECTIVES, the first relating propositions, the second
relating speech acts. It will then be shown which pragmatic constraints
determine whether a sequence of propositions is to be expressed in one
sentence or several sentences, although it should be admitted that some of the
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evidence is based on rather fine differences about which our reflective
judgements — outside natural contexts of communication — may be rather
weak.

Similarly, pragmatic rules are sought which codetermine the distribution
of semantic information in discourse. This means that a systematic study is
required of the links between sequences of sentences, sequences of pro-
positions and sequences of speech acts. Just as propositions are to be
connected, so we require sequences of speech acts to be ‘connected’ in one
PRAGMATICALLY COHERENT discourse.

Finally, the systematics of the theoretical framework lead us to assume, in
the last chapter, that we should also speak of macro-structures at the
pragmatic level, and postulate MACRO-SPEECH ACTS. Just as we have mean-
ings for a whole sequence, so a sequence of speech acts may at a higher level of
analysis constitute another speech act, which may not be implied by the
individual speech acts in isolation. Since macro-speech acts also require a
‘content’, ie a propositional base, it is possible to relate them to the semantic
macro-structures.

Thus, in both parts we move from relatively ‘local’ phenomena, also
manifested in composite sentences, to phenomena of a larger scope of
sequence and discourse description. Instead of studying various semantic
and pragmatic properties of discourse in isolation, we have followed one of
the basic methodological criteria of a theory of grammar, viz that the levels
studied be systematically related: thus, at one level, it was found that the
more global constraints of macro-structures are based on operations on the
‘local’ meanings of the respective sentences of the discourse, but that
conversely the meaningfulness of composite sentences and pairs of sentences
depends on the macro-structure. This means that the semantics of sentences
and that of sequences and discourses cannot be dissociated from each other.
The same holds for the integration at the pragmatic level of description and
for the semantic-pragmatic links.

3 The study of discourse'?

3.1

Although we have not been very restrictive in the delimitation of the
linguistic part of a more general study of discourse, it is obvious that not all
systematic properties of discourse belong to the domain of linguistic theory
and grammar. The conventional rules and conditions of meaning- and
reference-interpretation, and those of world-knowledge use, and pragmatic
action and functions have been liberally integrated into the task of linguistic
discourse analysis, but this is less obviously so for other conventional rules
and conditions, such as those mentioned earlier of NARRATIVE THEORY and
RHETORIC. The categories, units, levels and rules involved here are different
from those used in syntax, semantics and pragmatics of natural language,
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although a similar SEMIOTIC distinction may be made in the neighbouring
disciplines.

3.2

The primary interdisciplinary studies are, of course, the PSYCHOLINGUISTIC
and SOCIOLINGUISTIC studies of discourse which are undertaken in order to
be able to provide an empirical basis for a linguistic study of discourse.
Theoretical and experimental studies are being carried out at the moment
regarding the cognitive PROCESSES of discourse production, comprehension,
storage, and reproduction.'® Besides the more general conventional rules,
these processes require STRATEGIES of comprehension of a more probabilistic
nature, during which hypotheses are formed with respect to referent identifi-
cation, connection, coherence and macro-structures. Questions about the
selection, combination and abstraction of INFORMATION from discourse and
the formation and transformation of KNOWLEDGE AND BELIEFS are relevant
here, and are important for linguistics if it is further shown that these
processes depend on the structure of the discourse. In the chapter on macro-
structures we will briefly consider these cognitive implications of the theory.

At the moment, there are few insights into the ACQUISITION of specific
discourse rules, but experiments now being carried out with story-telling of
children may shed light on that problem soon.

Much of current work in sociolinguistics has been focused on properties of
morpho-phonological and syntactic structure: hence the specific semantic
and pragmatic constraints holding in discourse have not yet been de-
monstrated to depend systematically on differences of social context, apart
from the well-known STYLISTIC differences (lexicon, senterce length and
sentence complexity).!* Whether there are social differences in connection
and coherence rules, the distribution of information, and the construction of
topics of discourse and conversation is an empirical question still to be
investigated.

3.3

Much of the most interesting work on discourse has been done outside
linguistics in such disciplines as ANTHROPOLOGY, SOCIOLOGY, RHETORIC and
LITERARY SCHOLARSHIP. Recently, ANTHROPOLOGY has paid extensive
attention, within the ‘ethnography of speaking’ paradigm, to the various types
of discourse used in different cultures (narratives, riddles, word-games,
invectives, etc),'> and to the theory of narrative in the analysis of myth.'¢

SOCIOLOGY, under the label of ‘ethnomethodology’, has focused on the
analysis of everyday conversation, rules of sequencing and the micro-social
constraints on discourse and speech acts in interaction.!’

SOCIAL PSYCHOLOGY has less paid attention to a systematic analysis of
discourse than to the systematic EFFECTS of discourse and its ‘content’ on the
beliefs and behaviour of individuals in society, especially in the framework of
analysing mass media messages.'® The interesting problems here are to be
solved with the help of the results of a cognitive approach to discourse, in
which it is determined which semantic structures expressed by which surface
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structures and stylistic structures are stored in memory and affect existing
knowledge and beliefs. At the moment some behaviouristic evidence exists
about the relations between discourse structure and the change of beliefs and
attitudes, but there is little explanatory insight into the underlying cognitive
and social processes.

Finally, the disciplines of RHETORIC, STYLISTICS and LITERARY
SCHOLARSHIP!® should be mentioned as those which have been most
concerned with the study of certain properties of discourse and certain types
of discourse. It has been argued above that the specific structures described
by these disciplines should be viewed as ‘additional’ to the basic linguistic
structure of the discourse. These structures differentiate discourse types and
determine specific effects of discourse communication, eg aesthetic emo-
tional, epistemic effects. Our linguistic theory of discourse will have to
function as an appropriate basis for the study of the more specific structures
and functions. For instance, narrative units and categories may now be more
explicitly related to discourse at the level of macro-semantics. Similarly,
certain stylistic and literary operations consist precisely in changing the more
general rules and conditions of connection and coherence.

It isin this sense that a linguistic theory of discourse is intended not only as
a contribution to linguistics but also as a basis for the study of discourse in
other disciplines, thus further advancing the integration of discourse analysis
into the general study of language and communication.2°

Notes

| Whereas the emphasis in the generative-transformational paradigm in linguistic
theory has been mainly on the cognitive basis of language, we would like to stress
also the social basis of language and language use, in which the central notion of
‘convention’ is to be defined. For a general discussion of this notion, see Lewis
(1968).

2 The notion of ‘utterance’ is not without problems. First of all it is ambiguous in the
sense of denoting both an object and an act, viz the act of producing that object. We
use the term only in the first sense, viz as the product of an act of speech or writing.
Secondly, we should distinguish between utterance TYPES and utterance TOKENS, the
latter being the unique, physical speech product of a speaker during a specific period
of speaking. When we use the term we use it to mean an utterance type. For further
discussion, see Chapter 7 and the attempts at definition in Kasher (1972).

3 *Acceptability’, mostly used in linguistics as a term belonging to the theory of
‘performance’ — ie the actual use of language ~ is a concept which is far from clear.
For extensive discussion of the term, see the contributions in Greenbaum, ed (1977),
eg van Dijk (1977).

4 Formulating pragmatic rules in the grammar means that such a grammar must
account not only for the ability to construct ‘correct’ utterances but for the ability to
use such utterances adequately in some communicative situation. The latter ability
has been called ‘communicative competence’ (see Hymes, 1972). In several linguistic
schools, eg in tagmemics (see Pike, 1967) and functional grammar (eg Firth, 1957,
1968 ; Halliday, 1973), this idea was already present in some form before arising in
the present context of pragmatics and the study of language use.
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5 Again with the exception of those linguists associated with the ‘schools’ mentioned
in note 4, who have often stressed the relevance of a linguistic study of discourse.
The same holds for one of the ‘founders’ of structuralist linguistics, Zellig Harris,
although his ‘discourse analysis’ has little to do with the analysis of discourse but is
rather a theory of syntactic structure of sentences. See Harris (1963) and comments
by eg Bierwisch (1965a). For a brief survey of the ‘history’ of discourse linguistics
and text grammar, see van Dijk (19724, Ch 1). For readers on the topic, see
van Dijk and Petoéfi, eds (1977) and Dressler, ed (1977).

6 There is much work in philosophy on the notion of reference. For introductory
reading and further references, see Linsky (1967) and Linsky, ed (1971). See also
Geach (1962) and Strawson (1971). For references to logical semantics, see the notes
to the next chapter.

7 In cognitive psychology and artificial intelligence these parts of knowledge are
called ‘frames’, a notion which will be used to establish the coherence of a discourse.
Attempts have been made in computer simulation of language comprehension to
make explicit at least some fragment of our conventional knowledge of the world.
See Charniak (1972) and Bobrow and Collins, eds (1975), and the notes to the
succeeding chapters for further references to cognitive semantics.

8 See Longacre (1970). Examples of the other surface manifestations of macro-
structures are given in Chapter 5.

9 In this respect we find ourselves in disagreement with certain critics of our earlier
work in text grammar (eg Dascal and Margalit, 1974), whatever the further
justification of their criticism. In this book we hope to make the macro-structures
and especially the macro-rules more explicit, relating the macro-structures to the
semantic representations of the sentences of the discourse. In Chapter 5 it will also
be shown that macro-structures have been empirically assessed by experiments.

10 See the references in van Dijk (19724, 1973a) and those given in the bibliography of
text linguistics by Dressler and Schmidt (1973). For the major portion of current
work on these phenomena, both in sentence grammar and text grammar, the reader
is referred to the linguistic journals, and to the monograph series on text linguistics
from Buske Verlag (Hamburg) and De Gruyter Verlag (Berlin-New York). See
also Halliday and Hasan (1976). Dressler (1972) gives a first introduction.

11 See the references given in note 17 below regarding the analysis of conversation.

12 Since the study of discourse involves research in various disciplines of the hu-
manities and the social sciences, it is impossible to give a complete set of references
to various approaches to discourse. For each domain we mention a few works
which are either representative, introductory or contain many further references.
We have mentioned the various disciplines in order to pay tribute to the important
insights into discourse obtained by various scholars outside linguistics, and to
show, however briefly, where and how our own linguistic research in this book
could be applied.

13 See the references for the psychology of discourse in Chapter 5.

14 See however Labov (19724, Part 11, 1972b, Ch. 3, and 8), and comments by him on
Bernstein’s code distinction (restricted versus elaborated) (Bernstein, 1971) which
also pertains to discourse properties.

15 See Baumann and Scherzer, eds (1974) and Gumperz and Hymes, eds (1972).

16 This work has become theoretically interesting since the (re-)discovery of the work
of Propp (1968[1928]), and has been carried out mainly in the Soviet Union, France,
the USA, Canada and Finland. See Maranda, ed (1972), issues 4 and 8 of
Communications (Paris), and the further references given in van Dijk (19724,
1975a).

17 See the contributions in Sudnow, ed (1972), especially the work by Sacks and
Schegloff.

18 See eg Himmelfarb and Hendrickson Eagly, eds (1974) for readings on attitude
change, and Holsti (1969) and Gerbner, er al, eds (1969), in particular for the
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content analysis of discourse or ‘messages’. Well-known studies on the effect of
discourse structure in persuasive contexts have been carried out by Hovland and
associates, see eg Hovland, er al (1957). Thus, several studies have been made on
propaganda, political discourse, and advertising which belong to the larger field of
discourse studies.

19 For these disciplines and their relevance to linguistics and the study of discourse, see
van Dijk (1972a) and references given there. See also Plett (1975).

20 For surveys or introductions to this more general study of discourse, see Schmidt
(1973), Rommetveit (1974) and Dressler, ed (1977).
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Chapter 2

A brief introduction to
formal semantics

1 Formal languages
1.1

In the following chapters we will use some concepts from FORMAL or
LOGICAL SEMANTICS. Since this kind of semantics is not yet a standard
component of elementary linguistics, we will give a fragmentary introduction
to the basic notions in this field. For more complete introductions we refer to
the various handbooks of logic, in which also the syntactic and axiomatic
properties of logical systems and their relations to semantics are treated. At
the end of this chapter we also pay attention briefly to the relations between
formal semantics and the study of natural language.

1.2

Formal semantics is part of the study of FORMAL LANGUAGES. Unlike
natural languages, formal languages are artificial; they are constructed by
logicians and mathematicians. Yet, formal languages and natural languages
have certain abstract structures in common, which allows the application of
logic in grammar. Furthermore, besides the study of the specific properties of
various formal systems per se, logic and mathematics may support the
FORMALIZATION of theories in the natural and social sciences.

A language, whether natural or artificial, may be defined as a set of
symbolic EXPRESSIONS. In a formal language this set is strictly defined : RULES
stipulate what is an expression of a particular formal language and what is
not. Just as in grammar, we here speak of rules of SYNTAX, in particular, of
rules that define which expressions are WELL-FORMED and are called
FORMATION RULES. Such rules operate on symbols: they specify which
sequences of symbols are well-formed. The set of different symbols used in a
particular formal language will be called the LEXICON of that language.
Symbols belong to various CATEGORIES, just as words in natural language are
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of various syntactic categories (nouns, verbs, etc). The categories determine
whether a sequence of symbols is well-formed or not.

One basic and elementary formal language is that of PROPOSITIONAL
LOGIC. The language of a standard propositional logic has expressions from
the following four CATEGORIES:

(i) proposition letters: p, g, r, . . .
(ii) binary connectives: &, V, o, =
(iii) a symbol of negation: ~
(iv) structure symbols: (, ), [, ] (parentheses)

The FORMATION RULES then define which sequences of these symbols are
WELL-FORMED FORMULAE (wfT’s) of that language. If « and § denote wff’s,?
we may formulate the following rules: (i) each proposition letter is a wff; (ii)
o # f is a wif, where ‘#’ denotes a binary connective; (iii) ~ « is a wff. Note
that the rules are recursive: a and § may stand also for compound wff’s. The
parentheses or structural symbols indicate the scope of the connectives and
negation.> According to these rules the following sequences of symbols are
wit's:p,pVq,(p&q@Vr,(q&r)o(pVr),~[pV ~(r&~s)];andpg,pV &,
p~ Vs, ()p~&~ V) are not. Some of the well-formed formulae are equiva-
lent, ie may be mutually substituted for each other. Thus p & gis equivalent to
q&p,pVqtogVp.

A characteristic subset of syntactic rules of a formal system are the
DEFINITIONS of this system, eg definitions of the connectives in terms of each
other: p & gmaybedefinedas~(~pV ~q),pVgas~(~p&~q),~~pasp,
p=qas(p>q)&(g>p),and pogas~(p&~q).

Typical of formal systems are the DERIVATION RULES. These rules allow us
to derive one formula from a sequence of one or more other formulae. A
formula thus derived is called a THEOREM if it is derived from a primitive
formula, ie an AXIOM, or from another formula derived from an axiom, ie
from another theorem. The set of axioms is characteristic of a particular
logical system. Thus, a theorem can be derived (or PROVED) from axioms and
other theorems with rules of definition and rules of derivation (also called
RULES OF INFERENCE). Characteristic axioms of a propositional logic are, for
example: (pVp)>p, ¢g2(pVyg), (pVq)>(gVp) and (g=r)2((pVe)=>(p
V'r)). Well-known theorems include p=p, po(pV gq), (p& q)>p, p=(g>p).

Derivation rules are the following: (i) detachment: if p > g and p are given,
derive: g; (ii) substitution: any proposition letter may be uniformly sub-
stituted for another proposition letter in a formula.

Given these derivation rules and the axioms it may be proved that the
theorems given are indeed derivable and that the equivalences in the de-
finitions are also theorems. It is possible to choose other axioms and other

derivation rules in order to characterize the same set of theorems of this
logical system.
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2 Truth-functional semantics

2.1

A logical system not only consists of a set of formulae as specified in the
syntax: formulae are also assigned an INTERPRETATION. Such an in-
terpretation is given by the SEMANTICS of the system. A system without rules
of interpretation is often called a CALCULUS. The rationale for the syntactic
rules, however, is often semantic. That is, the categories, axioms and
derivation rules are already chosen with an eye to their semantic roles. Ina
propositional system like the one briefly referred to above, the propositional
letters are interpreted as expressions of PROPOSITIONS. There are various
conceptions of this notion of a proposition. In linguistics, the meaning of a
declarative sentence is often called a proposition. Sometimes the term
STATEMENT is also used. In the semantics of (propositional) logical systems, a
proposition is simply defined as an object which is assigned a TRUTH-VALUE.
In classical systems this means that a proposition is either assigned the value
TRUE or the value FALSE (but not both). Some systems also use a third truth-
value, viz NEITHER TRUE NOR FALSE or INDETERMINATE. We see that the
content or meaning of a proposition is disregarded in such a semantics: what
is relevant here is only whether a proposition is true or false.

Compound formulae, ie expressions containing several propositional
variables, are interpreted as expressing COMPOUND PROPOSITIONS. These are
also either true or false, and their truth-value is determined by (i) the truth-
value of the propositional variables, (ii) the values of the connectives. In
other words: THE INTERPRETATION OF AN EXPRESSION IS DETERMINED BY
THE INTERPRETATION OF EACH PART OF THE EXPRESSION. This is an
important principle in formal semantics. Since the value of a compound
proposition s either ‘true’ or ‘false’, and since this value depends on the truth-
values of the component propositions (also either ‘true’ or ‘false’), we say that
this semantics is TRUTH-FUNCTIONAL. The only thing we need to know is how
the connectives operate on the values of the component propositions. These
connectives are usually interpreted as follows: &: ‘and’,V: ‘or,o:
‘if . . . then’, = : ‘if and only if” (or ‘is equivalent to’). These interpretations do
not run parallel with those of the connectives and, or, if . . . then, if and only if
in natural language. This will be one of the major topics to be discussed in the
next chapter. The ‘meaning’ of the logical connectives is much more
restricted. Moreover, it will be given only in TRUTH-FUNCTIONAL terms: ie
for each connective it is specified how it determines the truth-value of a
compound expression, given the values of the component propositions.
Thus, the semantic role of the connective ‘&’ is the following: it makes the
compound proposition ‘true’ if both conjuncts are ‘true’, and it makes the
compound formula ‘false’ if one or both of the conjuncts is ‘false’. Such
semantic interpretations of the connectives are usually given in TRUTH
TABLES. The values ‘true’ and ‘false’ are usually abbreviated as ‘t” and 'f’, or
as ‘I’ and ‘0’, respectively.* A truth table for the connectives used in the
system introduced above is as follows:
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p q | p&q | pVqg | p>q | p=gq ~p

1 0 0 1 0 0 0
0 1 0 1 1 0 1
00 0 0 1 1 L 1

Since negation behaves like the connectives, in that the truth-value of the
whole formula depends on the value of the proposition, it is also included in
the truth table.

It should be noted again that the interpretation of the various connectives,
especially of ‘o, does not always follow our (natural) language intuitions.
Thus, the compound proposition ‘If Peter is ill, he has called a doctor’ is true
also if ‘Peter is ill’ is false. There are logical systems which would assign the
value ‘neither true nor false’ in such a case. Such proposals, and their
importance for the analysis of the connectives in natural language, will be
discussed in the next chapter.

Note also that the truth table aliows us to determine the truth-value of any
well-formed formula of the system: instead of p or ¢ we may have more
complex formulae (of which each elementary part is assigned a truth-value as
in the table), eg (p & 9)V (p 1), of which we only need to know the ‘total’
truth-value in order to compute the value of a still more complex formula of
which it forms a part.

2.2

It was said above that much of the syntax of formal languages is worked out
within a semantic perspective. One of the central properties of the derivation
rulesis that they are being formulated such that they ‘preserve truth’. That is,
given a formula o and a formula , if § is derivable from a, then if a is true fis
also true. This means that if we choose formulae as axioms which are ASSUMED
to be true, ail theorems which are derivable from these axioms will also be true.
This is precisely the way a calculus is set up : we are interested not only in well-
formed formulae but also in true formulae. In particular, we are interested in
the set of VALID formulae of a system : a valid formula is a formula whichis true
under any interpretation of its component (atomic) propositions. Thus, a
formula like pV ~p is true whatever p means (in truth-functional terms:
whether p is true or p is false). The same holds for (p V g)=(g V p): whether p
is true or false (throughout the whole formula), the formula will remain true
under any interpretation. We may say that in such valid formulae truth is
‘structural’: it only depends on the form of the expression and the connectives
used.

A formal system is usually required to be CONSISTENT. This means that if
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the formula a can be derived in it, the formula~a cannot possibly be
derivable. According to our definition of validity the formula ~a would then
be false under any interpretation (of the component propositions of ).

Another typical logical property of the propositional system discussed
above is its COMPLETENESS, which establishes a clear connection between the
syntax and the semantics: a system is complete if and only if every valid wif is
also derivable as a theorem. This is the case if the axioms are valid and the
derivation rules validity-preserving. One of the central tasks of logicians is to
PROVE that some constructed system is really consistent and complete (or
incomplete).

Although the notions of truth and validity are closely intertwined with
syntactic notions, we should make a clear distinction between SYNTACTIC
DERIVABILITY as a relation between wff’s and the truth-preserving relation
between interpreted wit’s, viz propositions. The latter relation (which will
also be discussed below) is that of SEMANTIC ENTAILMENT. If § is derivable
from «, then it is said that « ENTAILS f§, or rather that the proposition
expressed by a entails the proposition expressed by f§, and conversely if the
system is complete.

The syntactic relation of derivability between formulae may itself also be
expressed by a symbol, viz by ‘+°, where « - §is read: ‘f is derivable from o’.
When we just write Fo, this means ‘x is derivable’ (in a system), or simply ‘a is
a theorem’ (of a system). Similarly we use the symbol [+’ to denote semantic
entailment, where a|+ § reads ‘o entails §°, and |Fa reads ‘a is valid’ (in some
interpreted system).

3 Predicate logic and its semantics
3.1
The propositional system briefly introduced above is, so to speak, a ‘basic’
system. It may express simple or compound propositions as ‘wholes’, ie it
does not give a further analysis of the logical INTERNAL structure of the
propositions. Sentences like Peter is ill and Peter didn’t know whether Mary
would sell him her jewels for the ridiculous price of £100 are both treated alike.
It is natural, however, to say that the truth-value of the propositions
themselves is also determined by the various parts of their internal structure.
Alanguage with categories of expressions for such parts of sentences is that
of a PREDICATE LOGIC. Its typical categories are:

(i) individual variables: x, y, z, . . .

(i1) individual constants: a, b, ¢, . . .
(iii) n-place predicate letters: f(..), g(. ., . .), . . .
(iv) quantifiers: 3, V

Further it has negation, connectives and auxiliary symbols (plus a comma) as
in a propositional logic. The intended interpretations of these symbols are as
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follows. Individual expressions are interpreted as (stand for, or denote)
individual things or objects: a variable as an arbitrary object, and a constant
as some specific or particular object, like the expressions someone and Peter
(or the boy) in natural language. N-place predicate letters are interpreted as
expressing properties of, or relations between such things or objects, like is il/,
walks and loves or sells, respectively. The quantifiers are interpreted as
follows: ‘3x’ is read as ‘For at least one x’, and ‘Vx’ as ‘For all x’. In natural
language we have more quantifiers, eg many, some, most, etc. Again, the
logical system only uses some of the elements of natural language, and this
use is moreover restricted in specific ways. The reasons for these particular
uses in logic are partly to be sought in its role as a foundation of mathematics.

Although some basic elements of the sentence structure of natural lan-
guages appear also in the categories and syntax of predicate logics, it must be
borne in mind that predicate logics were not primarily developed as a means
for linguistic analysis. We shall return below to the possible applications of
logic in linguistics.

The FORMATION RULES of a predicate logic are the following: (i) if fis an n-
place predicate letter and a,,. . .,a, are TERMS (ie individual variables or
constants), then f(a,,...a,) is a wff; (ii) if « and B are wff’s so are ~a,
(¥x)(a), 3x)(x), and a # . Usually we put parentheses before and after the
sequence of terms, and commas between the terms. According to these rules
the following sequences of symbols are wff’s of a predicate language: f(a),
S(x), g(b, y), (V)(f (x, a)), (V¥)3z)(g(y, 2)), whereas bg, a(Vx) and (Ix)(Iy)
are not.

Variables are said to be BOUND by the corresponding quantifiers, as in
(Ax)g(x, a)) and (Vy)(h(x, y, z)), and called FREE if this is not the case, as x in
g(a, x) and (3y)(g(x, y)). A wif containing free variables is called a
PROPOSITIONAL FUNCTION, a wif without propositional variables is called a
SENTENCE. Thus, a propositional function such as f(x) may be turned into a
sentence if we substitute a for x. If we take expressions from natural
language, is ill (x) would be a propositional function and is ill (Peter) would
be a sentence.

We usually put parentheses around that part of the formula which is the
SCOPE of a quantifier. Thus in (Ax)(f(x, a)) & g(b) only the part f(x, a)is under
the scope of the quantifier. The same holds for the use of the sign of negation.

A formula such as ~(Yx)(3y) [f(x, y) 2 g(y, x)] would eg be read as: It is
not the case that for all x there is at least one y such that : if x has a relation f to
¥, then y has a relation g to x.

Many predicate logics have an additional specific category, viz a binary
relation (between individuals) of IDENTITY (=), usually written not before
the variables but between them: a=5 and (3x)(3y)(x=y) are well-formed.
Just as logical connectives may be defined in terms of each other (and
negation), logical quantifiers may be defined in terms of each other. Thus, ‘all
- xhaveaproperty g’ could also be read as ‘no xdoes not have g, and conversely
‘some x (at least one) have 4’ may be read as ‘nor all x do not have A’. Again,
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this equivalence does not always hold for the corresponding natural language
quantifiers.

The AXIOMATIZATION of this predicate calculus is based on the pro-
positional calculus; theorems in the latter become theorems in the former by
substitution: if p ©p is valid then fa > fa, (3x)[h(x)] > (Ix)[h(x)] are theorems
of the predicate calculus. Further axioms are of course necessary, eg for the
properties of the quantifiers. Thus it will be assumed that under some further
conditions formulae of the type (Vx)[f(x)] >fa are theorems. Indeed, if fis a
property of all objects, then it is also a property of some (any) object a (or b,
or ¢, etc). Further we have the equivalence of (Vx)[f(x)] with f(x): if any
arbitrary x has f, then all x have f, and conversely. Formulae of the structure
(Vx)Lf (x) 2 g(x)] = (Yx)Lf (x)] 2 (Vx)[g(x)] are also theorems.

As rules of derivation we may have (i) the predicate logical version of the
detachment rule (also called MODUs PONENS): if 2> § and a are theorems
then f is a theorem, (ii) and the rule of universal generalization which allows
us to go from formulae like (fx) to formulae like (Vx) [f(x)]. Similar axioms
and rules may be given for the existential quantifier 3; if a formula like fais a
theorem we may infer (3x)[f(x)]: indeed, if some specific particular in-
dividual has f, then we may safely conclude that there is at least one
individual with this property (whereas the converse does not hold, of course).
Several combinations of axioms and derivation rules are possible in order to
define the same set of theorems.

3.2

The SEMANTICS for a predicate logical system such as the one very roughly
sketched above requires also a number of specific properties. As in a
propositional system wff’s are either true or false, where compound wiff’s
again are interpreted according to the truth tables for the connectives
(including negation). The truth-value of an atomic proposition, however,
now depends on the VALUES of its internal parts: we must INTERPRET the
predicate letters, the individual constants and variables, and the quantifiers.

Above, it was said that individual expressions are intended to be in-
terpreted as (denoting, referring to) INDIVIDUAL THINGS or objects. Hence,
we need a set of such things as possible values for the individual expressions.
This set is usually called a DOMAIN and denoted by the symbol D, where the
members of D are d,, d,,... In interpreting an individual expression we
take some member 4; from D as the VALUE of that expression. The
assignment of values is operated by a function, viz a VALUATION FUNCTION,
which takes expressions of some formal language as arguments. Such a
function will be denoted by the letter ¥. Thus, wff’s from the propositional
and predicate calculi are assigned a value from the sets {true, false} or {0, 1},
as follows: V(a)=1, V()=0, or V(a& B)=0, for example. Similarly, the
function ¥ will assign some member d; of D to some expression like a: ¥(a)
=d; or V(b)=d; Predicate letters are classically interpreted as SETS of
objects, viz the set of objects having a certain property or the set of pairs
(triples, . . . n-tuples) of objects standing in a certain relation to each other. A
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predicate like the natural language expression is ilf would thus be interpreted
as the set of ill things (people), and the predicate loves as the set of pairs {x, y)
such that x loves y. The sets which are the values of predicate letters are the
subsets D, D,,.. . of D, or of the cartesian product D x D. The valuation of a
predicate letter is thus written as V' (f)=D,, where D, is the set of things
having the property /. From these interpretations of the parts of a pro-
position, the interpretation of the whole proposition is simply given as follows
(iff =if and only if): V(f(@))=1iff V(a)e V()), V(f(@))=0iff V(a)¢ V()).}
In words: a proposition is true if the object denoted by a is a member of the
set denoted by f. Thus a proposition like ‘John is ill’ is true, if there is some
object John, if there is a set of ill people, and if the object John belongs to this
set, viz has the property of illness which characterizes this set. Similarly, for
the interpretation of an expression like g(a, b), where a pair of objects (d;, d;>
must be an element of the set D, denoted by g, where D, is a subset of D x D.

The formal semantics of quantifiers has a number of complications which
cannot be discussed here. A formula like (3x)[f(x)]is trueiff thereisa din D
such that, for some individual constant a, the value of a is d, and the formula
f(a)is true. That is, an existentially quantified formula is true if one arbitrary
individual satisfies the predicate. A universally quantified formula is true if
for every de D such that d is a value of a constant a, b . . . the formulae f(a),
fib), . . . are true. We see that an existential quantifier is related to an (infinite)
disjunction of formulae, and a universal quantifier to an (infinite) con-
junction of formulae.

The conditions given above, in terms of valuation functions and a domain
(and its elements and subsets) are TRUTH CONDITIONS. In all cases where
these conditions are not satisfied the formula will be assigned the value 0
(falsity). These truth conditions are RECURSIVE. If we know the in-
terpretation rules for the various types of expressions (categories) and of their
structural combinations, we can interpret any formula of the language, which
is an aim of a semantics.

3.3

It has been shown that formulae of a formal language are interpreted with
respect to a domain of individuals, also called the UNIVERSE OF DISCOURSE,
and under a certain valuation. An ordered pair of such a domain and a
valuation function, viz (D, V'), is called a MODEL. A formula is said to be true
(or false) IN a model. If a formula is true in at least one model (ie for some
universe of discourse under some valuation) it is called SATISFIABLE. A valid
formula is a formula which is true in all models. Since formal semantics
interprets formal language in terms of models, it is sometimes also called
MODEL THEORETICAL semantics.

This semantics, as we have seen, is formulated in a SET-THEORETICAL
language: the universe of discourse with respect to which formulae are
assigned truth-values is characterized in terms of sets, operations on or
relations between sets, members of sets, and functions. It is possible to give a
semantics also in terms of other mathematical systems (eg of algebra or
topology).
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Below, it will be shown that a semantics for natural language must be
‘richer’ than the elementary semantics outlined above. If it could intuitively
be said that semantics specifies the relations between (language) expressions
and the ‘things’ these expressions are ‘about’, it should be emphasized that a
formal system not only gives the formal (or logical) structure of these
expressions but also a formal reconstruction of those structures of the
universe of discourse needed to interpret these expressions.

4 Modal logics and their semantics

4.1

The propositional and predicate logical systems are the basic and standard
systems of logic, even if there are many variants of each system, ie with
different sets of axioms, rules, categories in their syntax and with different
types of semantics.

These basic systems may however be enriched with additional categories of
expressions for a certain number of reasons, eg in order to be able to express
certain structures of formal or natural languages. One of these categories is
that of MODAL expressions, eg It is necessary (that), It is possible (that), It is
known (that), It is obligatory (that), It is wished (that), etc. To these various
kinds of modalities, viz alethic (necessary, possible), epistemic (knowledge),
doxastic (belief), deontic (obligation, permission), boulomaeic (want, wish,
preference), etc we may add expressions of TIME, like Iz is (now) the case
(that), It was (has been) the case (that), It will be the case (that), which are also
expressed by TENSES in natural language.

Whereas a predicate logic such as the one discussed above makes explicit
the logical structure of such sentences as Peter is ill or Peter hit Mary and John
went to Paris, it does not account for the tenses in these simple sentences
(among other things), nor can it account for such modifications of these
sentences as Perhaps Peter is ill or Peter wants to hit Mary and John must go to
Paris. The addition of a special category of modal and tense expressions to
propositional and predicate logical systems therefore considerably enhances
their expressive power with respect to the structure of sentences in natural
language.

4.2

Formally speaking, modal expressions are operators: they combine with non-
modal sentences to make more complex sentences. Given a sentence Peter is
ill, we obtain another sentence by prefixing It is possible that.

Most thoroughly studied are the alethic modalities It is necessary that
and It is possible that, which are usually symbolized by ‘[J° and “0’, re-
spectively, and prefixed to any wif. ThusOp, O(p & g), ¢ (p > ¢) are wff’s of a
MODAL PROPOSITIONAL CALCULUS, and [(Vx)[f(x)], ¢g(a,b),
C(Yx)(3y)ih(x, y)] &fa, are wif’s of a MODAL PREDICATE CALCULUS.®
Modal expressions may also modify modal sentences, hence expressions of
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the type O0p, 0 g, 0000 r are also well-formed where each modal operator
may be preceded by a sign of negation.

As is usual in setting up a new (or extended) logical system, appropriate
axioms and derivation rules must be formulated for the new category of
expressions. Differences in this respect define different modal systems.

Necessity and possibility are related notions and may, just like the
quantifiers, be defined in terms of each other, such that[Jp= ~0~pand 0p =
~[J~p are valid wil’s. Indeed, if something is necessarily the case then it is
impossible that it is not the case, and something is possibly the case, if it is not
necessarily not the case.

We may have various types of necessity or possibility: something may be
physically, biologically, psychologically or sociologically necessary or poss-
ible. The modalities treated in modal logics are LOGICAL MODALITIES, which
are an abstraction and generalization from the other modalities. Thus, wesay
that valid formulae of a logical system (tautologies) are logically true or
LOGICALLY NECESSARY. Similarly, a wif which follows logically from other
wif’s follows necessarily. A wif which is not logically or necessarily true is
called CONTINGENT or contingently true. Its truth does not depend on purely
logical properties of a formula, but on the facts of the universe of discourse.

Another specific element of modal systems are the connectives of LOGICAL
or STRICT IMPLICATION and EQUIVALENCE, written as ‘—3’ and ‘=" re-
spectively. The first formalizes the relation of logical derivability between
sentences, and is usually taken to have the relation of ENTAILMENT between a
proposition as its semantic counterpart. Its relation to the notions of
necessity and possibility, mentioned above, is given in the definition of ‘-—3’:
p—3g=0U(p>q). Two sentences are logically equivalent if they mutually
imply each other logically (strictly).

Note that the modal operators and the modal connectives are not truth-
functional: by simply knowing the truth-value of « we do not know yet
whether (] « is true or false.

The intuitively sound principles which normally are taken as axioms for
modal systems are:p > p, (or p20p), d(p29)2(Hp=0g).

Derivation rules are the usual rule of substitution and modus ponens. A
specific modal derivation rule specifies that if a wif  is a theorem or axiom,
Oa is also (rule of necessitation). Indeed, a tautology is NECESSARILY true.
4.3
The most interesting feature of modal languages is perhaps their SEMANTICS :
how do we interpret sentences with modal expressions? It has been indicated
that modal operators are not truth-functional, so what kind of models do we
need in order to satisfy wif’s with such operators?

In order to explain the specific elements of modal semantics, we take
another modal system as an illustrative example, viz TENSE LOGIC. Operators
of tense logic are for example P for It was the case (that), F for It will be the
case (that), where Pp, F(pV q), PF(p & q), FP(3x)[f(x)>g(x)] are wiT’s, for
example. Formulae without P or F are to be read in the present tense. Now
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what will be the semantic rule for interpreting sentences like Peter was ill or If
Peter is ill, he will call a doctor? In non-modal predicate logic no tense
differentiation can be interpreted, or rather we merely have present tense (or
even tenseless) sentences. Intuitively, then, a sentence like Peter was ill is true
(now) if Peter is ill is true ‘somewhere’ in the past. This past, as well as the
future, for that matter, is determined by the present ‘now’, viz the moment at
which the sentence is uttered. Call this moment N, standing for ‘now’. Nisa
point (or period) of TIME. The past will now be constructed as the (linearly
ordered) set of time points which PRECEDE N, the future as the sequence of
time points which FOLLOW N (or, equivalently, which N precedes). Thus, the
truth of the sentence John is ill somewhere in the past, is simply truth WITH
RESPECT TO or AT some point (or period) of time preceding N. In a model
satisfying tense-logical sentences we thus seem to need as specific additional
elements: (i) a set T of time points (ii) a binary relation ‘{’ for PRECEDENCE,
defined over members of T, such that #¢; reads: ‘1, precedes ¢;’. That we
interpret sentences with respect to a point or period of time, or in general with
respect to a certain SITUATION, seems very natural: [ have a headache is true
now, { went to the movies is true NOW if the sentence / go to the moviesistrue at
some point(s) preceding now. Hence, the interpretations of formulae like Pa
and Fa go stepwise: Pa is true (now) iff a is true at some £;,{N, and Fa is true iff
a is true at some point ¢, such that N{z;.

4.4

The interpretation of necessity and possibility is very similar. If we take the
notion of a SITUATION introduced above, we may say that p is necessarily true
if p is true in ANY SITUATION WE CAN IMAGINE. Similarly, we say that p is
possible, if there is AT LEAST ONE IMAGINABLE SITUATION in which p is true.
Modal semantics has introduced a technical notion for such an imaginable
situation, viz the notion of a POSSIBLE WORLD.

Although the notion of a possible world should be seen as a formal
primitive, it may be intuitively characterized by such terms as ‘situation’,
mentioned above, or ‘state of affairs’. More specifically, a possible world is
‘something’ AT which a set of propositions are satisfied. Conversely, a
proposition is therefore often defined as a set of possible worlds, viz the set of
possible worlds at which this proposition is satisfied. Note that the notion of
a possible world should not be identified with our intuitive ideas of (our)
‘world’, ‘reality’, etc, but as an abstract construct of semantic theory (model
theory). Thus, our actual world is just one element of a set of possible worlds.
A possible world, as the term ‘possible’ suggests, is also any state of affairs
which is not the case but which MIGHT have been the case. This possibility
may be of various types: we may imagine a situation where the facts are
different from the real or actual facts, but compatible with the postulates
(laws, principles, etc) of the actual world. On the other hand we may imagine
worlds with partly or fully different laws of nature, ie worlds which are
increasingly DISSIMILAR to our ‘own’ world, or rather to the set of worlds
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which could have been the real world, ie those worlds satisfying the same set
of basic postulates.

When we think of our actual world, we do not have a mere static
conception of this world: things are going on, events happen, actions are
performed. Instead of possible situations or states of affairs we may therefore
also take possible worlds as COURSES OF EVENTS. Since such courses of events
are determined also by the course of time, a STATE of such a course of events
may be defined as a pair consisting of a possible world and a time point from
the set T"introduced above. If W denotes the set of possible worlds, with w,
w,, ... as elements, a state of a possible world at one moment, ie a
SITUATION, would be denoted by pairs like {w;, £;).

If we just speak of a possible world we may mean such a time point or
period or a possible course of events, but often a possible world is intuitively
conceived of in a larger sense, such that many compatible courses of events
may occur ‘in” a possible world. Further interpretations of the term are
possible, each with philosophical advantages and problems.

Since the notion of a possible world and that of a proposition are so closely
related, we may also valuate expressions not with respect to possible worlds
but with respect to sets of propositions, viz DESCRIPTIONS of such worlds.
The advantage is, among other things, that such descriptions may be partial,
incomplete or even inconsistent. This may be especially relevant in the
semantics for epistemic and doxastic logics: it may be that we neither know
whether p nor whether ~ p is the case in a certain world (description).

If we take some possible world w; from the set W, we say that the worlds of
the set are the ALTERNATIVE possible worlds of w;. Just as we took some
specific time point (‘now’) as a distinguished element from the set of time
points T, in order to define the ordering of moments of time with respect to
this particular time point, we also take a specific world as a ‘point of view’
with respect to the set of possible worlds, viz the ACTUAL WORLD (w,).
Similarly, whereas we had a binary relation over 7, viz precedence, in the
semantics of tense logic, we here need a binary relation over possible worlds,
denoting the alternativity or rather the ACCESSIBILITY of worlds to/from each
other. This notion of accessibility is often explained by comparing it to the
intuitive notion of imaginability of a world, or more particularly to the
knowledge we have about other possible worlds. Accessibility is also a
primitive however, formally speaking. It is usuaily denoted by R. This
relation may have different formal properties, according to which the various
modal systems are differentiated. If somebody in a world w; knows what is
the case in w; itself (which is normal) the relation is REFLEXIVE, that is we have
access to our own world (in this epistemic modal system). If somebody in w;
has access to (knows about, say) a world w;, and conversely somebody in w;
has access to w;, the relation R is SYMMETRIC. Finally, if somebody in w;
knows everything somebody else in w; knows about a third world w,, which
means that we have access to wy, via w;, from w;, R is TRANSITIVE. These
various properties of R, which may correspond to various actual re-
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lationships between situations or persons (knowledge, belief, etc), are de-
pendent upon specific axioms and derivation rules in the different modal
systems.

4.5

To interpret modal sentences we must know more about ‘what there may be’
than we need to interpret non-modal sentences. To be more specific, we are
forced to design an abstract ontological picture by the use of possible worlds,
relations between them, and by letting valuations of expressions be given ‘at’
such worlds. A modal semantics thus requires MODELS including at least the
triple (W, w,, R), and if we want to include the temporal aspect, we would
need (W, wq, R, T, <, 1,> where W is a set of possible worlds, w, a specific
element of W (the actual world), R a relation of accessibility defined over
members of W, and the temporal notions as defined above, where ¢, indicates
‘Now’. For modal predicate calculi we further need a set D of individuals, as
for non-modal predicate systems.

There are a number of philosophical problems with such a set of in-
dividuals. First of all, what belongs to this set and what not: whatis a ‘thing’?
Should we include properties, abstract notions, facts like events and actions,
or only discrete concrete objects, like chairs, pipes, pigs, and persons? What
about water, tobacco, skin, and other mass objects or continuous objects?
We will not decide such questions here, but include any abstract or concrete
individual thing with the practical criterion that we must be able to refer to it
(eg by the pronoun if). A more specific problem for modal logic: do we
assume that the set of individuals is identical for all possible worlds?
Intuitively, we know that objects come into existence, are destroyed and that
certain objects are imaginable but do not occur in our actual world. For
reasons of simplicity, therefore, we briefly assume one set D of individuals of
which each world selects its own subset. Below, we will briefly touch upon this
issue again.

The sequence of abstract notions reconstructing purely formally the
notion of (possible) ‘reality’ with which the semantic rules relate the sentences
of a formal language is called a MODEL STRUCTURE. Valuations of ex-
pressions, thus, are given with respect to such model structures. The
combination of a model structure and a valuation function is a MODEL, as
discussed above. Sentences thus are true or false in a model structure under a
given interpretation. Since possible worlds are a central element of model
structures we often simply say that a sentence is true at (or in) a (possible)
world.

The interpretation of (] p, would now run as follows: V(T p, w;) =1 iff for
all worlds w;, such that w,Rw;, V(p,w)=1. If not, V(O p, w)=0. And for
possibility: V(0 p, w)) =1 iff for at least one w;, such that w,Rw;, V(p,w)=1.
If not, V(0 p,w;)=0.

We see that the valuation function now has pairs of arguments, viz from
the set of wiff’s, and from the set of possible worlds. In our example w; is the
world at which the modal sentence is interpreted ; it is the point of view for the
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‘inspection’ of the alternative worlds: if in all those worlds p holds, thenTOp
holdsin w;; if there is at least one (eg w; itself if R is reflexive), 0 p holds inw;.
We immediately see that the axiom p >0p is indeed valid. A (modal) wff is
valid if it is true in all (modal) models.

The ‘stepwise’ interpretation of modal wff’s with one operator also
characterizes the interpretation of wff’s with several modal operators, eg
00p, 00 p, or 00 p. We just have to make one step more, and see whether for
all w;-worlds in which Op is true it is the case that p is true in all the worlds
accessible from w-worlds. If the relation R is transitive (and reflexive) we
would ‘see’ these worlds anyway, and Ul_lp would be equivalent with Op:
necessity, then, is always necessary. We see that iteration of modal operators
also leads to philosophically problematic issues.

4.6

Modalities in quantified formulae raise a number of problems. We have
already indicated that the domain of individuals or universe of discourse,
which is the core of predicate logical models, may be taken to be really
‘universal’ in the sense that each world has the same individuals (though there
may well be different properties and relations between them), or each world
has its own set of individuals, or we have a general set of POSSIBLE
INDIVIDUALS of which each world selects, by some selection function to be
added to the model structure, its own set of ACTUAL individuals.

The differences involved appear from such formulae as (vx)[Of(x)] and
Ovx)[f(x)]; in the first formula it is the case for all individuals of a set thatin
each world these individuals have the property f necessarily; in the second
formula, all objects of each world (which may hence be different sets of
things) have a certain property. Modalities prefixed to predicates (or pro-
positional functions) are usually called MODALITIES DE RE, modalities pre-
fixed to a whole sentence are called MODALITIES DE DICTO. In the latter it is
the whole proposition which is necessarily true, in the former the whole
proposition is contingent, but an object’s having a certain property is
necessary. This means that the ‘same’ object in all other worlds also has this
property. Yet, two objects from different worlds can hardly be said to be
IDENTICAL in the strict sense.

Ignoring again important philosophical intricacies we speak of identical
individuals in different worlds only as COUNTERPARTS,’ which are SIMILAR
to a given individual, eg possess the same set of NECESSARY (ESSENTIAL) or
relevant properties. If we say Peter would buy a yacht if he had the money, we
refer to a counterpart of Peter in some alternative, counterfactual, world.
This counterpart Peter is probably very much like the actual Peter (in
particular, he would also buy, and even does buy, a yacht) with the
ACCIDENTAL difference that he has money, whereas the actual Peter has not.

The same does not hold only for objects but for states of affairs or facts in
general: in order to interpret COUNTERFACTUAL SENTENCES, like the one
given here, we must assume that the world in which Peter will buy a yacht if he
has the money is very similar to ours: at least it must be a world where yachts

B ———



A BRIEF INTRODUCTION TO FORMAL SEMANTICS 33

can be bought, and where a considerable amount of money is needed for
buying a yacht, where yachts exist, and also where people may have the wish
to acquire things like yachts.?

5 Extension and intension
5.1

The problems of counterparts, transworld identity of individuals, and
similarities between possible worlds, bring us to a more general issue in
current formal, and especially modal, semantics. It has been shown that
formal semantics is not strictly about MEANING, but rather about
REFERENCE: it specifies the objects denoted by sentences and parts of
sentences, and thus provides CONDITIONS under which sentences are true or
false. Such objects are variously called REFERENTS, DENOTATA or
EXTENSIONS. Depending on the semantics, languages are extensional if their
expressions have such extensions as values. This is less obviously the case for
the extensions ‘truth’ and ‘falsity’ themselves; at least they are not identifi-
able objects of a possible world. In order to have a more coherent semantics,
we shall therefore assume that the extensions of sentences are FACTS in some
possible world,® and reserve notions like ‘true’ and ‘false’ for properties of
sentences, propositions or even utterances of these; a sentence is ‘true’, then,
if the fact it denotes ‘exists’ in some possible world. Such a fact is a composite
‘thing’, and exists if an individual has a certain property (belongs to a set) as
specified in the truth conditions.

Modal languages are not truth-functional; similarly, a modal operator
does not refer to objects of the extensional type, but rather indicates ‘where’
some fact exists, and should therefore be interpreted rather as an operation or
function. There are other objects of reference of (parts of) sentences which do
not have a straightforward extensional character. When I say A lion has four
legs, the phrase A lion is a GENERIC expression, and neither denotes some
particular object in some particular world, nor a set of such objects (the
extensional value of a predicate). Similarly, in a sentence The man who wins
the match will receive a thousand pounds, the expression the man who wins the
match may not refer to a particular man, but to the (only) individual who
satisfies some property (winning the race) in some future world. Such objects,
which are characterized by some property, will be called INTENSIONAL
objects.!® They have a CONCEPTUAL or POSSIBLE nature, rather than an
ACTUAL nature. In the strict sense, extensional objects are specific spatio-
temporally defined properties of a particular possible world, and as such are
‘unique’. When I talk about Peter, I do not usually refer to this momentarily
physical existence of Peter here and now, but to something which remains
more or less ‘identical’ or similar in a series of situations (a ‘life’). Formally
speaking, an individual is a FUNCTION defining a set of counterparts for a set
of possible worlds, or for a set of moments of time, or combinations of these
(situations).
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We should, however, go a step higher when talking about concepts. The
concept ‘man’ defines a set of DIFFERENT individuals (ie different constant
individual functions, eg Peter, Lord Byron, Sheriock Holmes, etc) in different
(sets of) possible worlds. Similarly, complex terms like the man who will win
the race or the girl next door may thus refer to an individual concept or else to
an actual individual satisfying this conceptual function in the actual world. In
this respect the noun phrase the girl next door is ambiguous, for it may refer to
an individual concept (anyone who lives next door and of whom I know itisa
girl) or to some particular, identified individual, say Sally, whom I know. The
first use of terms or noun phrases is often called QUALIFYING, the second
REFERENTIAL.!!

Characteristic of intensional expressions is their behaviour under substi-
tution and identity. In principle, expressions referring to the same object may
be mutually substituted, which makes Amsrerdam is beautiful and The capital
of the Netherlands is beautiful equivalent. Not, however, in modal contexts,
because it may well be that the expression the capital of the Netherlands picks
out another individual in some worlds than the expression Amsterdam: the
Netherlands in some imaginable time or world cOULD have had another
town as its capital, whereas Amsterdam always refers to the ‘same’ town. This
is particularly true in epistemic/doxastic sentences: if we prefix the phrase
John believes that to the sentences above, it may well be that they are not
equivalent, viz if John (erroneously) believes that The Hague is the capital of
the Netherlands. This means that the equivalence does not hold in the worlds
which are epistemically or doxastically accessible with respect to what John
knows or believes.

Interpretation apparently must not only be given with respect to some
world(s), and from the point of view of some (actual) world, but also from the
point of view of persons in these worlds, viz with respect to their wants,
wishes, knowledge, beliefs and intentions, also called PROPOSITIONAL
ATTITUDES. The semantics for sentences with such expressions (John knows,
wants, hopes, etc that, or simply hopefully, must, perhaps, etc) requires a
specific relation of accessibility depending on the type of attitude and further
specified with respect to a given individual person.'? An expression like B,p,
for a believes that p is thus true if p is true in a world compatible with a’s
beliefs, ie in a world in which the set B(e) of a’s belief’s is satisfied.

A sentence like John believes that the capital of the Netheriands is beautiful
is ambiguous in another sense, now with respect to the speaker. In fact, this
speaker may just refer to John’s belief (some proposition in John’s Belief-set),
but the speaker may also refer to the capital of the Netherlands (correctly
thinking of Amsterdam or not) and predicate of it that John believes it to be
beautiful. In the latter case John may have said Amsterdam is beautiful. The
first sort of reference is called OPAQUE, the second TRANSPARENT, because in
the first case the hearer does not know whether the speaker ‘shares’ the
reference with a person he talks about, whereas in the transparent context a
speaker himself refers to the (same) objects.
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The use of such terms as speaker, hearer and what they know or believe
brings us close to the domain of PRAGMATICS, to be discussed in the second
part of this book. This shows that notions like truth and reference, although
belonging to the domain of (formal and linguistic) semantics, may have
pragmatic constraints.

5.2

With an account of intensions we seem to be a step closer to what is usually
understood as the MEANING of an expression. In the use of natural language
expressions we first must know what an expression means before we are able
to establish its referent. In other words, reference ‘depends on’ meaning. The
meaning of an expression seems indeed to be a conceptual construct which,
for some possible world, may take an individual object as a value or
extension. Intensions have the same formal structure. They are functions
from the set of possible worlds (or moments of time) to the set of individuals
(ie individual constant functions). In intuitive terms: they enable us to say:
‘This thing, here and now, is a table’, ie ‘this is (an instance of) an
actualization of the table-concept’.

It is a well-known assumption in linguistics, psychology and philosophy
that meanings are COMPLEX objects: meanings have components, features,
semantic markers, etc, specifying the PROPERTIES a ‘thing’ essentially or
conventionally possesses. Such properties may be expressed in a set of
SEMANTIC POSTULATES, of the form: (¥x) [f (x) = (g(x) & A(x) . . .}], or rather
of this form with necessity prefixed before the formula as a whole, or before
the propositional function, thus applying to the connective which then froma
material implication (=) turns into a logical implication (—3) (see the
formulae in 4.6 above). Below in 6.3. and in the next chapter we argue that
even the logical implication does not seem the correct formal basis for the
expression of entailment relations between propositions, but that we need a
‘relevant’ conditional expressing some kind of semantic interdependence of
sentences or propositions.

Now, if we say that any object which has the property of being a horse
necessarily also has the properties of being a mammal and an animal, we
thereby mean that any horse in any possible world would have these
properties. In other words: the three concepts are inherently related if each
instantiation of the ‘horse’-concept in each possible world would also
instantiate the ‘mammal’- and ‘animal’-concept. We might also say that we
cannot even imagine a horse which is not an animate mammal, or else we
would no longer call ‘it’ a horse. However, there are important philosophical
problems: we might consider the property ‘does not fly’ as essential for
horses. Yet, we can easily imagine a world with at least one flying horse
(Pegasus). This seems possible only if we assume some additional essential
property which is roughly compatible with the other essential properties, or if
some property is dropped which is ‘marginal’ enough (to neigh, for instance)
to keep the rest of the concept intact. We see that the notion of SIMILARITY of
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worlds and of concepts plays an important role in a formal semantics of
conceptual meaning.

Note that these remarks not only hold for individual concepts but also for
what may be called PROPERTY CONCEPTS: the yellow of this particular lemon
is also an instantiation (more or less constant under slight differences of light
or perception) of the property concept ‘yellow’ which is necessarily linked
with the property concept ‘having colour’.

Thus, both for individual concepts and property concepts we might
assume that they consist of some specific SELECTION of concepts (basic
concepts?) of semantic space, in the sense that in any instantiation (as
individual or property) in some possible world these concepts would be
instantiated together. This would be a condition determined by the basic
cognitive mechanisms of perception, which allow us to discriminate different
things, to compare things, and to see a thing under various conditions (of
time and place) as the ‘same’ thing. We here arrive at some fundamental
philosophical problems of formal semantics (ontology) and cognition, in
which very little insight exists at the moment. Our intention is only to show
that the problem of meaning is related to modality and to the kind of
semantics we propose to use.'?

Note finally that what has been said about individual concepts and
property concepts may also be said about FACT CONCEPTS (eg ‘a boy being
ill’) taking facts as values in possible worlds. Fact concepts could be identified
with the notion of a (‘possible’) PROPOSITION. !4
5.3
The discussion of intensional objects and the structure of semantic space has
been independent of a specific formal language, because the languages
introduced were essentially extensional, with the possible exception of modal
operators. We may however also design an INTENSIONAL LANGUAGE and a
corresponding INTENSIONAL LOGIC. Such a language would have special
expressions with intensions as values. For example, besides the propositional
letter p, interpreted as a truth value or as a fact (in some possible world) we
might have an expression p interpreted as the proposition or fact concept
taking actual values (truth values or facts) depending on moments of time orin
general on possible worlds. Similarly, in an intensional predicate logic we
would have expressions for intensional objects (individual concepts) and for
concepts of properties or relations. The intensional two-place predicate
(love> would denote the concept of loving, ie the characteristic function
which for each possible world or moment of time would assign the set of
those individuals (pairs) satisfying this property. Futhermore, specific con-
nectives might be needed to connect intensional formulae, because we would
not only have simple truth-functional operations, but also operations on
propositions (ie fact concepts). The intensional nature of natural language
connectives will be studied in the next chapter. Finally, specific formation
and derivation rules are necessary. For instance, as in modal contexts,
substitution in intensional contexts, like 7 believe that . . . , of referentially
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identical expressions is not always possible, so that rules for identity and
substitution of extensional versus intensional expressions should be form-
ulated. The semantics for such systems, as informally discussed above,
would not only have domains of ‘real’ individuals and real facts (space-time
events and states) but a whole array of different types of concepts. As soon as
such a semantics further takes into account properties of speech contexts we
are halfway to a FORMAL PRAGMATICS. The meaning and reference of
expressions would in that case further be determined by moment, place,
speaker/hearer of the UTTERED expression. That is, the model structures
would not only have a particular possible world from a set of such worlds, but
a whole series of INDICES codetermining the interpretation. Such a semantics,
therefore, is called an INDEXICAL or CONTEXTUAL SEMANTICS.!* One of the
elements in such a complex index is what may be called ‘previous discourse’.
Another, related to it, could be ‘topic of conversation’. It is the aim of this
book to provide more insight into the way sentences are interpreted
RELATIVE TO other sentences in the same discourse, and relative to the
discourse as a whole.

6 Formal semantics and natural language
6.1

At various points in the previous sections it has been emphasized that certain
logical expressions or categories do not have exact counterparts in natural
language.

Conversely, the structure of natural language sentences is so complex that
not even the most sophisticated non-standard logic adequately reconstructs
it. The tendency to add various modal and other operators, different
connectives, various sorts of individual variables, other types of quantifiers,
etc — all with their specific semantic interpretation — is also a consequence of
a wish to analyse the logical structure of natural language.

There have been many attempts in recent years to apply formal semantics
to natural language, eg in order to determine more precisely meaning and
truth differences between expressions or sentences, to provide a basis for the
interpretation of pronouns and quantifiers, to define notions such as pre-
supposition, and so on.

These investigations will not be further referred to here, but we will try to
give an example of this application of the tools of formal semantics to the
characterization of connectives, connection and coherence in natural dis-
course.'6

6.2

Of the great number of problems and proposed solutions in the domain of

formal semantics of natural language we will briefly mention only two.
First of all, there does not exist a straightforward and more or less explicit

relation between natural language sentences and logical sentences. The so-
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called LOGICAL STRUCTURE of a natural language sentence like Peter is ill was
‘translated’ rather intuitively in logical sentences like ili{(a), but hardly any
formula would be adequate to represent such sentences as The little boy who
had stolen the orange wanted to eat it before he was seen. Moreover, the
semantics of formal languages is tightly interwoven with the syntactic
structure of the expressions of the language: expressions of a specific
CATEGORY receive different interpretations from those of other categories.

In order to make the semantics of natural language explicit we therefore
need a syntax in which the categories are very explicit and at the same time
have an intended semantic function. Thus, in such a syntax, a category would
be needed for expressions like he, the man or the man who stole a thousand
pounds from my neighbour last week, because in all cases these expressions
may be interpreted as a specific individual. One of the systems now being
worked out that aims at such a semantically oriented explicit syntax is called
CATEGORIAL GRAMMAR (OT CATEGORIAL SYNTAX).!” The basic idea of such
a categorial syntax is that only a few basic categories are needed in order to
derive definitions of many other categories. If for example we had the
categories ‘sentence’ and ‘name’ (or ‘noun phrase’) we could derive a
category like ‘verb phrase’ by saying that it is the category which when
following a ‘name’ yields a ‘sentence’.

Once a categorial syntax for natural language sentences (which is by no
means a simple enterprise) is defined, we would expect a formal semantics to
interpret such syntactic structures. However, a categorial syntax is not
usually formulated in the form of a proper logical language. What is needed,
then, is a system of translation, which translates the sentences of natural
language as they are categorially analysed into sentences of a specific logic, eg
an INTENSIONAL LOGIC, as described earlier, because of the fact that natural
language may refer to intensional objects; ie it not only denotes things, but its
expressions have sense or meaning. Finally, the expressions of the intensional
logic may be given a formal, model theoretical, semantics as described above.
The crucial point in such a semantics is that the interpretation takes place
according to the respective categories of the expressions as specified by the
syntax. That is, corresponding to the syntactic categories we need semantic
categories or TYPES (eg the type of entities, truth values, etc) to which the
assigned values must belong. The same holds for the interpretation of
operations.

In this system the complexity of the analysis of very simple sentences is
such that it would be ill-advised to use such a formal grammar for the
description of discourse structures and very complex sentences here. It is not
our aim to elaborate the formal basis of a grammar, but to make systematic
observations of linguistic phenomena in more intuitive and semi-formal
ways.

6.3
The second major problem of a formal semantics of natural language is how
to obtain a proper analysis not of syntactic but now of SEMANTIC
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CATEGORIES. In current linguistic semantics we would qualify sentences like
The table was laughing as semantically deviant or weird or strange, due to the
fact that so-called SELECTION RESTRICTIONS in the combination of certain
categories are violated : the use of the verb ‘laughing’ requires that the subject
of the sentence (or in general : the expression it ‘applies to’) denotes a human
or at least higher animate object. In other words, the concepts of table and of
laughing are incompatible, at least in our actual possible world and in those
worlds having similar physical and biological laws.

Classical logics do not have such constraints on the combination of
categories; they do not differentiate between different SORTS of objects at all:
any predicate may apply to any object. Hence, in order to give a sound
account of our natural language use and intuitions with respect to the
compatibility of semantic or ontological categories, our formal semantics
must be SORTAL or CATEGORIAL.!® In such a semantics we would not be
obliged to say that a sentence like The table is laughing is simply false, in the
same way as Peter is laughing may now be false, but that such a sentence is
SORTALLY INCORRECT. It is characteristic of sortally incorrect sentences that
they cannot properly be interpreted : we do not know under what conditions
they should be true or false (in w,). Hence, we will only interpret the set of
sortally correct sentences of the language (and perhaps those sortally
incorrect sentences which may have, ad hoc, a specific, eg metaphorical
meaning).'? A sentence may be said to be sortally correct if the intension of
its individual or referring expression(s) belongs to the characteristic RANGE
of a predicate. The range of the predicate ‘laughing’ would be, for instance,
the set of individual concepts in semantic space defined by the concept
‘human’. The individual concept (‘possible object’) ‘table’ does not belong to
this set, so that the sentence is sortally incorrect.

Further details of this kind of sortal semantics will not be given here: only
very few scattered approaches have been undertaken to provide a philosophi-
cal and formal base for such a semantics. One of the many problems is of
course a sensible delimitation of such a sortal (intensional) semantics against
a representation of the actual possible world. If the CONCEPTS, ie the
intensions, of ‘table’ and ‘laughing’ are INCOMPATIBLE, this would mean that
there is no possible world in which tables may be laughing. Although it may
be questionable whether we should CALL such objects tables, we may very
well imagine possible worlds (in fairy tales) where living objects (who can
laugh) at least have forms and functions of (our) tables. Hence, compatibility
and therefore sortal correctness is to be defined relative to sets of ‘normal’
worlds. In other words: a sentence is sortally incorrect RELATIVE TO a
(sub)set of worlds W, if in no element w € W, there is an actual fact satisfying
the proposition expressed by that sentence.?® The distinction between the
CONVENTIONS of natural language meanings or concepts on the one hand,
and our actual knowledge of what is possible in our world(s) is therefore not
always very clear. Hence meanings may change, as well as the range of the
objects which a predicate may apply to.
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In this book we will not be concerned with this compatibility of concepts
within the sentence, but with the compatibility of sentences in sequences, viz
with the conditions imposed upon combinations of propositions. But it must
be borne in mind that these conditions presuppose insight into the semantic
structure of sentences as they are made explicit in current logical grammars.

Notes

I For a general introduction to logic, see Thomason (1970) and Massey (1970) who
are also concerned with semantics. For an introduction to modal logics, the
semantics of which will be the basis of our semantic analysis of certain discourse
phenomena, see Hughes and Cresswell (1968). For another elementary in-
troduction to formal semantics, see especially Thomason (1973a). Other references
will be given below.

2 The symbols a and f are so-called META-vARIABLES. They are expressions of the

META-LANGUAGE, fe the language in which we speak about a (here logical)

language. They denote well-formed formulae of a language, both elementary and

compound. Although we may sometimes use such meta-symbols, the language
used to speak ABOUT the logical language is itself mostly a natural language, here

English.

Such parentheses are important in the structure of the formula. Without them a

formula would be often ambiguous: p & ¢V r may be read either as (p& g)Vr, or

as p& (g V r), ie either as a disjunction or as a conjunction.

4 We prefer to use the more neutral value symbols I and 0, which might also be

interpreted as ‘satisfied’ or ‘non-satisfied’, eg in those formulae (in other types of

logic) where we would not like to give truth-values, or as ‘correct’, ‘incorrect’, as
we will do in the next chapter.

As with many points in our elementary introduction we conceal important philo-

sophical and logical problems at this point. Thus, some would take a formula

such as f(a), eg The girl is pretty, to be false not only if the individual girl denoted by
the phrase the gir! does not belong to the set of pretty people, as denoted by the
predicate expression is pretty, but also if there is no girl at all, or if there are not any
pretty people (ie if the set were empty), as intended referentially. Others would
prefer to call the formula ‘unhappy’, ‘incorrect’ or assign it a third truth value, eg

‘neither true nor false’, on the argument that only those formulae can seriously be

called true or faise which have expressions with corresponding referents. This

problem was one of those dividing Russell and Strawson and their respective
followers, and has been the origin of the discussion of the notion of presupposition:

in the sentence above it would be presupposed, not asserted, that there is a

(particular) girl, and asserted that she is pretty, where only the asserted ‘part’ of the

sentence would be true or false. For the relevant original papers, see Copi and

Gould, eds (1967), and also Strawson (1971) for further discussion. A recent

study — among many — on this topic is Kempson (1975), to which we refer the

reader for an introduction and for further references. Some aspects of this problem

will be discussed in Chapter 4.

6 A recommended standard introduction to modal logic and its semantics is Hughes
and Cresswell (1968), to which we refer the reader for details concerning our
introductory remarks.

7 For an extensive discussion of these and similar problems, see Kripke (1972), Lewis
(1973, 39 f). For a discussion of counterparts in linguistics, see Lakoff (1968). For
criticism of counterpart-theory, see Rescher (1975).
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For a general discussion about similarity relations between possible worlds, and in
particular their role in the interpretation of counterfactual sentences, see Lewis
(1973) and Rescher (1975).
Introducing FACTS as a primitive type in the semantics is not without problems,
whatever the intuitive advantages of such a strategy may be. Just as we would like
to have as many individuals as we need for the reference of referring expressions, we
would like to have as much denotata for sentences as we have true propositions
expressed by these sentences, and not just the two values ‘truth’ and ‘falsity’. One of
the problems is whether we would admit also ‘negative’ facts as values for negative
sentences, or only ‘positive’ facts, whereby a negative sentence would be true if the
(possible) fact denoted by it were not an element of the intended world. Below, we
will explain this notion of a ‘possible object’ and a ‘possible fact’. We will see in
Chapter 4 that we also need facts in an account of presuppositions (eg of gerunds,
see J. Martin, 1975). See also R. M. Martin (1967).
For a discussion of possible individuals and individual concepts, see Montague
(1974, especially Chapter 5), Hintikka (1973), and Rescher (1975).
For a discussion of this distinction between ‘qualifying’ and ‘referential’ terms and
related problems, see Donellan (1970). For the more general problem of reference
in modal contexts, see the important collection of papers edited by Linsky (1971).
See Hintikka (1971) for a first attempt to provide a semantics for sentences with
propositional attitudes.
The most extensive discussion of these intricate problems has been given by Kripke
(1972) the founder of model theoretical, possible world semantics for modal logics.
For the notion of ‘individual concept’, see Montague (1974) and Cresswell (1973).
For the formal semantic approach to the interpretation of ‘sortal’ correctness of
sentences (ie sentences satisfying some kind of selection restrictions on the
combination of predicates and arguments), see 6.3 below and the references given
there. An important source is Carnap (1956).
This touches upon the general philosophical discussion concerning the nature of
propositions. We here do not identify propositions with statements or assertions.
Sentences may express a proposition (which is the sense or meaning of the clause or
sentence) even if we do not use the sentence to refer to a particular fact, thereby
making a statement ABOUT that fact, thus making an assertion (with the intention
that the hearer get some information about that fact). See Part 11 for the pragmatic
aspects of information transmission and the nature of assertion. If we say, then,
that sentences or propositions are true or false, we thereby mean those which are
USED to denote some fact. This does not mean that such a sentence should be
ACTUALLY used (any more than a proposition is ACTUALLY expressed when we say
that a sentence expresses a proposition). The PARTICULAR meaning of a particular
sentence, then, derives from a particular use in order to refer to a particular fact.
For an extensive discussion of these and related issues concerning pro-
positions/sentences/statements/assertions, see among others: Strawson (1952,
1971, 1974), Kearns (1975), Carnap (1956). The latter also emphasizes a further
distinction between the sense and the intension of a sentence, the latter being
constant, the first dependent on certain oblique contexts as discussed in 5.1 above
(eg John thinks (that), John claims (that), etc). These additional problems of formal
semantics will be ignored here.
A semantics with indices representing properties of the pragmatic context has
mainly been initiated (under the term ‘formal pragmatics’) by Montague (see
Montague, 1974). See also Thomason (1973b), Cresswell (1973) and Lewis (1970).
Since the central notion is still that of ‘truth condition’ (viz with respect not only to
possible worlds, but to other indices as well), this study belongs to semantics and
not to pragmatics (Which has another central concept, viz that of appropriateness.
See Part 11).
For recent work more specifically focusing on the application of formal semantics
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in the analysis of natural language, see Davidson and Harman, eds (1972),
Hintikka, Moravcsik and Suppes, eds (1973), Keenan, ed (1975), Cresswell (1973).

17 Categorial grammar of which the first ideas were worked out some twenty years
ago has recetved renewed interest in the last few years, especially under the impact
of Montague’s work (see Montague, 1974, and especially Thomason’s introduction
in that collection of Montague’s articles). For an introduction, see Cresswell
(1973).

One of the important differences with the semantics of other types of grammar is
that in a categorial approach not only expressions are receiving an explicit
interpretation, but also the operations or structures relating the expressions.

18 Although the problem of semantic (conceptual) categories has a long history in
philosophy, little current work has been devoted to the foundations and elaboration
of a formal sortal semantics in which there are constraints on predication. See
Sommers (1963), van Fraassen (1967, 1969) and Thomason (1972). See also
Goddard and Routley (1973).

19 See Guenthner (1975) and van Dijk (1975b) for a formal semantic analysis of
metaphorical sentences in terms of sortal semantics.

20 Hence such sentences express what may be called ‘impossible propositions’ relative
to a set of worlds: no fact of this type can ever become actualized in any of these
worlds.
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Chapter 3

Connection and connectives

1 Connection

1.1 Adims and problems of discourse semantics
1.11

In Chapter 2 it has been briefly explained that the task of a semantics in a
formal system consists in the formulation of rules of interpretation for the
well-formed formulae of that system. Such interpretations recursively specify
under what conditions a formula is true or false with respect to some model,
where the truth-value of a formula depends on the values assigned to its
different parts according to the syntactic categories of those parts. Instead of
assigning extensions such as truth-values, individuals, and sets of individuals,
we may assign intensions of various kinds to the parts of a formula of an
intensional language, viz propositions, concepts, operatians, etc.

In many respects the semantics of natural languages follows this schema.
We have expressions (sentences) which are morpho-syntactically well-
formed and which must be interpreted, such that the interpretation of the
whole sentence should be a function of the interpretation of its parts. Such
interpretations are usually of the INTENSIONAL type: what is specified is the
MEANING of a sentence, together with the meanings of morphemes and
phrases constituting this sentence meaning.

Such a semantics can be explicit in the sense of a formal semantics only if a
certain number of requirements are satisfied. One of these requirements is
that the syntactic structures as defined by syntactic rules and categories run
parallel with structures at the semantic level: expressions belonging to one
category must be assigned the same type of value and the syntactic relations
between them must be reflected in semantic structures. Until very recently the
syntactic models for natural language did not fully meet these conditions:
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syntactic structures, although satisfying the important criterion of non-
ambiguity, were not normally specified such that explicit semantic rules of
interpretation could be given in terms of their rules and categories.

There is another, systematic, difference between formal and linguistic
semantics. A formal semantics can only give an interpretation of the logical
properties of expressions and does not account for non-logical, conventional
content or meanings of expressions. Nor will it specifiy non-logical relations
between the meanings of parts of a sentence.!

These and other problems in current grammar and logic cannot possibly be
solved in this book. We will focus attention on one particular problem (or
cluster of problems) of linguistic semantics, viz the SEMANTIC RELATIONS
BETWEEN PROPOSITIONS IN SENTENCES AND DISCOURSES.

1.1.2

According to the aims of semantics the study of the relations between
sentences in a discourse will have first of all to show how the meaning and
reference of sequences of sentences depends on the meaning and reference of
their component sentences. At this point a difference from logical semantics
is already apparent. A formal semantics only interprets simple or compound
sentences, not SEQUENCES of sentences. Sequences of sentences, in logic,
appear only in DERIVATIONS. Whereas within compound sentences the
interpretation is determined by connectives, sequences of formulae are
related by operations of transformation and inference of which the semantic
function is their truth- or validity-preserving nature. Within such a per-
spective it should be considered whether sequences of sentences in natural
language have the properties of compound sentences or those of derivational
sequences in formal languages, or perhaps both. In the first case we must
specify a category of CONNECTIVES of natural language sentences/sequences
and their semantic role in interpretation. In the second case, it must be shown
what notion of derivation could be involved in natural language discourse,
what the derivational rules are, and what semantic (or other) role they play.
More generally the investigation pertains to the (semantic) CONDITIONS
under which sentences are CONNECTED, either by connectives or by rules (or
by both).

Note that in truth-functional logic the formulae in a compound formula
are not directly connected, but only via their respective contribution to the
truth-value of the whole formula. Given the rule of substitution, formulae
may even be replaced by other formulae. This is not normally the case for
sentences and sequences in natural language. It will be shown in this chapter
that the connectives and connections involved are INTENSIONAL.

1.1.3

Connectives typically range over sentences or propositions as ‘wholes’. In
sentences and sequences of natural language, however, we also have semantic
‘connections’ between parts of different sentences. The use of PRO-FORMS
and ARTICLES is a well-known example, where identity of reference is
involved. This indicates that interclausal and intersentential relations are not
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only based on (intensional) meanings, but also on reference, of which a
model-theoretic account can be given. Although we will not be primarily
concerned in this book with problems of pronominalization, which have had
extensive discussion in current grammars already, one of the tasks of a
semantics of discourse is to investigate how reference is ‘organized’ in a
sequence of sentences. Reference may be ‘identical’, ie terms may denote the
‘same’ individual, but only under some further conditions. Similarly, re-
ference also changes and these changes must follow certain constraints, This
is not only the case for reference to individuals, but typically holds for
‘reference’ to properties of and relations between individuals. In the reference
to individuals and to properties and relations, the interpretation of a sentence
will depend on the interpretation of preceding sentences. That is, we not only
interpret relative to a model but also with respect to a set or sequence of
previous sentences, viz RELATIVE TO SETS OR SEQUENCES OF MODELS. Hence,
a discourse semantics essentially formulates CONDITIONS OF RELATIVE
INTERPRETATION. We may assume provisionally that connection is to be
defined in terms of this semantic interdependence: A sentence « is
CONNECTED with a sentence (or sequence of sentences) f, if « is interpreted
relative to B.
114
In our introductory chapter it has been suggested that sequences may be
connected without being COHERENT. That is, connection may be a necessary
but not a sufficient condition for the acceptability of discourse.
Connectedness seems to be a condition imposed upon PAIRS OF
SENTENCES, but it may be the case that the whole sequence of connections
must satisfy specific conditions of coherence. It will be assumed that these
conditions are of two types, viz LINEAR and GLOBAL. It is the task of a
discourse semantics to make explicit our language intuitions about these
conditions and types of coherence. It is at this level that we should explain the
specific properties of relations of presupposition, topic-comment, focus, and
of INFORMATION DISTRIBUTION in general in natural language discourse.
This will be the aim of the next chapter.

1.2 Conditions of semantic connection

1.21

Above we have used the term ‘connection’ in order to refer to a specific
relation between sentences. Strictly speaking, however, sentences are syn-
tactical objects, and if connection is a semantic notion, as we assumed, we
should rather speak of connected PROPOSITIONS. Sentences and sequences of
sentences may EXPRESS such a relation between propositions, eg by
CONNECTIVES of various syntactic categories (conjunctions, adverbs, par-
ticles). If we speak of connected sentences (or clauses) we mean sentences of
which the ‘underlying’ propositions are connected. The property of n-tuples
of propositions such that they are connected will be called CONNECTEDNESS
or CONNECTION. Another term which is also used in recent logics is
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RELEVANCE. The latter term, however, will be reserved to denote certain
pragmatic properties of sentences or propositions, viz a certain aspect of their
appropriateness in a communicative context.

1.22

In order to illustrate the notion of connection, let us give a number of
examples:

[1]a: John is a bachelor, so he is not married.
b: John is a bachelor, so he buys too many records.
c: John is a bachelor, so Amsterdam is the capital of the Netherlands.
[2]a: Because Harry did not work hard enough, he flunked his exam.
b: Because Harry did not work hard enough, Mary kissed him on the
cheek.
¢: Because Harry did not work hard enough, the moon is turning
around the earth.
[3]a: Amsterdam is the capital of the Netherlands. It has 800,000
inhabitants.
b: Amsterdam is the capital of the Netherlands. Do you like
Amsterdam?
¢. Amsterdam is the capital of the Netherlands. I hereby declare this
meeting opened.
[4]a: A. Where are you going for your holidays this summer?
B. I'll probably go to Portugal.
b: A. Where are you going for your holidays this summer?
B. This summer my brother will go to Portugal.
¢: A. Where are you going for your holidays this summer?
B. Could you please tell me the time?

We have taken various groups of examples, compound sentences [l],
complex sentences [2], sequences of sentences {3] and dialogue sequences
[4). In each group the (a) examples seem perfectly acceptable, the (b)
examples are less acceptable or only acceptable in very specific situations,
whereas the (c) examples seem definitely unacceptable. What sorts of
constraints determine these intuitions about the semantic acceptability of
these sentences and discourses?

First of all it should be observed that these constraints are indeed
SEMANTIC and not syntactic: the sentences in the (¢) examples are, as such,
perfectly well-formed.

Secondly, connection is not dependent on the presence of connectives. In
[3]1and {4] the sentences are connected or not connected without the (explicit)
presence of connectives. Conversely, the presence of connectives does not
make sentences connected, as can be seen in [1]c and [2]c: rather the use of
connectives presupposes that sentences are connected. In that case, the
connective, as will be shown in detail in the next section, indicates various
sorts of connection, viz implication in [1], cause or reason in [2] and perhaps
conjunction in [3]. It should be explained also why the use of different
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connectives determines the acceptability of a pair of connected sentences: in
[2]b the use of although instead of because seems more appropriate.

A first condition on connection, as in [1]a, could be a relation between
MEANINGS or SENSES of words in sentences. The concept ‘bachelor’
CONTAINS the concept of ‘not-married’ according to a meaning postulate of
natural language. As such, a meaning relation of this type is not a sufficient
condition for two sentences to be connected. The sentence

[5] John is a bachelor, so Peter is not married.

is normally unacceptable. The connectedness of [1]a, therefore, also depends
on the arguments of the predicates is a bachelor and is not married, viz on the
values of the referring phrases John and he. More particularly, these values
must be identical in order for the first proposition to ENTAIL the second
proposition, as required by the meaning postulate (Vx)[bachelor (x)—3
~married (x)]. In other words, a meaning relation may be a condition of
connection only ‘via’ the propositional structure, and ‘via’ reference to
identical individuals having the related properties.

The presence of identical referents, as in the (b) examples, however, does
not as such guarantee that two sentences are acceptable as a pair. Intuitively,
a sentence like [1]b seems ‘strange’ although we are talking about the same
individual, viz John. We do not (immediately) see in what respect the FACT
that John is a bachelor could be related to the FACT that he buys too many
records, at least not in the sense that the second proposition is a consequence
of the first proposition. The use of another connective, eg. and, does not seem
to enhance the acceptability of [1]b very much. Similarly, in [3], the fact that
Amsterdam is the capital of the Netherlands does not seem directly related to
the fact that you may like it (or not).

Nevertheless, reference to identical referents seems to make sentences/
sequences more acceptable even if the predicates or propositions are not
related. In the (¢) examples, there is neither identity (or other relation)
between individuals nor between their properties: the ‘whole’ facts do not
seem related. Ultimately, the connection between propositions is determined
by the RELATEDNESS OF THE FACTS denoted by them, it seems.

Note that referential identity of individuals is not a NECESSARY condition
of fact relatedness either:

[6] Yesterday it was very hot, so we went to the beach.

The fact denoted by the antecedent of this sentence is causally or rationally
related to the fact denoted by the consequent. Such a relation between facts
requires further specification, as may be seen in such examples as

[7] Yesterday it was very hot, so we went to the beach last week.

Facts are (at least, causally) related only if they satisfy certain conditions of
TEMPORAL ORDERING. Similarly, we would not normally consider sequences
like [8] to be acceptable:
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[8] I dreamt that it was very hot. So I went to the beach.

The fact that it is hot in some dream-world is not a normal reason for going to
the beach in the actual world. At least in these examples, the relatedness of
facts seems to require also RELATEDNESS OF POSSIBLE WORLDS, eg temporal
consecution of time points in the actual world and IDENTITY OF WORLDS or
world types. A sentence like [8] would only be acceptable if the event of
dreaming were related to the event of going to the beach, which would make
[9] acceptable:

[9] It was so hot today, that I dreamt that I was on the beach.

The temperature may, in the actual world, influence my dreaming as such,
but also its contents, ie facts in worlds ACCESSIBLE from the actual world.
1.2.3

The provisional conclusion from the discussion of the given examples is that
clauses and sentences are connected if the facts denoted by their propositions
are related in related worlds. The question then arises under what conditions
we may say that facts arerelated. Although it is often the case that individuals
‘involved’ in these facts are identical, this is neither a sufficient nor a
necessary condition.

One of the clear types of fact relatedness is that of CAUSE or REASON.
According to our definition of cause in Chapter 6, given for EVENTS, an event
A causes an event B if A is a SUFFICIENT CONDITION for the occurrence of B, ie
in at least one possible world the occurrence of A is incompatible with the
non-occurrence of B.2 A similar definition could be given for a reason
relation, where A means ‘knowledge of A’ and B denotes an action or a
consequence of an action. These relations would account for the connection
in [2]a and [6]. Similarly, in [1]a, the consequent denotes a NECESSARY
CONSEQUENCE of the fact denoted by the antecedent.

The relations of condition and consequence characterizing connection, do
not seem to hold in general, however. In [3]a we could hardly say that
Amsterdam’s being a capital ‘determines’ the fact that it has a certain number
of inhabitants. The same is true in such sentences as

[10] We went to the beach and played football.
[11] We went to the beach, but Peter went to the swimming pool.
[12] We went to Rome and so did the Johnsons.

In these examples the consequent does not express a proposition denoting a
fact which somehow is a consequence of the fact denoted by the antecedent.
Yet, the facts seem somehow related. In [10] we would normally interpret
that we played football on the beach, at least in one reading. In that case
‘going to the beach’ is a condition for ‘playing football on the beach’.
Conversely, within a situation of being on the beach, playing football is a
POSSIBLE event. No such interpretation seems likely in [11]and [12] unless our
going to the beach is sufficient reason for Peter to go to the swimming pool,
and our going to Rome a sufficient condition for the Johnsons to go there
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too. Whereas in the cause and reason examples the first fact was incompatible
with the non-occurrence of the second fact (at least in a given situation), the
minimal condition in sentences like [3]a and in [10-12] seems to be that the
two facts are simply COMPATIBLE. Two facts are compatible if the occurrence
of the one does not exclude the occurrence of the other in a given situation. In
terms of propositions: ¢ (p&gq) or ~L(p> ~9q).

The notion of compatibility needs further qualification, however. Take for
example the following sentence:

{13] We went to the beach and Peter was born in Manchester.

Logically speaking, the facts denoted by the conjuncts are compatible; they
do not mutually exclude each other, yet we do not feel that the sentence is
connected, because we fail to discover a relation between the facts denoted by
its clauses.

The difference with sentences like [11] and [12] seems to involve a
difference between TYPES of fact referred to. A sentence like [11]is acceptable
because both clauses denote a SIMILAR activity, occurring at roughly the
same time, whereas in [12] the action TYPES, possibly occurring at different
times, are identical. Moreover, in both cases it is implied that there is a
relation (of friendship, family membership or acquaintance) between the
individuals of which these activities are predicated. In [13] the particular
activity of our going to the beach cannot thus directly be compared with the
more general property of Peter’s being born in Manchester. The fact concepts
involved, we might say, are too DISTANT in logical space; they come from
different RANGES.

Similarity of worlds and facts must be specified from a certain POINT OF
VIEW. Going to the beach and going to the swimming pool may be similar
from the point of view of ‘pleasant human activities’ for example, and from
the point of view of an intended time or possible world, eg ‘yesterday’.
Typically, a sentence like [11] could be appropriately uttered after a question
like “What did you do yesterday?” After such a question, however, we may
not appropriately answer with [13] or the second clause of [13]. It follows that
we interpret relations between facts with respect to some COMMON BASIS.
1.24
The notion of POINT OF VIEW with respect to which the similarity of worlds
and facts is to be determined not only has semantic but also PRAGMATIC
properties. Sentences are connected (or not) FOR some speaker and hearer in
a particular context of communication. What is connected for certain speech
participants in some context may well be disconnected for other participants.
(We use connected and disconnected (instead of the more normal unconnected)
as technical terms.) Nevertheless, the CONDITIONS making discourse con-
nected are not ad hoc. They are conventional and hence are general, in the
sense that we should be able to formulate something like ‘If speaker and
hearer knew such and such, and if they already have said so and so, then some
sentence or sequence S is connected if it expresses the propositions (p, . . .)".
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Similarly, conditions for the appropriateness of speech acts are involved if
sentences like those given above are used in order to make an assertion. In
that case we want the hearer to acquire some information, but there are some
principles determining the amount and the sort of information which may be
given by uttering a sentence or a discourse. Thus, after a question like *“ What
did you do yesterday?”’, or its equivalent, reference must be made in the
answer to yesterday’s activities, such that reference to Peter’s place of birth is
inappropriate. We shall come back to these and similar pragmatic conditions
for speech acts and information transmission later.

1.25

Instead of using terms like ‘point of view’, a more semantic characterization
of the conditions involved could be formulated with a notion like TOPIC OF
CONVERSATION.? For our example [13] this would mean that both conjuncts
could not simultaneously ‘belong to’ the same topic of conversation. For
reasons of simplicity, a topic of conversation will be (semantically) defined as
a set of propositions. Further specification may then be given in the
pragmatics, viz that speakers and hearers ‘know’ this set, etc. Sometimes
this set may be empty : there is no topic of conversation specified, at least not
semantically. The set may simply consist of the propositions expressed by
previous sentences of the discourse, or by contextual knowledge of other
sorts (interaction, perception of the same things, etc). When a conversation
starts with a compound sentence, and if no further topic of conversation is
specified, then the first conjunct often serves as the topic of conversation for
the second conjunct.

It will be shown later that a topic of conversation is not simply identical
with the set of available information, but some specific proposition (or set of
propositions) entailed by it, viz the MACRO-STRUCTURE.

If we want to give CONDITIONS OF CONNECTION in a formal semantics, we
would have to add a set Z of POSSIBLE TOPICS OF CONVERSATION, and a
specific element from Z, viz z,, for the ACTUAL TOPIC OF CONVERSATION. The
interpretation of sentences would then be given with respect to elements of Z
(and with respect to possible other indices like possible worlds, time point,
place, etc). A function like ¥(, w;, z;) could then be treated in different ways.
Depending on the topic of conversation z; it could have truth or falsity as
values or remain undefined (which makes it a partial function) for certain
values of z;. On the other hand, a sentence like [13] may well be true (if both
conjuncts are) even if its conjuncts are not connected.* In that case we would
need a function ¥* which may assign four values:*

[14]a: true and connected
b. true but disconnected
¢: false and connected
d: false and disconnected

where a sentence is said to be connected if it is connected with the topic of
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conversation. As a short notation for these values we may write (a) 11 (b) 10
(c) 01 (&) 00. For composite sentences « # § to be connected to z;, « must be
connected to z;, and f# must be connected to the ‘combination’ of the first
conjunct with the topic of conversation, viz {«}Uz;. Here the symbol ‘#’ is
used to denote any binary connective of natural language. It will be assumed
that only those sentences with the value ‘connected’, ie (a) or (¢), may be
acceptable in natural conversation.

We may think of topics of conversation from Z as abstract constructs
delimiting certain areas or RANGES OF SEMANTIC SPACE from which in-
dividual and property concepts may be taken to form propositions (fact
concepts). Since connection is to be further determined with respect to
CONTEXTS of conversation, a notion to be discussed in Part i1, the function
V™ would become a four-place function V*(a, w;, z;, ¢;), where ¢; is an
element of C, the set of possible contexts of communication (or con-
versation). In our example [13] these conditions would mean in more
concrete terms that the first proposition ‘our going to the beach’ determines a
conceptual range allowing reference to us, viz to human individuals, to
properties we have, and things or persons we are related to, further to
properties (conditions, consequences, modes) of going or travelling (which
makes a following sentence We went by car or The train was very crowded
possible), and finally properties of the beach (sand, dunes, water, waves,
rocks, activities on the beach and events occurring on beaches). This range is
ordered: not any property we have may be selected, only those compatible
with travelling/going and beaches. Thus, ‘playing football’ is a property
compatible with the property of being on the beach, whereas ‘selling
sellotape’ is much less so. Clearly, besides systematic semantic relations
(between concepts), KNOWLEDGE OF THE WORLD is involved here. This factor
must be accounted for by other theories, at least formally, because a full
representation of our (changing) knowledge of the world cannot be the aim of
logic or linguistics.®

Finally, it should be made possible to CHANGE a topic of conversation. We
therefore introduce a binary operation ‘|’ of TOPIC CHANGE over members of
Z, where z,|z; would read : ‘the topic of conversation changes from zy to z;’, or
more restrictedly, ‘z; is an admissible alternative topic of conversation with
respect to the actual topic of conversation z,’. Much as worlds are said to be
accessible to one another, topics of conversation can be said to be
INITIATABLE from another topic of conversation in some context. The further
condition should be added to the connection or relevance conditions
mentioned above. Admissible changes of topic of conversation are a problem
for an empirical investigation. At the formal level it may be assumed that
such a change is possible only if there is at least one concept’ (individual-,
property- or even proposition-concept) belonging to both ranges determined
by two topics of conversation, eg ‘water’ in:

[15] We were at the beach, but the water in the swimming pool is much
cleaner.
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From this discussion it will provisionally be concluded that the minimal
condition for the connectedness of propositions expressed by a sentence or
sequence is their connection with the same (or related) topic(s) of con-
versation as defined above. This connection, however, need not be merely
conceptual, but may also be factual in the sense that situations (world-time-
place units) are specified in which individuals, properties or facts are related
(identity, precedence, consecution).

We are aware of the fact that the discussion above only deals with some
properties of connection, but these will have to do for a treatment of
connectives. Other aspects of coherence will be discussed in Chapters 4 and 5.

2 Connectives

2.1 Connectives in natural language

2.1.1

Relations between propositions or facts are typically expressed by a set of
expressions from various syntactic categories, which will here be called
CONNECTIVES. To this set first of all belong the connectives from the syntactic
category of CONJUNCTIONS, both coordinating and subordinating, eg: and, or,
because, for, so, etc. Their function is to make (composite) sentences from
(simple) sentences, so they are binary operators. A second subset of con-
nectives comes from the category of SENTENTIAL ADVERBS, such as yet,
nevertheless, consequently, etc. They are also operators because they also
make sentences out of sentences. Although they normally express a certain
relation between propositions, it should be considered whether these adverbs
are also binary operators, which would require, for example, that they cannot
occur in a single, non-composite sentence. Sentential adverbs themselves may
in turn be formed by nominalized propositions preceded by PREPOSITIONS
with a ‘connective’ character, like due to, in spite of and as a result of. A fourth
group of connectives, close to or developed from the category of adverbs, is
that of various INTERJECTIONS and PARTICLES, which are frequent in such
languages as German, Dutch and Greek and which in English are expressed
either by intonation or by phrases like you know, isn’t it, etc. Finally,
connection may be expressed by predicates of various categories, eg nouns,
verbs, adjectives, and by full phrases and clauses: conclusion, alternative,
consequence, to conclude, to concede, to add, it follows that, it may be
concluded that, etc.

Attention will be focused on the connectives from the conjunction and
adverb categories, whereby only examples from English will be given. No
further syntactic analysis will be given of sentence- (and sequence-) forming
connectives. Sentential conjunctions typically occur at the beginning of
clauses and sentences, whereas sentential adverbs may have various pos-
itions. Conjunctive connectives may combine with adverbial connectives
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(and yet, but nevertheless) but not with expressions of the same category (and
but, because although).® Systematic differences between the use of in-
terclausal and intersentential connectives will be treated in Part 11, because
these differences mainly depend on pragmatic factors.

2.1.2

Since it is our aim primarily to describe connections between clauses and
sentences, we shall ignore the so-called PHRASAL CONNECTIVES,” ie con-
nectives making (noun or verb) phrases from phrases, as in John and Mary,
lemons or oranges, walked and talked, strong but gentle, quickly but cautiously.
Some of these composite phrases may be derived from, or are equivalent
with, sentential constructions (eg John went to Rome and Mary went to
Rome), others from group relations between individuals or properties (John
and Mary met in Rome).

213

Natural language connectives, in particular the conjunctions, are classified
by traditional grammar in various groups, viz:

[16]a: conjunction

: disjunction, alternation

. contrast

: concession

: condition

- causality, reason

: finality

: circumstantial (time, place, manner)

Q@ TH e AN o

One of the tasks of a semantics of natural connectives is to make explicit these
intuitive distinctions based on the ‘meanings’ of the various connectives.
Similarly, it should be clarified how these different classes are related to each
other. It may well be the case that there are a restricted number of abstract
BASIC CONNECTIVES of which the various classes are specific variants owing
to syntactic and stylistic determinants, eg differences between subordinative
and coordinative clauses, or between occurrence as interclausal and in-
tersentential connectives.

2.2 Natural and logical connectives

2.21

Although the LOGICAL CONNECTIVES as discussed in Chapter 2 share certain
properties with connectives of natural language, a formal semantics of what
has been called the NATURAL CONNECTIVES will have to deal with a certain
number of essential differences with respect to logical connectives.

Logical connectives of the classical sort (&, V, =) are, first of all,
interpreted in TRUTH-FUNCTIONAL terms. Their role is to yield a truth-value
of composite formulae given the truth-values of atomic formulae, irrespec-
tive of the meaning or sense of the connected formulae. Since one of the
acceptability conditions of sentences and sequences in natural language is
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that the propositions they express be connected, and given the assumption
that this connection is based on meaning and reference interdependencies,
natural connectives, expressing various types of this connection, must have
an INTENSIONAL character. Truth-values are involved only via the operations
on propositions or the relations between facts expressed by intensional
connectives.
2.2.2
Truth-functional connectives have a certain number of properties as specified
by the axioms, definitions, transformation and derivation rules of the
propositional calculus: they are interdefinable (with the aid of negation),
and some of them are commutative (p # g=g = p), associative ([pwg)#r
=pw[g#r]), distributive (p#[g#r]=[pwqg]le[p#r]), or transitive
([[p #q] #[q#r]]%][p=r]). It will be discussed below in which respect these
properties also hold for the various natural connectives. There is no a priori
reason why these properties would not also characterize certain intensional
relations between propositions.

There is a set of valid formulae, involving material and strict implication,
which have a more counterintuitive nature also from a logical point of view,
viz:

[17]la: p=(g=p)
b: ~p>(p>q)
¢ (p&~p)ogq
d: qg>(pV ~p)
e p>(pVyg)
S V& ~p)og

The ‘paradoxical’ nature of these formulae consists in the fact that the
consequent contains propositional ‘information’ not contained in the ante-
cedent: knowledge about truth and/or falsity of p would imply knowledge
about truth or falsity of, or a relation to, g. Thus, (c) states the validity of
the well-known principle that a contradiction implies anything, and (d) that a
tautology is implied by any formula. Given the antecedents as (true)
premises, the consequents may be derived logically. As long as we are merely
concerned with truth-values and relations of truth-preservation, as in the
valuation of the material conditional and in logical derivation, there is hardly
any reason to dispute the validity of the formulae in [17]. More problematic
however are the strict (—3) analogues of [17] where the implication involves a
modal notion, viz necessity. It may be argued that for the implication
(conditional) to be true in all possible worlds, something more than simple
truth-functional dependence of the conjuncts must be involved, viz a relation
between their content, especially if ‘=3’ is interpreted as semantic
ENTAILMENT. Formally speaking, the sentence [ am going to the movies
materially and strictly implies I am going to the movies or I am going to the
races, but we would hardly say that the latter sentence is entailed by the
former, because ‘going to the races’ is not contained in the meaning or
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content of ‘going to the movies’. As soon as the logical connective thus
involves meaning relations, it becomes intensional. The same holds for the
relations between premises and conclusion in a derivation, where we may
require that the conclusion is somehow ‘contained’ in the joint sequence of
premises.
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These and other reasons have led to attempts to establish so-called
RELEVANCE or CONNEXIVE LOGICS, ' particularly to account for entailment.
In such logics, which have different forms, certain of the intuitively less
acceptable principles holding in classical logics are dropped and additional
axioms are introduced in order to meet some conditions of relevance or
connectedness as discussed in the first part of this chapter for natural
language sentences. Indeed, the intuitions about the connectedness of
sentences as they are formulated informally by relevance logicians partially
correspond to our linguistic intuitions about the relations between sentences
of natural language, eg as they appear in argumentative discourse. One of the
ways to define a RELEVANT IMPLICATION, p > ¢, is for instance given in terms
of the inconsistency of p & ~ ¢. Similarly, in a RELEVANT DERIVATION we
may require that any proposition occurring in the conclusion must also occur
in the premises.

The specific axiomatic structure of the various relevance logics will not be
discussed here. It should however be emphasized that they only follow part of
our linguistic intuitions: they have many valid formulae which in natural
language would not hold at all or only in specific situations, eg [17]e.
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The interest of relevance logics for our treatment of natural language
connectives lies in their SEMANTICS. In order to account for relevant
implications, the notion of connection should be formally accounted for in
the interpretation of languages with such connectives or derivation rules.
This requires specific modifications in the structure of models used for this
interpretation.

In the first section of this chapter we have provisionally used a simple
version of such a RELEVANCE SEMANTICS: a compound formula « # f has a
value (or is assigned a third value, eg ‘(dis-)connected’) only if both o and
are interpreted with respect to the same topic of conversation z;.

Given the definitional relations between propositions and worlds (a
proposition is a set of worlds, viz the set of those worlds where it is true, or is
the function characterizing this set) connection between propositions may
also be given in terms of operations on worlds. Instead of a binary relation
(R) of accessibility between worlds, we thus may define COMPATIBILITY
between worlds w; and w, RELATIVE TO a world w;, that is, as a ternary
relation over the set of possible worlds W. Thus, if w; and w, are compatible
relative to w;, and if « holds in w;, and §in w,, then a is said to be CONSISTENT
with 8, (¢ ¢ f), in w;. The relevant implication > f would then be true in w; iff
for all compatible worlds w;, w, (ie Rw;w;w,) the truth of « in w; entails the
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truth of B in w,.!! Note, however, that although compatibility and con-
sistency are involved in connection, these notions are necessary but not
sufficient elements in a definition of connectedness between propositions in
natural language sentences.

Another possibility for singling out the worlds ‘relevant’ for the in-
terpretation of connected sentences is to use a SELECTION FUNCTION® 2 which,
given a certain interpretation of « in w;, selects the worlds w; in which § can
have a value. In other words, the world w; can only be ‘reached’ via the
interpretation of « in w;. It is in this sense that the connectedness of a formula
o # B is specified in terms of the RELATIVE INTERPRETATION of § with respect
to (the interpretation of) «. A selection function, just like the notion of topic
of conversation, specifies the set of worlds which have a certain SIMILARITY
with a given world, viz the world in which the antecedent is true, or in general
the world(s) where a topic of conversation is satisfied. Whereas the material
condition is also true if « is false, a relevant conditional « > §, formalizing
if...then in natural language, would come out true only if § is true in a-
worlds, ie if a is true. A further restriction in such truth conditions could be
formulated by letting the world where a compound a # f§ is to be interpreted
be accessible (or be selected) not only with respect to the interpretation of a,
but also with respect to the interpretation of § in some possible world. This
would be necessary for those cases where a compound sentence makes sense
only if the topics of conversation associated with both « and § are taken into
account.'?

Other elements may appear to be necessary components in model struc-
tures for connected sentence interpretation. Models and model structures
determining the relative interpretations of sentences with respect to other
sentence interpretations will be called CONNECTED MODELS and CONNECTED
MODEL STRUCTURES.

Finally, it should be noticed that relevance logics and their semantics
contain important suggestions for a more explicit treatment of connectives in
natural language (unlike other logics in which connectives are only truth-
functional and where no connectedness between related sentences or pro-
positions is required) but that they only account for some connectives
(especially of the conditional type) and some aspects of connection.
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In a treatment of the various natural connectives it should be made more
explicit HOw the meaning or reference of sentences depends on that of other
sentences and how they are connected, directly or via a common topic of
conversation. In other words, the special accessibility relations between or
selection functions of possible worlds as discussed above must be specified in
more detail in a linguistic semantics.

One of the issues which will be neglected is a specific treatment of
NEGATION. Since negation is also a truth-functional operator in classical
logics and since it is used in the interdefinition of the binary connectives, the
introduction of specific intensional and relevant connectives will also affect
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the nature of negation. The usual requirements of maximally consistent sets
of propositions (or possible worlds) may for instance be dropped, viz that the
falsity of p entails the truth of ~p (orif p¢ A then ~pe A), and conversely.
Moreover, in a grammatical description the difference between EXTERNAL
(sentential) and INTERNAL (predicate) negation would become important.
Finally, negation in natural language may also be described at the level of
speech acts, viz as DENIAL (of a proposition), which would presuppose the
explicit or implicit assertion of that proposition in the context. These and
other specific problems of negation require separate discussion, so we will
concentrate on the binary connectives.

2.2.6

One of the important properties in logical systems is the systematic re-
lationships between connectives and DERIVATIONS. For the material con-
ditional this relationship has been formulated in the so-called DEDUCTION
THEOREM, which states that if a formula g is derivable from a sequence
{ay, &5, . ., &, thena, > Bisderivable from the sequence {a,, &;,. . ., %, _ ;).
In shorter and simpler form: If at 8, then - a>f. The introduction of
relevant or connected conditionals may similarly be accompanied by a
relevant deduction theorem: If a + f thenta> B, where * >’ denotes a relevant
conditional. Given the properties of relevant conditionals this would mean
that the DERIVATIONAL RELATION (indicating theorem status) would also be
relevant. Not only truth or validity is preserved then but also aspects of
meaning or intension, a feature which might be indispensable if ‘>’ is
strengthened with necessity to the STRICT RELEVANT IMPLICATION (=>) as the
syntactic connective representing semantic entailment. Thus, if the sentence
John is a bachelor implies the sentence John is not married necessarily and
relevantly in a derivation, then John is a bachelor = John is not married is a
(necessary) theorem. What is involved here is not only logical necessity but
also CONCEPTUAL NECESSITY. In a sense the connectives (or relations)
discussed here represent in the OBJECT LANGUAGE certain properties of
logical systems formulated in the META-LANGUAGE: viz that conclusions in
derivations follow necessarily from their premises and that the truth of a
conclusion follows from the truth of the premises.

The specific logical problems involved in the further axiomatization of
relevant conditionals, relevant strict implications, and their relation to
semantics (entailment), the principles of deduction and the relations between
meta-language and object-language linked with these connectives, cannot be
discussed further here. It is sufficient to point out that there are formal
relationships between connectives making compound SENTENCES, and de-
rivational operations on SEQUENCES, relationships which also should be
studied for sentences and sequences in discourse, eg for such cases as If John
is a bachelor, he is not married and John is a bachelor. So, he is not married.

To summarize: we now have four logical connectives expressing condition
or implication, viz the classical material implication (x> ), its modal
counterpart, viz strict implication (a —3 f), the relevant conditional (a> f),
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and its modal counterpart (« =+8). One of the characteristics of the relevant
conditionals, then, is that they are not true when their antecedent is false (as
is the case for the material conditionals). They require that the antecedent be
true, asserted or presupposed in some world, such that the truth of the whole
formula depends on the interpretation of the consequent, relative to the
interpretation of the antecedent.

2.3 Conjunction

2.3.1

One of the problems in the semantics of natural connectives is their possible
ambiguity: the same connective may express different types of connection,
and one type of connection may be expressed by various connectives.
Typical in this respect is the conjunctive connective and, eg in the following
examples:

[18] John smoked a cigar and Peter smoked a pipe.

[19] John went to the library and checked his references.

[20] Please go to the store and buy me some beer.

[21] John smoked a cigar and Mary left the room.

[22] I took a sleeping pill and fell asleep.

[23] Give me some more time, and I’ll show you how it can be done.

{24] Laugh and the world laughs with you, love and you love alone.
(Thurber)

Intuitively, the uses of and in these sentences may be paraphrased by eg: (and)
at the same time {18), (and) there [19, 20}, (and) therefore [21], (and) then or
(and) so [22], if . . . then [23, 24]. Apparently, therefore, and may be used to
express not only a conjunction, but also conditionals, causals, temporal and
local connectives. On the other hand it may be the case that these various
readings of and are determined by the connected propositions, such that and
would merely express a (relevant) conjunction of two propositions, with the
following provisional truth-connection conditions (see [14]):

[251a: V*((« and B), w;, z;)=11iff V*(a, w;, z;)=11 and
VB, wi, z)=11;
b: V*((x and B), w;, ;) =01 iff V*(a, w;, z;) =01
or V*(B, w, z;)=01;
c: V¥((aand B), w;, z)=10iff V*(a, w;, z)=10
or V*(B, w;, z)=10 and (V(«, w)=1 and V(B, w)=1);
a: V*(aand B), w;, 2) =00 iff V*(a, w;, z)=10 or
V*(B, w,, z)=10 and (V(a, w;)=0 or V(B, w;)=0).

We see that a simple conjunction can have four values, viz true/false and
connected/disconnected, where truth depends on the truth of both conjuncts,
and connectedness on the connectedness of both conjuncts with respect to the
topic of conversation z;. Thus, a sentence like [18] is true if both conjuncts are
true, and connected if both conjuncts are connected with the same topic of
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conversation z;. This topic of conversation could consist of propositions like
‘After dinner John and Peter were smoking’ or ‘After dinner our guests were
doing something’. In order to account for further aspects, additional
constraints may be formulated. First of all, we have assumed the conjunction
to be true in the same world as the conjuncts, viz in an unspecified world w;. In
general, however, we may assume that w;=w, (where w, is the ACTUAL
WORLD) if no modal expressions occur in the conjuncts. This means that the
past sentences (clauses) are both true at w,, and hence their present tense
variants are true at some point of time preceding (wy, #,>. If we assume that
in sentences like [18] it is normally presumed that John and Peter are smoking
during roughly the same period, we must add the condition that the world-
time periods at which a, § and & and B are interpreted are identical given the
truth of Pa, P and Px and P at {wy, ty), where P is a past (tense) operator.
Such an introduction of TIME RELATIONS would become imperative for the
relevant interpretation of the other examples. Thus, in [19], it is usually
assumed that checking references takes place at the library and hence
immediately follows going to the library. The same holds for the events
denoted by the antecedents and consequents of the other examples, which are
linearly ordered in time. Thus if « is true at ¢;, B true at ¢, the conjunction is
true at a period <, t;>, with the condition that ¢, precedes ¢, ie t;<t;, where
identity represents co-occurrence of events, as in sentence [18]. Besides these
time relations, examples like [19-21] are most naturally interpreted as
involving LOCAL IDENTITY : checking references takes place at the library,
buying beer at the store, and smoking in the room that Mary left. Local
identity, just like temporal identity, must be interpreted in a rather broad
sense: going to the store is of course not true ‘at’ the store-location, where
buying takes place, etc. In a stricter model structure for the interpretation of
location, we thus would need trajectories, directions and similar relations
between locations in order to interpret event, action and process sentences.

2.3.2

It may be argued that the temporal and local conditions of identity,
consecution or direction are not general conditions for conjunction, because
they may differ for particular sentences. Although we were speaking of
NATURAL interpretations, a sentence like [20] may in some context also be
interpreted such that going to the store and buying beer are independent
facts, eg two actions to be accomplished by the hearer during the afternoon,
where the store may be some previously mentioned book-store. We may also
have a sentence like

[26] John went to the library and visited his friend in the hospital.

satisfying such an interpretation. In [26], however, a different location (and
time) are expressed (and implied). For sentences like [19] and [20] it must be
assumed therefore that the natural interpretation is based on a rule stating
that the consequent of a connected sentence is to be interpreted relative to the
time and place points at which the antecedent is interpreted if the consequent



60 SEMANTICS

does not explicitly change the spatio-temporal situation. The same holds for
possible worlds in general. This condition may be formulated such that the
consequent f is interpreted relative to the topic of conversation z; together
with the antecedent (z;u{a}). If z; is empty, it is the antecedent which
establishes (provisionally) the topic of conversation. Interpretation with
respect to this antecedent seems to imply that, if possible, the fact denoted by
the consequent must be directly related to the fact denoted by the antecedent,
eg as a whole/part or preparatory act/main act relation. As a general principle
for the interpretation of connected sentences it may be postulated that
denoted facts are to be related by THE MOST DIRECT RELATIONSHIPS
POSSIBLE.

If there is no topic of conversation, and if the antecedent does not establish
an unambiguous topic, the consequent may be further added in order to
interpret the whole conjunction. Thus, in [20] the hearer only knows to what
kind of store he is requested to go if he has interpreted the consequent. In that
case ‘buying beer’ is the more general topic of conversation, viz some action
of the hearer desired by the speaker, of which the antecedent expresses a
possible condition of success. Hence, if V(a) is part of V(f), B is the topic of
conversation with respect to which the conjunction is interpreted. This is
plausible if we further assume that, as for worlds, the topic of conversation z;
is identical with the ACTUAL TOPIC OF CONVERSATION z,. This actual topic z,
is then established by the actual utterance of « and f.
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Whereas in sentences [19] and [20] the facts denoted by the antecedents of the
conjunctions constitute POSSIBLE CONDITIONS for the facts denoted by the
consequents, these conditions have an even stronger character in examples
[21-24]. There, a relation of cause/reason and consequence is expressed,
whereby the antecedent denotes a SUFFICIENT CONDITION for the occurrence
of the consequence. Again the conjunction allows for a possible in-
terpretation, eg of [21], where two facts (actions) co-occur without direct
relationships other than temporal and perhaps local identity. That in a
natural interpretation a cause or reason relation is assigned should again be
explained by the ‘closest-possibie-link’ principle discussed above. For [19]
and (20] this link was a kind of part/whole relationship, here two actions or
events are most clearly related by a causal connection. This connection is not
expressed by the conjunction and itself, but follows from the principle that
and establishes the closest possible link (temporal, local, causal) between
facts. Should two possible interpretations conflict in such a case, the
connection would be made more explicit by the use of other connectives.
Apparently, and has both a GENERAL and a NEUTRAL character with respect
to other connectives.

The last two examples, [23] and [24], by the use of an imperative clause, are
also conditionals. The difference from the previous examples, however, is
that we cannot simply speak of the actual truth of the conjuncts, because
commands or requests are not commonly said to be true or false, nor the
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sentences used to perform such speech acts. Indeed, the notion of truth is
closely linked with the speech act of assertion, typically expressed by
indicative sentences. In commands or requests the speaker does not want the
hearer to know that some proposition is true (that some fact exists in some
world), but wants the hearer TO MAKE the proposition true in some (future)
world. Instead of truth we will therefore use the general term SATISFACTION
as the relation between propositions and worlds (facts), where different
illocutionary intentions determine the relations of speaker and hearer with
respect to this satisfaction relation. These are problems of pragmatics to be
discussed in Part 11. Important for the truth conditions (which should now be
called satisfaction conditions) of natural and is that in [23] and [24] the
conjuncts are satisfied at w, only if their present tense versions are
satisfied in worlds which are not epistemically accessible to the speaker (as
would be the case for a sentence like You'll give me some more time, therefore
Il show you how it can be done), but which are only accessible via his wishes
[23]. In the general statement made by [24] it is required that in all possible
worlds where the first conjunct is true, the second is also true, owing to the
(psychological) necessity of the consequence. We return to these conditions
for conditionals below. The use of and in such cases is acceptable because the
relation of reason and consequence may be the closest link to be established
between two facts.

2.3.4

Note that except for examples like [I18] natural conjunction is NON-
COMMUTATIVE: if antecedent and consequent change place the whole sen-
tence becomes unacceptable even if it remains true. In this respect the
ordering of the conjuncts is again similar to that in conditionals. Obviously
there are certain principles determining NORMAL ORDERING of sentences
denoting related facts. This ordering follows the normal ordering of the facts
themselves, viz temporal, conditional and causal ordering of facts. This can
be seenin sentence [21] where there is no ‘internal’ (essential) relation of cause
and consequence as in [22]: if we had the sentence Mary left the room and
John smoked a cigar, we would naturally interpret ‘John smokes a cigar’ as
being true at a time point following the time point at which ‘Mary leaves the
room’ is true.

In addition to normal orderings of facts, the ordering of clauses and
sentences is determined by the requirements of relative interpretation them-
selves, viz in order to specify the model in which the following clause/sentence
must be interpreted (identification of place, time, individuals and properties).
If in a sentence like [20] it is intended that beer should be bought at the store,
this information must be given first. Dependencies of facts and propositions
are thus normally ordered linearly (left-right). If this normal ordering is
changed this must be indicated by specific grammatical structures (sub-
ordination, tense, intonation, etc). The relations between the structure of
facts (and hence of model structures), propositions and sentences will be
discussed below.
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Thus, given these specific constraints on the ordering of sentences, the
antecedent either establishes the topic of conversation itself or is added to the
topic of conversation and hence specifies the possible worlds in which the
consequent can have a value. According to our connection conditions, the
commuted versions of conjunctions satisfying this constraint are discon-
nected. If the antecedent and the consequent are not in this way conditionally
related, ie if they denote independent facts, and if these facts are SIMILAR
from a certain point of view (as specified by the topic of conversation) they
are interpreted with respect to the same z;, the same w; and the same ¢,, so that
their ordering is FREE.

Since compound sentences may have different topics of conversation as
their conjuncts, natural conjunction is NON-ASSOCIATIVE, ie (« and (B and y))
=((« and B) and v) is not truth~-connection valid. Compare, for instance, the
following sentences:

[27} John went to the store and bought some beer, and we had a nice
party.
[28] 1 was so tired and I took a sleeping pill and fell asleep.

In [27] it is the compound action of buying beer at the store which is a
condition for having the party, whereas in [28] the fact that I am tired is a
condition for a compound consequence. Now, buying beer can be connected
with having a party, viz as a possible condition, but going to some store is not
a direct condition for having a party. Similarly, being tired and taking a
sleeping pill are not directly connected. Thus, those conjuncts (simple or
compound) are first taken together which have the closest topical link
(preparatory act-main act, cause-consequence). In [28] the first and may be
substituted by so, having the whole following conjunction as its scope, but the
second and cannot easily be replaced by so. Similarly, sentences [27] and [28]
may most acceptably be split up into sequences of two sentences after the
second and first conjunct respectively.

For similar reasons natural conjunction is NON-DISTRIBUTIVE, ie (¢ and
(B and y)) = ((a and ) and (x and y)) is not truth-connection valid because the
compound may have different topical conditions as simple « and  and
because the compound « and B itself may establish a different topic of
conversation in the consequent of the equivalence. Moreover, there are other
constraints, viz non-repetition of full propositions in the same sentence,
which would make the consequent unacceptable. The same arguments make
conjunction NON-TRANSITIVE. Since antecedents may determine the worlds
in which the consequent is to be interpreted, the relations are not only not
valid with respect to connection, but also with respect to truth.

2.3.5
Let us now summarize the conditions involved in the interpretation of
natural and. A sentence of the form « and B is true-connected iff:

(1) both conjuncts are true (or in general: satisfied) in the actual world-
situation {wy, t,>; where
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a: the tensed conjuncts are true (satisfied) if their present tense
versions are true in some world (w,, t,> related to {wg, to>;

b: the (present tense version of the) consequent only has a truth value
either in the same world where the antecedent is interpreted or in
those worlds selected by the antecedent proposition;

(i)) both conjuncts are connected with the same topic of conversation,
identical with or initiatable from the actual topic of conversation,
where
a: the consequent is connected with respect to the topic of con-

versation and with respect to the antecedent;

b: the topic of conversation for the conjunct is initiatable from both
aand g

We may add the more general, although still vague, principle

(iii) the facts denoted by the conjuncts are chosen such that they have the
closest possible relation, eg part-whole, cause-consequence, possible
condition-possible consequence.

2.36

In the truth-connection conditions the four values 11, 10,01 and 00 have been
assigned. It should be emphasized, however, that since natural conjunctions
are intensional we should have assigned intensions to the conjuncts, viz
propositions, which are functions with facts as values, for some possible
world time point (and other indices). A conjunction, then, is interpreted as a
compound proposition resulting from applying an operation to the com-
ponent propositions, under the connectedness conditions (with the set of
propositions taken as the topic of conversation), and such that the con-
sequent proposition depends on the antecedent proposition in the sense that
the worlds where it may have values are determined, as well as the kind of
facts it may have as values. It will not be attempted here to give a formal
account of these conditions.

2.4 Disjunction

2.41

The logical truth condition of disjunction is that at least one of the disjuncts
must be true. Natural language or is generally EXCLUSIVE in the sense that at
least and at most one disjunct must be true:

{29] I am going to the movies or I am going to visit my aunt.

This sentence is acceptable only if the speaker intends to accomplish either
the first or the second act at some (future) time point. If he intended to do
both, his (use of the) sentence would be INCORRECT, which is a pragmatic
notion, not to be discussed here.'* If he intends to accomplish one of the acts
but in fact later accomplishes both (or neither), his (use of the) sentence is
correct, but the sentence itself false. It follows that the world in which the
disjuncts are satisfied must not be epistemically accessible. On the other hand
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it is required that the speaker believes that the facts (eg actions) are POSSIBLE
in that world. This means that if one of the facts becomes true in that world,
the other fact must be true in an ALTERNATIVE POSSIBLE WORLD, where
accessibility is RELATIVE to the actual world (of the utterance), because the
course of events may be such that at the intended time only one of the facts
may become actualized.

Exclusion may be ACCIDENTAL or NECESSARY. Necessary exclusion is
based on conceptual or logical inconsistency : I cannot be both married and a
bachelor at the same time, nor can I be in London and in Paris (not in
London) at the same time. The same applies to contradictory properties.
Accidental exclusions are for instance those based on compatible intentions
with respect to actions during a certain period, as in [29]. During the evening I
may both go to the movies and visit my aunt, at least at different moments of
time. Therefore, exclusionis mostly to be viewed with respect to the same time
point or time period. If an inclusive interpretation is possible but not desired
by the speaker, the explicit exclusive disjunction eitker . .. or must be used.
242
INCLUSIVE DISJUNCTION is used in those cases where the facts are compatible
and where the assertion is made that at least one item of a series has been or
can be realized, as in:

[30] Harry went to school in Cambridge or he studied in Oxford.
[31] You may have an orange or you may take a pear.

In such cases each of the disjuncts are possible conditions or consequences of
known facts (eg Harry’s particular accent or my desire for a juicy fruit),
where the satisfaction of both alternatives does not contradict these facts.

Since in disjunction the facts themselves are unknown, the disjunction
must be INFERRED from other information, as in [30] and in:

[32] John must have had his radio on, or he must have played records.

Both conclusions may be drawn from the information ‘that John was
listening to music’.

We here again meet the notion of shared background information, ie the
notion of topic of conversation required for connected sentences. It follows
that whereas only one of the disjuncts must be true (in some actual or
intended world), both disjuncts must be connected with the SAME TOPIC OF
INFORMATION. As in [32] this topic may be a logical (common) consequence
of both disjuncts, eg ‘John was listening to music’. This topic of information
must be satisfied in the alternative worlds of which one is actualized. Thus a
sentence like

[33] John must have had his radio on, or you may have a pear.

is unacceptable in most contexts because there is no obvious topic of
conversation with respect to which both disjuncts could be connected, so that
an inductive conclusion for each disjunct is impossible. The inference
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involved may, as in [32], be expressed by modal auxiliaries and adverbs like
must, likely or probably.
243
Whereas in conjunctions the conjuncts are not only connected with the topic
of conversation but may also be directly connected with each other, the very
nature of disjunctions does not allow that the disjuncts denote related facts.
Since the facts must exist, in exclusive disjunction, in different worlds, they
may only be SIMILAR, in the sense that they are alternatives with respect to the
same topic of conversation. If only one fact can become true, then the facts
cannot be dependent on each other. In the examples of disjunction given so
far, therefore, the ordering of clauses is free, so that this sort of natural
disjunction is COMMUTATIVE, just like the form of conjunction where the two
conjoined facts are mutually independent though connected via the same
topic of information.

There is a type of natural disjunction, however, which also has the
asymmetric structure of CONDITIONALS:

[34]a: Love me or leave me!
b: This must be the road, or I'm lost.

Such examples may indeed be paraphrased with a conditional and negation
‘If you do not love me, leave me’, ‘If this is not the road, I'm lost’. There may
however be differences in PRESUPPOSITION (see following chapter) which
seem to prevent the validity of (pV g)=(~p>g) in natural language. In
particular, subordinated if~clauses may be presupposed, whereas the first
disjunct of (coordinated) disjunctions is not. The asymmetric nature of this or
already appears in the fact that the commuted versions of [34]a and especially
[34]b are not acceptable. The interpretation of asymmetric or runs parallel
with that of asymmetric and with the only difference that the consequent is
dependent on the negation of the antecedent. Symmetric or as discussed
above is also (logically) equivalent with a conditional with negated ante-
cedent. If I visit my aunt or go to the movies, not visiting my aunt implies that
1 go to the movies, and not going to the movies implies that I'll visit my aunt.
For exclusive disjunction, where the disjuncts may not both be true in the
same world, it should for this example also be required that visiting my aunt
implies that I am not going to the movies, and that going to the movies
implies that I am not visiting my aunt, ie p= ~¢ and g= ~ p. If we merely
have ~p>g, then this conditional could be true also if ~p is false, ie if p is
true, and q is true; but p and ¢ may not both be true in exclusive disjunction.
244

Summarizing the main semantic properties of (exclusive) or we may form-
ulate the following conditions for truth/connection:

(i) atleast one and at most one proposition must be true in an epistemi-
cally non-accessible world; more specifically, the truth of one of the
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propositions implies the falsity of the other, and conversely, in the
same possible world;

(ii) from the point of view of the actual possible world, then (ie the
context) the worlds in which the propositions are true and false,
respectively, are proper alternatives;

(iii) both propositions must be related to the same topic of conversation,
such that none of the propositions is itself the topic of conversation;

(iv) since in asserted disjunctions a statement is made about epistemically
non-accessible worlds, the disjunction is inferred from premises with
more general knowledge about similar facts, or about intended
actions (of the speaker of the utterance);

(v) the propositions denote facts (in different, alternative) worlds which
are similar from the point of view of the topic of conversation.

(vi) non-commutative or (or else) expresses a conditional (of which the
conditions are given in the next section), although with different
presuppositions from if . . . then.

245
The satisfaction and connectedness conditions given informally above may
be made more exact as follows:

[35]a: V*((« or B), w;, z;)=11iff

V*(a, wj, 2)=11iff V*(B, w;, z) =01, or
VY(B, wi, z;)=11iff V*(a, w,, z;)=01), and
w;FEw, w,~Rw;, w;~ R, w,, ijwk;

b: V¥((x or B), w;, z)=01 iff
(V¥ wy, 2)= 111 V*(B, w, z)=11or
V* (B, wi, 2)=01iff V*(a, w,, z;)=01), and
w;#E W, Wi~ Rew;, w,~ Rew,, w,Rw,;

cV*r((aor B), w, z)=10iff
V*(a, w;, z)=10iff V*(B, w;, ) =00, or
VY(B, Wi, 2;) =10 iff V7 (a, wy, 2z;)=00), or
(V*(a, wy, z)=11iff ¥ (B, w}, 2)=00, or
V* (B, wy, 2)=11iff V*(a, w,, z)=00), and

J );jj:(wk, w;} ;R ij,) w,.OB ]'i‘KSWk, wRw,;

: aor B),w,z)=001i

Vt(a, w;, 2)=10iff V*(B, w;, 2)=10, or
V* (B, wi, 2)=00 iff V* (B, w,, z)) =00) or
Vo, wy, 2)=11if V¥ (B, w;, 2)=10, or
V*(B, w, z)=01iff V*(a, w,, z;)=00), and
W;#E W, Wi~ Rew,, w;~ Rew,, wRw,.

Since these are only part of the truth/connection/correctness conditions we
will in future omit fully explicit formulations, in order to avoid over-
complicating this chapter.
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2.5 Conditionals

251

The typical task of connectives is to express relations between facts. These
relations may be very loose, as in conjunction and disjunction, or they may
have a stronger character, in the sense that facts may somehow DETERMINE
or CONDITION each other. The large class of different types of connectives
expressing these DEPENDENCY relations between propositions or facts, will
be called CONDITIONALS.

There are several ways to classify the conditionals. One obvious criterion is
the type of STRENGTH or STRICTNESS of the conditional relation. Secondly,
the DIRECTION of the dependency may be expressed, in the sense that A may
be said to depend on, or to be determined by, B, or conversely, or A and B
may be mutually dependent. Thirdly, the kind(s) of POSSIBLE WORLD in
which the facts are related may be considered, eg the actual world or a
hypothetically actual or non-actual world. This last criterion will be used as
our basic distinction for the classification of the conditionals, especially
because it is most apparent in linguistic structure. A fourth and last
dimension is the one which runs parallel to a distinction made earlier, viz that
between modalities DE RE and modalities DE DICTO. That is, connectives may
express relations between the (represented) facts themselves, or between our
representations of the facts, viz between propositions or sentences. Although
the distinction will not always be easy to make, because our knowledge of the
facts is intimately related to the ways in which we speak about them, some
connectives will be taken to organize the universe of discourse, others as
typically organizing the discourse itself. In part, this distinction will allow us
to speak of SEMANTIC CONNECTIVES on the one hand and PRAGMATIC
CONNECTIVES on the other hand.

2.5.2

Natural conditionals characteristically require the propositions they operate
on to be CONNECTED. If propositional connection is based on conceptual and
factual relations, such a relation is most clearly exemplified in relations of
dependency, and much less so in relations of spatio-temporal co-occurrence
and compatibility (conjunction) or non-co-occurrence and incompatibility
(disjunction). Although co-occurrence and compatibility are necessary con-
ditions of dependency, we have seen that they are not sufficient to establish
connection, for which similarity and a common topic of conversation are
required. 4nd may be called a NEUTRAL connective because it merely
indicates that facts are related, whereas the other connectives more specifi-
cally denote the sort of connection. Given a certain topic of conversation,
even merely conjoined facts may be viewed from a ‘conditional’ point of view,
because given a certain proposition it selects the class of possible propositions
with which it can be conjoined. Instead of fully separating the different
classes of natural connectives, we may therefore also consider them to range
over a scale running from (connected) compatibility to mutual implication of
propositions, ie from POSSIBILITY to NECESSITY.
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2.5.3 Actual conditionals
Under ACTUAL CONDITIONALS we will range connectives such as because, for,
therefore, so, since, due to, hence, thus, while, whilst, as, consequently, etc.
Syntactic and stylistic constraints on their use will be ignored, whereas
pragmatic differences will be treated in Part i1. Our main concern is to give a
semantic characterization. Such a semantic analysis cannot be given in
straightforward logical terms, and certainly not in terms of truth de-
pendencies alone. Moreover, there is no logical connective corresponding to
this class of actual conditionals. The material and strict conditionals rather
correspond to what will be called ‘hypothetical’ conditionals below.

Characteristic of actual conditionals is, first of all, that both antecedent
and consequent are (assumed or asserted to be) SATISFIED in some situation
of the ACTUAL WORLD. This actual world will often be identical with that of
which the actual context is a part, or else any other world taken as ‘point of
view’.!* More problematic are the conditions where the antecedent and/or
the consequent are false (non-satisfied). Similarly, it should be indicated what
other conditions should be added in order to make an actual conditional
true and connected.

Let us discuss these further conditions on several examples:

[36]a: Because it did not rain this summer, the soil has dried out.
b.: The soil has dried out, because it did not rain this summer.

The type of example as illustrated by [36] is standard for an actual
conditional in which CAUSALITY is involved. For both sentences it seems to
hold indeed that they are true (satisfied) if both antecedent and consequent
are true (satisfied). They are false (non-satisfied) if the antecedents are true
but the consequents false, just as for the classical material conditional. But
what value should be assigned to the whole sentences if their antecedents are
false? Should we assign the value ‘true’, as for the material conditional or
should we rather follow the analysis given of the so-called RELEVANT
CONDITIONALS, which may be true only if the antecedent is true? In that case
we may either assign the value ‘false’ or a third value, viz ‘indeterminate’ or
‘undefined’ to the whole sentence. An answer to this problem would require a
discussion of the notion of ‘truth’ and ‘truth values’ themselves. In this
perspective we may restrict the notion of truth to sentences or propositions
which are ASSERTED. Now, in [36] we may have readings where the first clause
is not asserted but PRESUPPOSED, a notion to be discussed in the next chapter.
Provisionally we take a presupposition of a proposition (or sentence) ztobe a
proposition of which the truth in some context is assumed or taken for
granted, and of which the truth is not affected by the denial of . In more
semantic terms we could say that o presupposes B if a entails p, and ~ o also
entails B. This is not fully correct, and in particular depends on the properties
of entailment used here, but it will provisionally do for our discussion of
actual conditionals.!® Thus, if in [36] the propositions expressed by the first
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clauses are presupposed, the interpretation of the whole sentence must be
based on the fact that the truth of the antecedents is already GIVEN. In that
case, when we deny the sentences of [36] we often merely deny their
consequents.!” This would mean that the truth conditions of the whole
sentence only depend on the truth or falsity of the consequents. Althoughina
sense this is correct, we clearly would expect the first sentence also to play a
certain role, beyond that of providing a fixed truth value, viz truth.

It is at this point where connectedness and causality come in. First of all,
not any true sentence used as antecedent would make the sentence appro-
priate, but only those denoting a fact which is related to the fact denoted by
the consequent, according to the connection conditions given earlier. Sec-
ondly, we should account for the first fact being causally related to the second
fact. In our brief analysis of causation in Chapter 6, it is assumed that Aisa
cause of B, if A is a SUFFICIENT CONDITION of B. Thus, the absence of rain is
sufficient for the drying out of the soil. Similarly, B is then said to be a
POSSIBLE (or probable) CONSEQUENCE of A.

In order to give a semantic account of these highly intricate notions, we
again take the possible world road, because causality is intimately linked with
modality. It is not sufficient simply to require that both A and B are the case
in some (eg actual) world, or that it is not the case that A is the case, but not B.
The basic connection, as for all connectives, is that the values of both
antecedent and consequent must be sought in those worlds selected by the
topic of conversation.

Now, if Bis to be dependent on A, and not only accidentally co-occurring,
B must be related to A in several possible worlds. More particularly, as was
indicated earlier, we assign values to § only in those worlds SELECTED by «. A
further constraint is that causes and consequences are linearly ordered in
TIME. Thus, if a is true in a situation {w;, ¢,>, and fin a situation {w,, ¢,>, then
the fact denoted by f cannot be a consequence of the fact denoted by « if ¢;
precedes ¢;. Causal sentences therefore are to be interpreted in COURSES OF
EVENTS or COURSES OF ACTION, developing in a given possible world.

Such courses of events may be represented graphically by left-right tree-
like structures, where the nodes denote possible world-time situations,
characterized by a set of facts, ie by a set of propositions true or satisfied in
these situations.'® Among the possible courses of events there is again the
ACTUAL COURSE OF EVENTS. At each node a possible alternative course of
events may be taken. It will provisionally be assumed that we may not come
back to a branch which has been left: once taken a course of events w; its
events may be similar but not identical to those of w;. As is explained in the
theory of events in Chapter 6, the links between nodes are to be interpreted as
CHANGES, including a ZERO-CHANGE, where a situation remains ‘identical’
but for its temporal characterization. An example of how such a tree would
look is shown overleaf on p 70:




70 SEMANTICS

T

{2, ’}\o//ﬁ‘o v}

{q’ho
s, v}
{p} {pf\r}\{p?s} {s, C;, )
o {Sm:)v}
{P’S}\o—o
{S, P} {P, u}
ooty fivg ... vz oo ligge.o
Fig 1

The notions of condition and consequence will now be defined in terms of
such SEMANTIC TREES (which are simply representations of model struc-
tures). Instead of facts A, B,. .., we will therefore speak of propositions
P, 4,. . . Now, a consequence g of p in some possible course of events w;, will
first of all have to FOLLOW p in that course of events, ie occur at a node to the
right of the node where p occurs, such that these nodes are connected by a
path. Similarly, an IMMEDIATE consequence will have to follow immediately,
ie: at t;,,, when p occurs at t;.

In order to express the fact that the occurrence of g following p somewhere
in the tree is not accidental when ¢ is a consequence of p, it will be required
that at at least one point (node) of the tree where p occurs, g will occur at ALL
following nodes:

/{qw }
o/{oq, }

P ”\Woo
{p...} o)
{g...}

Fig 2

That is, from the point of view of p, g is NECESSARY (eg physically), because it
is true in all possible courses of events which may be taken from node
{p,...}, not only in the actual course of events w,. For our particular
example this would mean that it is not only true in the actual world that ‘the
soil has dried out’ follows ‘it did not rain this summer’, but also that GIVEN
THE FACTS AS THEY ARE THIS COULD NOT HAVE BEEN OTHERWISE. That is, in
this situation at least, the drying out of the soil was INEVITABLE.

On the other hand, a situation may arise where it does not rain, but where
the soil does not dry out because of OTHER FACTS, eg irrigation. This means
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that ¢ does not necessarily follow p everywhere in the tree, but AT LEAST IN
ONE SUBTREE. This is why g is only a POSSIBLE consequence of p, ie possible
with respect to all other possible courses of events (subtrees, trees), although
in a particular situation, with particular initial facts, this consequence is
necessary. Note that this is a form of RELATIVE NECESSITY. It is the RELATION
to p which is necessary, not g itself, because the drying out of soil re-
mains of course a contingent fact.

Whereas in our example we had possible consequence, we may also have a
relation of NECESSARY CONSEQUENCE. In that case q is not only true at all
nodes following a particular node where p is true, but anywhere in the tree (or
in all possible trees) after a node where p is true. This necessity may be of
different kinds, eg physical or biological necessity. Thus, in all possible
courses of events where butter is heated in certain circumstances (pressure,
etc), this event is followed by the event or process of melting of the butter
Similarly, if one’s heart stops beating this will, in all possible situations where
no other heart is supplied, result in death. These necessities exemplify the
BASIC POSTULATES of ‘our’ world, holding anywhere in the tree of possible
courses of events compatible with the actual course of events. Many of the
‘everyday’ causal relations we are talking about hold in MOST subtrees: they
define our expectations about NORMAL courses of events. INCIDENTAL
consequences hold in at least one or FEW subtrees, as in:

[37] Because he fell off his chair John died.

Now, we say that p is a SUFFICIENT CONDITION or CAUSE of ¢ iff g is a
(possible or necessary) consequence of p.!° POSSIBLE and NECESSARY
CONDITIONS may now be defined in a similar way, viz as the converse ot
consequence. A proposition p is a POSSIBLE CONDITION of ¢ if, in at least one
subtree, g at {w,, t;.;> is preceded by p at {w;, ¢,>, and for any {w,, t;; ;>
where ¢ is true it is also preceded by p at {w;, ¢;>. Similarly, a condition is
NECESSARY if anywhere in the tree (or in all trees) g is preceded by p. In other
words, p is a necessary/possible condition of ¢, if anywhere/somewhere ¢ may
be reached only by going ‘via’ a p-node, and ¢ is a necessary/possible
consequence of p if from everywhere/somewhere where p is true we reach
only g-nodes.2°

It is precisely this difference of PERSPECTIVE or POINT OF VIEW which
differentiates [36]a and [36]5. In [36]a a consequence is asserted from the
point of view of a p-node. In [36]b a cause is asserted from the point of view of
a g-node. Later, other semantic and pragmatic differences involved here will
be discussed.

It goes without saying that this account is a considerable simplification,
and no precise formal definition has been given of the tree-model-structures
used to interpret actual (causal) connectives. Furthermore, the cause-
consequence relations used in natural language are usually INDIRECT,
characterizing CAUSAL CHAINS of which two states may be mentioned but
also subchains causing subsequent subchains. The drying out of soil, for
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instance, is a process taking place gradually through a whole period of time.
Similarly, SETS OF CAUSES and SETS OF CONSEQUENCES, some possible, others
necessary, may be involved.

What has been proposed for the analysis of causal relations between events
may be generalized to reasons for actions, as in the following sentences:

[38]a: Because it did not rain this summer, we irrigated our fields.
b: We irrigated our fields, because it did not rain this summer.

As will be explained in the theory of actions in Chapter 6, it cannot properly
be said that the absence of rain CAUSES our irrigation of the fields, at least not
in those worlds which are not fully deterministic. Rather, the absence of rain,
or our knowledge of the absence of rain, constitutes a SUFFICIENT REASON in
a process of decision-making resulting in the act of irrigation. This means
that at least in one situation the decision to irrigate is a NECESSARY
CONCLUSION from a set of premises of which our knowledge about the
absence of rain is a specific member. Norms, rules, laws and conventions in
general may require that in some situation (red light) we always carry out a
specific action (stopping). In such cases we may therefore speak of
NECESSARY REASONS, but it should be noted that necessity is not physical or
biological here but DEONTIC, ie they are OBLIGATIONS.

Again, in [38]a focus is on the consequent action and in [38]6 on the
reasons for a certain action. Those discourses where causes/reasons of a
certain event/action are asserted will be called EXPLANATIONS. There are a
number of pragmatic reasons why such explanations must be PLAUSIBLE,
which means that causes/reasons must be indicated which are such in most
possible situations. Thus, in cases where causes are incidental, as in [37], an
acceptable explanation would further require an indication of additional
circumstances (John's age, the way he fell, etc) as codeterminants of the
consequence. So, not any causal sentence may serve as an explanation.
Explanatory sentences (or sequences) typically use the connective for,>* such
that for the sentence schema «, for 8, V(f) is assumed to be the cause of or
reason for ¥(a). When we want to focus on the consequences of a certain
number of facts, and if these consequences are plausible, we use the
connective so, as in the schema a, so . Whereas for typically marks a set of
premises, so typically marks a set of conclusions. The conditions for the use
of the connectives for and so, therefore, do not directly pertain to facts but to
the discourse about those facts, and need further description in pragmatic
terms later. There it should also be made clear why certain causal connectives
are sentence-forming (because, for, since, while) and why others are sequence-
forming (therefore, so, hence, thus), and how these differences can be made
functional in communicative interaction.

Actual conditionals may be used to interrelate not only events and actions,
but also states of affairs, and thus express dependencies of properties or
relations:
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[39] He has fever because he is ill.
[40] She has been in France because she has been in Paris.

Here, because expresses IMPLICATION rather than cause or reason. The
relations between the facts are CONCEPTUAL in these cases: fever and illness
are necessarily related in most situations, and being in Paris is inconsistent
with not being in France in all possible normal worlds (where Paris is in
France). In terms of the tree-model structures introduced above, the truth
conditions of this type of implication would be given in terms of truth of
propositions at the same node. The sentence a implies f§ would be true if at
any node where the proposition expressed by a occurs the proposition
expressed by B also occurs. The converse, of course, need not be the case: in
not every situation where we are in France do we need also to be in Paris.
Implicational connectives are specific in the sense that they are based on
general conceptual or factual knowledge, and therefore may indicate
INFERENTIAL RELATIONS between propositions, as are usually denoted by so,
therefore, thus and hence in sentence initial position, marking a conclusion
drawn from premises. The inference thus expressed by an implication may go
from a ‘larger’ fact to a ‘smaller’ fact, or conversely, eg from whole to part, set
to element, etc. The element of necessity playing a role here is not, of course,
logical necessity and need not even be conceptual necessity (involving
essential properties), but may also be based on ACCIDENTAL GENERALITY, eg
habit, norm or rule, as in the following well-known example:

[41] John is at home because his lights are burning.

The antecedent in this sentence denotes a known fact and indicates a
conclusion, of which the consequent indicates a premise. The general fact
‘behind’ the implication would then be ‘Whenever John’s lights are burning,
John is at home’, which together with the asserted premise yields the
(presupposed) conclusion by MODUS PONENS:

[42]a: p>¢q
b:p

cq

In this inference (a) is the general fact (known at least to the speaker), () is
asserted and (c) is presupposed in the context of conversation (by observation
or a previous utterance). If we put the second clause of [42] first, we assert the
conclusion, whereas the premise is given. It will be assumed that the use of
implicational because, however, rather focuses attention on the inter-
dependencies of facts, whereas the use of sentence-initial so and therefore is
typically used to denote the inferential relations. We will come back to this
point in Chapter 8.

The various interpretations of the causal connectives and their ambiguity
with respect to their connective or their inferential function, raises the
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problem of an unambiguous FORMAL REPRESENTATION for this class of
connectives. We have possible and necessary conditions and possible and
necessary consequences, or causes, whereas the interdependency itself has
been identified with a form of NECESSITATION. We shall use the simple arrow
(—) for necessitation, under the interpretation given above in terms of
possible worlds (situations) or courses of events. This connection operates in
two directions, backwards to denote (possible and necessary) condition, and
forwards to denote (possible and necessary) consequence or sufficient
condition (cause). Thus @ « f is read as ‘a is a condition for 8’, and « — § as
‘fis a consequence of a’, or ‘a causes f”. Since this kind of necessity may hold
in all possible situations (trees or subtrees), in most situations or in at least
one situation, we prefix the corresponding modalities to the whole sentence:
O(e = B) orO(a « B),0(ac — B) or O(at «— B), and ¢ (& — B) or ¢(a — B), where
the non-standard modality ‘0’ is read as ‘it is probable that’ or ‘it is likely
that’, being related to the quantifier for most . ..2? In order to emphasize the
fact that the modalities attach to the relation (connection), they will be
written as: (-, 0=, ¢~, <[3, <}, ~0. Since in a sentence a possible condition may
have a necessary consequence, DOUBLE CONNECTIVES may be used, eg {10~,
A0, «00~, «0-.
The sentences:

[43] Because he jumped from the Empire State building, he is dead.
[44] Because he fell off his chair, he is dead.
[45] Because his brain functions have stopped, he is dead.

will thus be translated as: p-~Ol~s, g~00~s, r-0C;s, respectively. For
unspecified causals/implications the double-headed arrow may be used («).
Note that the modalities involved here are NATURAL, viz physical, biclogical,
conventional, etc. Thus, [45] is two-way valid only in all those worlds where
death is defined in terms of certain bodily functions (eg heart and brain
functions), not in those worlds where life of higher organisms is brainless (or
when we speak of the life and death of plants).

Conditionals in general, and causals in particular, require that relations
between facts hold in sets of worlds related by a relation of SIMILARITY. This
notion may be defined in terms of sets of propositions. These propositions
may have the general status of laws, such as in the case of postulates, or else a
specific, limited status. If worlds share (are selected by) the same set of basic
postulates they are ESSENTIALLY SIMILAR; if they share the same facts they
are ACCIDENTALLY (more or less) SIMILAR. Now, a causal relation like that
expressed in [43] requires that the worlds in which jumping from the Empire
State building (or any high tower) necessitates death are sufficiently similar to
our own, NORMAL worlds.

After this discussion of the truth or satisfaction conditions for actual
conditionals, it should finally be examined whether specific CONNECTION
CONDITIONS are involved. It may be assumed that causal or conceptual
interdependency itself is sufficient to establish the connection between
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propositions: the facts seem related by the very nature of the connection. It
would follow that if either the condition expressed by the antecedent or the
consequence is connected with the topic of conversation, the whole sentence
is both connected as such and connected with the topic of conversation.
Nevertheless, it may be the case that causes or consequences are asserted
which are not directly connected with a possible topic of conversation. Take
for example the following examples:

[46] The soil has dried out because there were no clouds this summer.
[47] Because Harry is a human being, Mary married him.
[48] John had a flat tyre, because he went to Paris.

Examples with reasons are less easy to find, because people may have the
most weird reasons for performing a certain action. This would not make the
sentence disconnected but rather the persons talked about. Although in [46]
the absence of clouds is, via the absence of rain, a sufficient condition for a
dried-out soil, the topic of conversation is rain or water and soil, with which
clouds are not directly related. Similarly, in [48] it may well be the case that
John would not have had a flat tyre if he had not gone to Paris. Still, we would
not qualify it as a relevant cause of the flat tyre, because it is too indirectly
dependent upon the flat tyre. From such examples it seems to follow that only
those causes and consequences are relevant which are more or less directly
related and which are related at the SAME LEVEL OF INFORMATION. Thus,
‘major’ actions require ‘major’ decisions or reasons as conditions, and
‘major’ events require ‘major’ conditions and consequences, where both
antecedent and consequent must be related to the topic of conversation.
Thus, that I pay my airport bus ticket would be a minor condition of the
(relatively) ‘major’ fact of travelling to New York. Such a constraint is not yet
very explicit, but may be clear from our analysis of the structure of
event/action given in Chapter 6. In [47] we observe that a necessary condition
need not be a relevant condition for a certain consequence, even if it is part of
a process of reasoning, viz as a presupposition of the consequent action.
More generally it may be said that presuppositions and necessary con-
sequences of the conceptual type are not normally assertable, because the
implications involved are normally supposed to be known by the hearer. In
this respect [47] is not only disconnected but also INCORRECT when it is used
in a context of communication.

We may now summarize the various truth/satisfaction and connectedness
conditions for actual conditionals:

(i) an actual conditional is true/satisfied if both of its connected pro-
positions are true in world wy; it is false if one or both of the
propositions are false (in case both are asserted); it is indeter-
minate/incorrect if its presupposed antecedent is false.

(ii) a conditional is connected if both propositions are relevant to the
topic of conversation;
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(iii) the actual conditional is also true iff the consequent is true in worlds
selected by, or accessible from, the worlds in which the antecedent is
true, such that for:

a: a necessary consequence, p{ g, g is true in any world following a
p-world in all subtrees;

b: a probable consequence, pll g, 4 is true in all worlds following a p-
world in most subtrees;

¢: a possible consequence, pQ~ ¢, ¢ is true in all worlds following a p-
world in at least one subtree;

d: a necessary condition, p+{lg, p is true in the world preceding g-
worlds in all subtrees;

e. a probable condition, p<lg, p is true in the world preceding g-
worlds in most subtrees;

f- apossible condition, p -0 g, pis true in the world preceding g-worlds
in at least one subtree.

Similar conditions apply to necessary/probable/possible reasons and

conclusions, for inferential conditionals.

(iv) the conditions hold only if each subtree is homogeneous, ie has similar
worlds in the sense that a given set of (physical and other) postulates
hold at each node.

2.5.4 Hypothetical conditionals

Interdependencies of facts do not exist only in the actual world, but also in
possible alternative worlds, and of course in those (actual) worlds which are
not epistemically accessible for the speaker. We may know from experience
or knowledge of the language that facts may be or must be connected, but not
know whether the facts are realized in some world. The typical connectives
used to express such a relationship are if ... (then), in case . ..(then):

[49] If it does not rain this summer, the soil will dry out.

{50] If it does not rain this summer, we must irrigate our fields.

[51] If he flunked his maths exam, he has not worked hard enough.
[52] If he has not worked hard enough, he will flunk his maths exam.

The connections established here are the same as those for actual con-
ditionals: /e in terms of conditions and consequences, etc, where in [5]] a
probable cause or reason is asserted and in [52] a probable consequence. In
this respect the truth/satisfaction and connection conditions for if . . . then
are the same as for because. The main difference, as suggested above, is that
the clauses are to be satisfied in an epistemically non-accessible world : future
worlds, or past worlds in which either a cause or a consequence is known or
assumed but not the corresponding consequence or cause, respectively.

The specificimportance of being able to state relations between facts in any
world, makes the hypothetical conditional specifically important in
GENERALIZATIONS, and hence in the formulation of laws, principles and
rules. This is one of the reasons why itis if . . . then which has played such an



CONNECTION AND CONNECTIVES 77

important role, viz as the MATERIAL CONDITIONAL (), in classical pro-
positional logic and philosophy.23 It has been observed that the material
conditional formulates a dependency between truth values (like all truth-
conditional connectives) and not between propositions or facts, for which a
RELEVANT CONDITIONAL has been introduced (> ). Truth-value assignment
in that case depends on the truth of the antecedent which determines the
worlds in which the consequent is true or false. This condition in fact
guarantees that the connection involved can be asserted for the world where
the antecedent holds, viz the actual world. It is in this sense that the uses of
sentences like [49-52] have been called CONDITIONAL ASSERTIONS. This term
is somewhat misleading, because the assertion itself is not conditional, but
actually made, only with respect to a non-actual (unknown) state of affairs.

Strictly speaking, then, if . . . thenassuchisnotaconnective, buta (monadic)
OPERATOR together with an ‘underlying’ conditional, because if merely in-
dicates that the facts are not to be interpreted in the actually known world.
Since the connection expressed is not different from that for the causals and
implications introduced above, we may keep the same connectives and add
an operator to the sentence as a whole, for which we simply use the symbol
‘IF’. A propositional translation of a sentence like [49] would then be: IF
(pqlg). Conditionals modalized in this way are called HYPOTHETICAL
because a connection is expressed between facts which are hypothetically
assumed to be true in the actual world (present, past or future). Thus, the if-
clause specifies the set of (actual) worlds where the then-clause is satisfied.

Assertions about epistemically non-accessible worlds are made with
respect to knowledge about fact dependencies in general, holding in all or
most possible worlds similar to the actual world. A sentence like [49]
expresses a particular instance of the general proposition ‘If (whenever) it
does not rain, the soil will dry out’. Instead of taking if ... then as a
hypothetically modalized causal or implicational connective, we may also
take it to represent this implicit INFERENCE, where the if-clause indicates the
assumed premise and the then-clause the asserted conclusion, as in the modus
ponens schema given in {43].

Note that there may be a difference between the ‘degree’ of knowledge in
hypotheticals. In [49-50] it is not known at all whether it will rain or not this
summer, whereas in [51-52] the if<clause nearly has the ‘certainty’ of a
presupposition, eg established by information just received from the hearer.
The if in such cases expresses rather a certain reservation of the speaker with
respect to the truth of the proposition expressed by the if<clause. Instead of a
hypothesis an ASSUMPTION becomes the basis of the assertion.

Itis not the case that BOTH antecedent and consequent must be ‘unknown’.
It may be that under the assumption of a certain consequence a fact is
asserted which was already known, but not as the cause of the other fact:

[53] If Peter has flunked his exam (it is because) he went to the movies too
often with Susan.
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Of course, our general knowledge of exams and their conditions of success
does not allow us to infer that somebody went too often to the movies with a
particular somebody. As such, then, [53] cannot be a particular instance of a
general fact. The reason cited must be such that the fact might be a
consequence of it, eg ‘if x goes to the movies, then x does not study’. This fact
allows us to ‘search’ among the known facts for the most likely cause of the
assumed consequence, viz those facts which were a sufficient condition for
Peter not to have studied enough.

If . . . then does not only express the IF-modality of causals and impli-
cations (‘If he is a bachelor, he is not married’), but may also correspond to a
much weaker connection, in which the consequence is not necessitated but
just a possible fact in some condition or situation as specified by the
antecedent, as in ‘conditional’ conjunctions. Compare for instance the
following sentences:

[54] If you go to the store, please buy some sugar.
[55] Go to the store please, and buy some sugar.
[56] I went to the store, and bought some sugar.

Although going to the store may be a probable condition of buying sugar,
buying sugar is not a consequence (as defined) of going to the store, because
there is no situation in which our being in the store inevitably results in
buying sugar. The conditional request of [54] is to be satisfied in an
epistemically non-accessible world as specified by the if-clause, in which the
consequent CAN be realized. The conjunction of [56] may denote the ‘same’
facts, but only in a known (past) world.

It has already been observed that hypothetical conditionals are parti-
cularly used to make GENERALIZATIONS. Instead of making assertions about
an epistemically non-accessible world, we may analogously make assertions
about NON-SPECIFIED worlds or about SETS of specific worlds:

[57]a: If sugar is put in water, it dissolves.
b: If Archibald wanted to smoke pot, he went to Charlie’s.

The generalization over worlds or moments of time more clearly appears in
the possible use of when(ever) in such sentences.

In the conditional schema p — g, it is the truth or satisfaction of p which
determines ¢. In the connective unless the conditional is combined with
negation:

[58] Unless you give me some more liquor, I’ll go home.

Unless p, q, or, q unless p, is satisfied in an epistemically inaccessible world,
where the antecedent is false (or rather: where the negation of the antecedent
is true) and a sufficient condition for the truth of the consequent. Hence
unless p, q is semantically equivalent with if ~ p, then g, and often implies if p,
then ~ q. The latter formula may not always be equivalent with unless p, q,
owing to possible presuppositions of asserted negations (denials). Thus, we
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would only say If you give me some liquor, then I won’t go home, if the topic of
conversation already includes the possibility that I might go home, whereas
in [58] the topic of conversation rather includes the fact that I may not get
any more liquor. The negation involved in unless is even stronger and
expresses that some fact is the only cause or reason for not doing something :
only if... then not...It will be shown below that this ‘exception’ to the
normal course of events is also present in but. An acceptable paraphrase of g,
unless p would therefore be: g, but not if p. No further intricacies of unless and
of negation and conditionals in general will be discussed here.

2.5.5 Counterfactual conditionals

General relations between facts may exist whether they are realized in the
actual world or not. This means that we are able to make assertions about
conditionals which are true in some alternative world, not in the (un}-
known actual world:

[59] If it had not rained this summer, the soil would have dried out.
[60] If Peter were rich, he would buy a castle.

We see that, again, the normal properties of conditionals in general are
involved here: possible or probable conditions and possible or probable
consequences. The truth conditions are such that the counterfactual if<clause
must be true in some alternative to the actual world, in which its negation
(‘It has rained this summer’) holds. The consequent must then, for the
whole sentence to be true, hold in one of the alternative worlds selected
by the antecedent by necessitation as discussed for actual conditionals.
We also have the weaker form of conditional as in [60], where the conse-
quent is not necessitated, but made possible or ALLOWED by the truth of the
antecedent.

As for the other conditionals, the basic assumption is that the speaker has
some more general knowledge about relations and interdependencies of facts
(or fact concepts, ie propositions). The counterfactual world, therefore, must
be relatively SIMILAR to the actual world.2* In such a world it should still be
the case that absence of rain has the drying out of the soil as a probable
consequence, and that rich people may have the opportunity and the desire
to buy a castle. In this respect, we may speak of ACCIDENTALLY
COUNTERFACTUAL WORLDS and ESSENTIALLY COUNTERFACTUAL WORLDS.
Probably little or nothing else would change if Peter were rich instead of not
rich. The same laws of nature would hold, and only a slight difference in the
distribution of probabilities (eg in a lottery) would have been sufficient to
make an accidentally counterfactual world. More systematically different,
however, would have been a world in which lack of rain does not cause drying
out, all other things being equal (eg no irrigation possible). Essential
counterfactuals are of the type: If I could fly . . ., If the moon were made of
green cheese . . ., etc. Such counterfactuals may become true as long as there
are accessible worlds where the connection would hold. Some counterfac-
tuals, however, are IMPOSSIBLE and would hold nowhere (or rather: would
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hold in some impossible world): If the ball were both round and square . . ., If
John were a bachelor but married . . ., etc. If the conventional conceptual
structure of words were slightly changed in some context, such sentences may
of course be assigned a meaningful interpretation and be true in some world.
It is difficult to draw a sharp line between accidentally and essentially
different worlds, because accidental facts are also particular instances of
general facts, in which essential laws, principles or rules may be involved. We
therefore have to add the clause ‘all other things being equal’ (ceteris paribus)
to the conditions for counterfactuals, although strictly speaking such a clause
cannot be true, and would break the normal laws of causality.

According to the number of basic postulates holding in sets of alternative
worlds, a DEGREE of similarity and difference may be assigned to sets of
worlds. Thus, [60] would be true in a world ‘closer’ to the set of worlds in
which the actual world exists (develops) than [61], or would even be a
member of the set of NORMAL WORLDS. Given the basic relations established
by the conditional, as for actual/hypothetical conditionals, the counter-
factual is also a sentential OPERATOR, determining truth (exclusively) in
alternative worlds, or in those actual worlds which are epistemically non-
accessible. For instance: at the very moment when I utter [60] Peter may
indeed have bought a castle out of his sudden lottery winnings; this would
require [60] to hold in unknown actual worlds; or else {60] would be false,
although appropriately and correctly uttered.?*

We shall use the operator CF to denote the counterfactual dimension of
the conditional, and translate [59] as CF(p Il ¢) and [60] as CF(r1¢-s).
Both the IF and the CF operator will provisionally be required to have
compound (conditional) sentences as their scope. The difference between IF
and CF in natural language is usually marked with specific tenses and/or
auxiliaries. Counterfactuals used in non-compound sentences function as
optatives:

[61] If {only) he hadn't flunked that easy exam!

The relation between similarity and counterfactuals may be directly
expressed in the connective as if-

[62] The whale made a noise, as if it were singing.
[63] You are spending money, as if you were a millionaire.

Characteristic for as if is that the antecedent is true in the actual world and the
consequent assumed to be false in the actual world (that is, it may be truein a
non-accessible actual world), although a certain number of properties are
shared with the fact holding in some alternative world (where whales actually
sing, and where you are actually rich). The use of as if may therefore either be
intended as a comparison, as in [62], or denote an APPARENT sufficient
condition of the fact expressed in the antecedent, in the sense that it LOOKS AS
IF some fact were the case, but that the speaker is not certain whether the fact
IS actually the case, as in:
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[64] You look as if you have passed your exam.

In the latter case the conditional is clearly involved as may be seen from the
sentence:

[65] If you had passed your exam, you would be looking like that.

in which a possible condition is cited for a possible consequence.

2.6 Contrastives

2.6.1

Things may be different from how they USUALLY are, ie in MOST NORMAL
POSSIBLE WORLDS. Although dependencies may hold in general, there may be
EXCEPTIONS, owing to particular circumstances. Such exceptions are in
principle UNEXPECTED, if the properties and courses of events CONTRAST
with the normal expectations about what normal worlds look like. Such
unexpected or contrastive relations between facts are expressed by such
connectives as but, though, although, yet, nevertheless, whereas, in spite of,
notwithstanding, anyway, belonging to the category of conjunctions, adverbs
and prepositions.

Some examples:

[66] John is very handy, but he made a miserable job of painting his
house. .

[671 Although we slept late, we were still able to catch the boat.

[68] Peter loves skating. Nevertheless, he wanted to stay at home.

The exception to normal courses of events involved in these examples
consists in the fact that the antecedent expresses a sufficient condition for the
negation of the proposition expressed by the consequent. Just as in con-
junctions, both conjuncts must be true for the whole sentence or sequence to
be true, with the proviso that the consequent be false in most alternative
possible worlds which can be reached from the antecedent. From this
condition it follows that contrastives for just possible consequences are less
acceptable in normal contexts:

[69] He fell off his chair, but did not break his neck.

Contrastives do not only indicate exceptional courses of events but also
states or events which are merely UNEXPECTED or UNDESIRED (defining their
pragmatic aspects):

[70] I went fishing, but I didn’t catch anything.
[711 Although Peter is very clever, he is not very kind.

Catching a fish is not necessitated in any situation by fishing, but only
possible. Not catching a fish, therefore, is merely in contrast with the purpose
of the action described. Similarly, in [71], a ‘positive’ property of somebody is
contrasted with a ‘negative’ property. Instead of having the additional clause
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p— ~q, we would here have a clause p & ~ q or p & r (Where r #q), to be true
in at least some possible world compatible with the expectations of the
speaker.

Contrastives are also used to express the non-satisfaction of possible,
probable or necessary conditions:

[72] Peter wants to buy a car, but he does not have any money.
[73] I wanted to learn Turkish, but it was too difficult.

Note that this use of bur does not allow the use of subordinative although in
such sentences as [70] and [72-73]. Similarly, sentence-initial yer is less
acceptable in such cases. Hence, contrastive and condition-unsatisfied but
seems to be different from consequence-unsatisfied or unexpected-
consequence but, which is (semantically) equivalent with although and yet.

The adverbs yer and nevertheless may combine with the unexpected-
consequence but, as in:

[74] We slept late, but nevertheless we caught the boat.

The use of yet or nevertheless (either with but or with and) seems required
even when a normally expected negated proposition is to be (positively)
asserted:

[75] He cannot fish, but nevertheless he caught a lot.

Conversely, the use of but with yet or nevertheless (or of these connectives
alone) is less acceptable in more general sentences, in which properties are
contrasted and not actual facts (although intuitions are vague here):

[76] The glass was very thick, but nevertheless it broke.
[77] The glass is very thick, but nevertheless it is fragile.

Apparently, the sentence adverbs yet and nevertheless rather express the
unfulfilled expectations (of the speaker) at some moment, whereas but merely
has the semantic role of contrasting properties or facts, with respect to
normal courses of events. As soon as unfulfilled expectations are involved the
sentence adverbs may be used in order to denote this pragmatic aspect of the
connection. We shall come back to these differences between semantic and
pragmatic connectives later.

2.7 Connectives combined

271

A recursive semantic account of natural connectives also must deal with
sentences of the following form:

[78]a: peqere...
b:pe(qer)
c:(peg)er
d:(p#g)e(res)
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where ‘#’ is any connective. Earlier it has been shown that the usual logical
axioms and theorems do not hold for sentences of these forms, at least not
always. Given the assumption that even conjunctions and disjunctions may
have the asymmetrical nature of (weak) conditionals, and given the con-
ditions on connectedness, where the antecedent may codetermine the topic
of conversation, a sentence will in general have different truth or satisfaction
conditions when the antecedent or the consequent is simple from when it is
compound. This is the reason why [78]b is not equivalent with [78]c in all
models. Sentences of the form [78]a are ambiguous in this respect: each
proposition may be connected with the preceding proposition or with the
whole preceding sequence. Although it is impossible to discuss here all
possible combinations of the natural connectives introduced in the previous
sections, we may give some examples and indicate briefly how their in-
terpretation is built upon from the interpretation of their parts. It should be
admitted, however, that our intuitions about the interpretation of the various
examples are not always clear-cut.

2.7.2

Sentences of the form [78]a are of the ENUMERATIVE type, and mostly
restricted to repeated conjunctions or disjunctions (but not both):

[79] John smoked a cigar (and/or) Peter smoked a pipe, and/or Charles
smoked a cigarette.

All but the final connective in such cases may be deleted, preserving the
same information. There is no sense in which it can be said that the conjuncts
or disjuncts are grouped, other than by linear consecution: smoking a cigar
and smoking a pipe do not belong ‘closer’ together than smoking a pipe and
smoking a cigarette. Nor can it be said that either the first or the first and the
second conjuncts/disjuncts constitute a situation for the following pro-
positions. It may be asked in which respect these enumerative ands and ors
are binary connectives at all: they do not seem to connect propositions
other than by including or excluding them with respect to a set, where the
only relation between the propositions is this actual or possible membership
in the set.

Conditionals may also occur in such a schema, but in that case the
interpretation is normally based on the following schema:

[78le: (pwq)and(g®r)and . ..
as in the following example:

[80] I overslept, so I arrived late at my office, so John was no longer there,
so I had to deal with Mr Robinson alone.

The propositions are connected in pairs here by cause/reason — consequence
relations. It may be said that the last proposition is connected with the
previous sequence as a whole when it denotes a causal chain, and therefore
should be interpreted according to structure [78]c. Such an interpretation is
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acceptable if the causal chain can be taken as a compound fact or event,
which as a whole is a sufficient condition for the last proposition. The
individual propositions of the sequence alone need not be sufficient con-
ditions in such a case. Hence the schema [78]c is not equivalent in such cases
with: (p — r) and (g — r). It is not easy to decide which type of interpretation
should be followed. As such, John’s absence from the office is a sufficient
condition for my being obliged to deal with Mr Robinson alone, whatever the
reasons for John’s absence. On the other hand, there are possible worlds in
which John would not have been absent had 1 arrived in time, had I not
overslept, such that the worlds in which the last clause is to be interpreted are
more restricted in number if the previous clauses codetermine the immediate
reason for the last proposition.

273

A similar example may be devised where a compound condition with
conjunctions must be either JOINTLY satisfied (as a complex cause/reason) or
DISJOINTLY (where each fact is a sufficient condition):

[81] John didn’t come and Mary refused to phone Charles and 1 couldn’t
come away in time, so I had to deal with Mr Robinson alone.

[82] John was not there, and Mary refused to see him, and Charles had
locked his door, so I had to deal with Mr Robinson.

Clearly, such and other examples given are somewhat artificial. Under some
further conditions we would at least have stylistic variations, eg use of while
instead of and or the construction of several sentences. In order to be able to
differentiate between the structure underlying [81] and [82], additional
brackets (‘¢ and ‘)’) may be used to denote those compounds which enter
further connections as a whole: {(p and q and r)) so s. In that case the
connection may not ‘reach’ within the brackets and relate to the individual
members of the sequence, as in (p so s) and (q so s) and (r so s). These remarks
hold for any connective being able to make compound facts in such a way
that the component facts are not as such connected with the fact to which the
compound as a whole is related. Disjunctive or (not its conditional reading),
however, behaves like enumerative conjunction, because it does not derive
facts from facts as the other connectives do. Take for example the following
sentence:

[83] I will either go to the movies or visit my aunt or take a walk
downtown, so I have no time to see you.

Here the structure (p or g or r) so s seems equivalent with (p so s) or (g so s) or
(r so s), even if the latter structure were reduced to the former in surface
structure, as in [83].

274

Since natural language does not use parentheses or brackets to disambiguate
strings of the form p # g # r # s, there must be other means to express the
different possible connections. Although we may have recourse to the use of
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commas, semi-colons and periods in written discourse, in part corresponding
to pause and intonation phenomena in spoken discourse, the main disam-
biguating factors are syntactic and semantic.

Syntactically, the first rule will be that connections are established first
from left to right: p#q, (p#q)#r, (p#g)#r)#s, etc. Secondly, con-
junctions and disjunctions are connected before conditionals (including
contrastives): (p and/or q) so/but r, p so/but (q and/or r), etc, as in:

[84] I'll go to the movies or I'll visit my aunt, but I won’t stay at home
tonight.

where the contrastive has the disjoined clause as its antecedent, and not the
disjunction a contrastive as its consequent. Thirdly, conditionals connect
before contrastives, because we may not have contrastives as compound
conditions or consequences, it seems. Hence, we have (p so q) but r, p but (g so
r), but not p so (g but r), (p but g) sor:

[85] There was no rain this summer so the soil dried out, but we were able
to irrigate the fields before the crop was ruined.

[86] There was no rain this summer, but we were able to irrigate the fields
so the soil did not dry out.

More problematic is the disambiguation of repeated conditions or con-
trastives. In general, the schema p but g but r is less acceptable, at least when
expressed in one sentence. The same holds for p so g so r. Syntactic
disambiguation may take place either by subordination of one of the clauses,
such that subordinate and main clause are connected first and then main
clauses with main clauses, or the sequence of propositions is expressed in
more than one sentence, where clause boundaries connect before sentence
boundaries:

[87] Yohn didn’t work very hard, but he passed his exam, but his teacher
gave him a bad report.

[88] Although John didn’t work very hard, he passed his exam. But the
teacher gave him a bad report.

[89] ?There was no rain this summer so the soil dried out so we had to
irrigate.

[90] Because there was no rain this summer, the soil dried out. So, we had
to irrigate.

The differences involved here, eg between [89] and [90] are often merely
stylistic if the basic connections involved are equivalent. The main criterion
in all cases is SEMANTIC: it is at this level where it is decided whether p# gis a
condition for r (or for ~r, as in contrastives), or p a condition for g # r. The
first case would hold if the compound p # ¢ is sufficient to bring about r (or
imply r), but not p or g alone, whereas in the second case there must be a
situation in which p alone may necessitate the compound fact g# r. In p so ¢



86 SEMANTICS

so r-structures like [89] the interpretation will depend on semantic-pragmatic
criteria of presupposition or focus, to be discussed later.

2.8 Connected sequences

2.8.1

Connectives not only make sentences (propositions) out of sentences (pro-
positions) but may also build SEQUENCES OF SENTENCES:

[91] We all expected him to flunk his exam. And so he did.

[92] We all expected him to flunk his exam. But he didn’t.

[93] We may go to the beach and have a good swim. Or we’ll have to stay
home and prepare for our exam next week.

[94] John is a bachelor. So, he has no wife.

{95] I was ill that night. Therefore I couldn’t come!

[96] I'll throw you out soon! Unless you stop talking my head off.

Other examples have been given above. Indeed, the discussion about
connection and connectives has not been limited to clausal connection.
Connected PROPOSITIONS may be expressed either in composite sentences or
in sequences. It will therefore be assumed that the semantic rules and
principles holding for the sentential connectives also hold for those occurring
in sequences. Of course, only coordinating conjunctions and sentence
adverbs may connect sequences, not subordinating connectives like because,
although, if . . . then.

2.8.2

Although part of the semantic conditions for the sequential uses of connectives
coincide with those for their sentential use, sequences have an additional
number of properties constraining the interpretation of connectives. An
important distinction to be made first is between the SEMANTIC and
PRAGMATIC functions of connectives. This distinction will be treated in more
detail later. The semantic function of connectives is to relate facts, whereas
pragmatic connectives relate sentences (or propositions), as for instance in
inferences. Thus, in [94] the second sentence not only denotes a necessary
consequence of the fact denoted by the first sentence, but the second sentence
at the same time functions as a CONCLUSION of a partly implicit argument.
The pragmatic function of connectives must be defined in terms of the
STRUCTURES and SEQUENCING OF ILLOCUTIONARY ACTS.

The SEMANTIC differences between sentential and sequential connectives
are not very clear-cut. In many situations of spoken discourse, it is not even
sure whether the sentence-sequence distinction is made. The usual phono-
logical clue for sentence initial (sequence forming) connectives is sentence
intonation, and a pause after the connective, mostly represented as a comma
in written discourse. The difference involved in sequences like [91] and [92]
seems to be that the second sentence is satisfied at a different point of time
and for different individuals as the first sentence. Transition to a new
sentence allows a CHANGE of world and/or of discourse referent. However,
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such differences between sentences and sequences hold more in general, and
are not to be considered as specific properties of sequential connectives.
Similarly, in sentence initial or we have a disjunction of propositions which
from a certain point of view are dissimilar. That is, or then denotes what
could be called a STRONG ALTERNATIVE.

Note that sentence-initial therefore is ambiguous in the sense that it either
indicates a consequence (when it is non-stressed and not followed by a pause)
or a cause or reason of the fact denoted by the sentence in which it occurs
(stressed, and followed by a pause). In the latter case the second proposition
is usually presupposed. Pragmatically, such sequences function as EXPLANA-
TIONS of certain facts.

2.83

Sequential uses of connectives further allow the connection between sen-
tences (or sequences) with whole previous SEQUENCES, as was discussed
above for combined connectives. A fact may be a condition or a consequence
of several facts, occurring at the same time or in subsequent moments of time.
Similarly, the use of but or however may indicate a contrast with an expected
consequence of a whole series of facts.

The semantics for such cases is straightforward : instead of merely letting p
hold at some node we take a set or a sequence {p,, p,, P31, . . ., asantecedent,
to be true at some situation in the semantic tree, where ¢ or a sequence
{41, 42,93 ... is the consequence to be true or false at some or all
subsequent nodes, somewhere or anywhere in the tree. The major difficulty
involved is the interpretation of the antecedent or consequent as some
connected ‘whole’. That is, we may use a contrastive, for instance, which does
not contrast with the (consequences of the) individual sentences of the
antecedent, but only with some complex situation as a whole. It should be
made clear later how sentences or propositions are related, and thus may
denote composite facts, by other means than connectives, so that a basis is
provided for the interpretation of this sort of sequential uses of connectives.
2.8.4
Finally, it should be emphasized that sentential and especially sequential
connection need not be expressed by explicit connectives. We already have
observed earlier that we may use and also for stronger connections, if these
follow from the connected propositions themselves.

Similarly, the connections between propositions in sentences and se-
quences may be ‘expressed’ by the very co-occurrence of the sentences ex-
pressing them:

[97] John smoked a pipe. Harry smoked a cigar.
[98] John smoked a pipe. Mary didn’t like it.
[99] Peter had an accident. He is in hospital now.
{100] Of course Harry has been in France. He has been in Paris.

It is characteristic of disjunctions and if-conditionals that they are not
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expressed without their explicit connectives because the facts denoted do not
necessarily hold in the actual world. In cases where or is not used to express
disjunction, other modal expressions are used to denote the possible truth of
the disjuncts in the actual world (I may go to the movies. I may visit my
aunt ... Who knows?). We may adopt it as a general rule that in sequences
which do not use connectives (asyndetic sequences), the sentences are
interpreted to have truth values with respect to a given topic of conversation,
relating them indirectly. As a second general rule it will be assumed that facts
thus connected by one topic of conversation are further to be connected in the
closest possible way, viz as reason/cause and consequence, eg as in [99]. In
cases where conditional relations are exceptional, ie do not hold in most
possible situations, the explicit connective must be used:

[101] John smoked a pipe so Harry smoked a cigar.

One of the further aspects of this rule is the LEFT-RIGHT ORDERING of
sentences as expressing linear (before-after) ordering of facts. Hence, first
sentences express conditions, second sentences express consequences. In
explanatory contexts, this ordering may be reversed, eg when we would take
[99] in another ordering. Similarly, changes of tense may influence the
interpretation of normal orderings. This and similar issues concerned with
the ordering and distribution of information indiscourse will be dealt with in
following chapters.

It goes without saying that the mere absence of connectives does not mean
that sentences are asyndetically connected. Especially when we change the
topic of conversation or the focus (see following chapter) in a discourse, two
sentences may follow each other without being directly connected, although
each being connected with different but related topics of conversation.

2.9 Connection and connectives: conclusions
2.91

Let us summarize the main characteristics of natural connectives as they have
been discussed in this chapter.

(i) Natural connectives are INTENSIONAL. They do not relate truth

values but propositions and values of propositions in possible
worlds: facts.

(i) Natural connectives presuppose that clauses and sentences express
intensionally CONNECTED propositions. Propositions are connected
if the facts denoted are related in some possible situation and if they
are connected with the same TOPIC OF CONVERSATION.

(iii) The differences between natural connectives are given along the
following dimensions:

a: strictness of the relation between facts (compatibility, probability,
necessity);
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b: generality of the relation (holding in some, most, all possible
courses of events — subtrees);

¢ intended possible world (the relation exists in the actual world, an
epistemically non-accessible actual world, or a non-actual world);

(iv) With the exception of enumerative conjunction and disjunction,
natural connectives are of the CONDITIONAL type in the sense that the
consequent is to be interpreted in worlds determined by the ante-
cedent (together with the topic of conversation).

(v) The usual axioms holding for LOGICAL CONNECTIVES are not valid
for natural connectives (commutativity, associativity, transitivity,
distributivity).

(vi) Connectives have both SEMANTIC and PRAGMATIC functions: they
denote relations between facts and may indicate relations between
sentences or propositions in discourse based on these semantic
relations (eg in inferences).

(vii) Differences between the SENTENTIAL and the SEQUENTIAL use of
connectives are mainly pragmatic or are inferred from meaning
relations between the propositions. In general the sentence-sequence
differences may be used for CHANGES in topic of conversation,
discourse referent, focus or perspective.

(viii) Differences between the SUBORDINATING and the COORDINATING
versions of each type of connective are, under normal ordering,
related to presupposition and focus distribution in discourse. Hence,
although-, because-, and if-clauses express propositions which must
be (epistemically) true. Sentences which do not satisfy these con-
ditions may be true/false and connected/disconnected, but
INCORRECT.

2.9.2

These general characteristics are certainly not exhaustive. Each of the
connectives has more specific semantic, pragmatic (and syntactic, stylistic)
properties which have not been discussed. Although some pragmatic aspects
have been mentioned briefly, the major focus of the treatment was on the
specific semantic aspects of the kind of connection involved for each type of
connective. This semantics was given in terms of connected model structures,
such that each model structure for a sentence/proposition is determined by
the models (structure and interpretation) of the previous sentences/pro-
positions. The model structures, especially the notion of possible topic of
conversation, however, have not been analysed further. We have discussed
the relationships of facts as whole entities, but it should also be specified what
sort of properties do establish such relations between facts. Just as a
propositional logic must be complemented with a predicate logic, the study of
the semantic relations in discourse requires an analysis of the relations
between PARTS of different sentences, eg between individuals, properties/
relations, operators, quantifiers, etc. Whether a sentence is connected with a
topic of conversation, and hence whether a sentence or sequence is connected
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itself, depends on this internal structure of the respective sentences/pro-
positions. This will be the topic of the next chapter.

Notes

1 Thus a formal semantics may specify the way truth or satisfaction conditions
may be given for sentences like It is possible that Peter is ill and that Mary is visiting
him, ie of the following logical form 0 (f(a) & g(b, a)), but it will not specify what ill
means, nor the conventional relation between eg the meaning of i/l and the meaning
of fever. The formal semantics will indicate only how each kind of expression is
related to a particular kind of value, and how relations between values depend on
relations between expressions (as is the case for the logical connectives, for
instance). In other words, a formal semantics only specifies certain properties of the
notion of meaning of natural language expressions. It is one of the attempts of
current logical theory applied in the study of natural language to extend the domain
of the study of these ‘logical properties’ of natural language, eg by devising so-
called non-standard logical systems. For surveys of linguistic semantics, see Leech
(1969, 1974), Steinberg and Jakobovits, eds (1971), Bartsch and Vennemann
(1972).

2 The definition of causation has been very much simplified here and conceals many
philosophical and logical problems. When we say that A is incompatible with the
non-occurrence of B, in some possible world w;, we thereby mean that both A and B
occur in w; and in all possible worlds similar to w; (eg sharing the same set of
physical and biological laws). In other words: A causes B if they are related
NECESSARILY at least at some point of time (where A precedes B).

3 We might be more specific still and reserve the notion ‘topic of conversation’ only
for conversations and give it a pragmatic definition (in terms of intentions and
knowledge of speakers, for instance), and then use the term ‘topic of discourse’ in a
more restricted, formal and semantic sense, viz as a property of sequences of
propositions. Since this distinction is not elaborated in this book, we will use the
terms ‘topic of conversation’ and ‘topic of discourse’ provisionally as being
synonymous.

4 We have used, provisionally, only the theoretical term ‘connected’, both for
relations between propositions in composite sentences and sequences, and for the
relation between propositions and topics of conversation. The latter might also be
called (semantic) relevance. In that case, propositions would be connected if they
are relevant to the same topic of conversation. Since, however, first conjuncts and
in general previous discourse may constitute the topic of conversation, we have
made no theoretical distinction between connection and (semantic) relevance. The
latter term is mostly used in recent work in relevance logics. See references below.

5 A similar 4-value interpretation is used by Groenendijk and Stokhof (1975) in
order to account for correctness-conditions (eg of modal expressions).

6 One of the crucial methodological problems which cannot be fully clarified in this
book is the delimitation of linguistic semantics on the one hand from a cognitive
semantics — in particular a theory of the acquisition, representation and use of
‘world knowledge’ — on the other hand. The system of the knowledge of the world
we have is ordered by conventional ‘frames’ as we will see in Chapters 4 and 5.
Connection, coherence and topics of conversation are being determined not only
by the general conceptual knowledge exhibited by the language system, but also by
our knowledge as represented in cognitive frames.

7 The question arises whether there would not always be such a concept, which
would make any topic change acceptable. Formally, this would not be an objection
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(if only the relevant concept is specified), but empirically we will want some
constraints, eg that the concept be rather specific or even expressed in the discourse.
In Chapter 5, dealing with macro-structures which are intended to explicate topics
of conversation, some further constraints on topic change, ie on macro-structure
proposition sequences, will be given. In principle the same constraints hold as for
the connectedness of any sequence of propositions. In general, it may thus be said
(which is empirically warranted) that connection of propositions and topics always
holds if there is a proposition relative to which they are connected. If language users
nearly always are imaginative enough to establish ‘any’ connection (in a particular
discourse and context) this means that they are able to construct the required topic
Or common proposition.

See Dik (1968) for a discussion of these and other grammatical properties of
connectives. The most recent extensive discussion of connectives related to
problems of coordination is given in Lang (1973). Some of our semantic notions
used in the explication of connection and connectives are similar to those used by
Lang. Besides these two monographs little attention has been paid in modern
linguistics to natural connectives. Most work has been done within a philosophical
and logical framework (see references below). See van Dijk (19735, 19744).

For a discussion of phrasal connectives, see Dik (1968), Lang (1973), and references
given there. See also R. Lakoff (1971), who also gives a more general discussion of
connection conditions (using the notion ‘topic’).

The major monograph about relevance logics, in particular logics of entailment, is
Anderson and Belnap (1975). See the numerous references given there.

For details of these definitions of compatibility (compossibility), consistency and
related notions, see Routley and Meyer (1973).

See Stalnaker and Thomason (1970) for a discussion about selection functions in
the semantics of (relevant) conditionals. See also Lewis (1973).

See Gabbay (1972). Urquhart (1972) also introduces the primitive notion ‘piece of
information’ with respect to which formulae are interpreted in a way similar to our
use of the notion ‘topic of conversation’.

See Groenendijk and Stokhof (1975) for an explication of correctness, which is
determined by the knowledge/ignorance language-users should have in order to use
sentences adequately. Although the notions involved here are pragmatic, and will
be discussed further in Part 11, the epistemic relations between possible worlds, as
long as truth and connection are involved, are taken as belonging to the semantics
(ie they are abstracted from the knowledge of language-users in particular
communicative contexts). We say that a world w;is ‘epistemically accessible’ from a
world w; (w;Rw)), if it is known in w; what is the case in w; (R, may be indexed for
some individual x).

The fact that such ‘actual’ conditionals as those mentioned may also denote
relations between facts in any world selected as a ‘point of view’, would make the
term ‘actual conditionals’ less appropriate if ‘actual’ would be understood in the
strict sense of the ‘actualized’ (historical) world (past-now-future), and not the
world I am ‘actually’ talking about. Since these two kinds of worlds will often
coincide in natural language discourse we keep the term ‘actual conditionals’, at
least provisionally and for want of a better term, and in order to distinguish them
from the non-actual if~<onditionals.

For detailed discussion, both of the pragmatic and the semantic properties of
presupposition, see eg the contributions in Petofi and Franck, eds (1973). For
recent surveys of the discussions, see Kempson (1975) and Wilson (1975) and the
references given there to the large linguistic and philosophical literature about
presuppositions.

At least this would be one of the natural readings of natural negation or denial.
Strictly speaking, as we will see below, we would in such cases have the negation of
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the connective, ie a denial of the fact that causation is involved. In that case,
however, the connective must be stressed, viz as a particular comment of the
negated sentence.

18 We omit a mathematical (graph-theoretical) characterization of these semantic
trees, because we are uncertain of their precise philosophical properties: do they
have roots (ie where time begins), are all trees connected, or should we postulate a
set of possible trees, perhaps with different sets of basic postulates (eg time might be
flowing faster in other trees, which would be impossible in one tree, according to
definition)? One of the properties we would like them to have is that courses of
events cannot merge again, on the assumption that once the history of a course of
events is different, its future will be also.

19 Clearly, this is not the full philosophical or even semantic picture of causation.
Note that the term ‘sufficient condition’ is ambiguous in the sense of being
determined by possibility or necessity (or any value on a continuous scale of
probabilities): some fact may be sufficient for another fact to occur in some
situation (falling off a chair and then breaking one’s neck) or in most of all possible
situations (drinking sulphuric acid and then dying). Note also that ‘sufficient
condition’ is defined in terms of consequence, not in terms of (possible or necessary)
condition, which may easily lead to confusion.

20 Note that it will simply not do to define causes and consequences in terms of sets of

possible worlds or courses of events alone. We must have a ‘double’ system with

(sets of) trees and subtrees, in order to be able to account for the fact that even if

some event causes another event only once (speaking of event types), this causation

stillinvolves necessity. In that case we require that some course of events may define

only (at least) one subtree, but there, given some node p, ALL paths will lead to g-

nodes. In a strictly deterministic system, however, it would be appropriate to speak

only about necessary consequences. The same holds if we could spell out the
members of the set C codetermining q together with p: at any C-node, anywhere in
the tree, ¢ would follow in all immediately subsequent nodes. Again, further
philosophical intricacies (eg regarding determinism) are ignored here. For re-

ferences about causation, see Chapter 6.

In spoken language the explanatory for (unlike German denn and Dutch wani) is

mostly supplanted by other causal connectives, such as since or (be-)cause. This

means that because may be ambiguous in the sense of denoting fact relations on the
one hand and inferential relations on the other hand. See below.

22 For this kind of non-standard quantifiers, see Altham (1971).

23 From our discussion it follows that the material conditional should not be
considered as the formal equivalent of natural if...then: firstly the material
conditional (unlike the relevant conditional) need not exhibit connection or respect
presuppositions or assumptions, secondly, it does not express the modality (viz
necessity) and epistemic (non-)accessibility of if in natural language. Thus the
material conditional is rather an abstraction from natural language conditionals.
For a different view, see eg Grice (1967).

24 For the notion of similarity between possible worlds within the general framework
of a discussion of counterfactuals, see Lewis (1973) and Rescher (1975).

25 Along this dimension counterfactuals would differ from hypotheticals in their
epistemic basis: the speaker would know, believe or assume that the antecedent is
false in the actual world, whereas in the hypothetical he does not know (believe,
assume) the antecedent to be either true or false in the actual world.

2



Chapter 4

Coherence

1 Aims and problems
11
In this chapter we will analyse some properties of the semantic structure of
discourse which determine its so-called COHERENCE. The notion of coherence
is not well-defined, however, and therefore requires explication. Intuitively,
coherence is a semantic property of discourses, based on the interpretation of
each individual sentence relative to the interpretation of other sentences.!
The notion of connectedness, discussed in the previous chapter, apparently
covers one aspect of discourse coherence, viz the immediate, pairwise
relations between subsequent propositions taken as ‘wholes’. Sentences or
propositions in a discourse may form a coherent discourse, however, even if
they are not all connected to every other sentence or proposition. In
particular, they may be related in pairs without being connected in the sense
defined earlier, eg when relations exist between parts of two or more
propositions.? In order to be able to delimit the object of our analysis, some
examples of coherence relations in discourse will be given first.?
1.2
The greatest amount of discussion, both for sentences and discourses, has
been devoted to the relation of REFERENTIAL IDENTITY between individuals.
Arguments of different propositions may have the same individual as their
value, where the argument expressions themselves need not be identical: the
same individual may be referred to by the proper name John, by the pronoun
he, or by expressions like my brother, that boy or the pupil who has lost a book.

Such relations of identity can also be established for properties and
relations: I may be ill, and so may Peter, and I may love Mary, and so may
John.

In a wider sense, identity is also involved when some fact holds in the same
possible world, at the same place and/or at the same time.
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In all these cases the model of some sentence S is determined by the models

of the sentences S}, Sy, . . . , such that the same individual object, property, or
world-place-time is being assigned.
1.3

Since we do not in a discourse continuously say the same thing about the
same individuals, a coherent discourse will also have relations of
DIFFERENCE and CHANGE. In the first place we may INTRODUCE new
individuals into the universe of discourse, or assign new properties or
relations to individuals which have already been introduced. Such differ-
ences, however, are of course subject to systematic CONSTRAINTS. It seems
intuitively reasonable to require that newly introduced individuals are
related to at least one of the individuals already ‘present’. Similarly, we may
expect that assigned properties also are related to properties already as-
signed. And finally a change of world or situation will also be constrained
by some accessibility relations to the world or situation already established.

In other words, changes must somehow be HOMOGENEOUS. That is, they
must be operated within the bounds of some higher level principle determin-
ing the POSSIBLE individuals and properties of some universe of discourse.*
The notion of TOPIC OF CONVERSATION, introduced as a primitive notion in
the previous chapter, seems to be involved here, and therefore requires
further explication.

Note that the semantics to be elaborated should account for these
permanent changes in the models. An expression like the man in S; may not
have the same referent as the same expression in some other sentence S;.

14

Changes of individuals, properties or relations are to be operated with
respect to individuals, properties or relations which are already GIVEN. Thus,
in order to express the continuity of a discourse, each sentence will in
principle express this relation between OLD and NEW information, viz as
TOPIC and COMMENT respectively, along the simplified schema (<{a, b, <b,
o, e, d),. . D, or{La, b>,<a, >, {a,d) ...>. One of the aims of a serious
semantics of discourse is to account for these and other aspects of
INFORMATION DISTRIBUTION in the discourse.

1.5

Natural language discourse, unlike formal discourse, is not fully EXPLI-
CIT. Relationships between sentences or propositions may exist without
being expressed. This is the reason why the theoretical construct of a TEXT is
necessary in order to show how discourses can be coherently interpreted even
if most of the propositions necessary to establish coherence remain IMPLICIT,
eg as entailed propositions of propositions explicitly expressed in the
discourse.

The problem at issue, then, is to formulate conditions which allow
propositions to remain implicit, and to specify what sort of propositions
must be expressed in order for the discourse to be coherent. Propositions
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which are postulated to establish theoretical coherence of a text but which are
not expressed in the discourse will be called MISSING LINKS.

We here touch upon a more general problem of the theory of grammar: in
what way are missing links to be called part of the underlying structure or
semantic representation of a discourse ? Or should we rather assume that they
are ‘constructed’, viz by rules of inference, or by rules and processes defined
at the level of pragmatics or in cognitive theory?

1.6

The issues raised above cannot possibly all be treated in their full complexity
within the space of one chapter or of one book. Therefore, those issues which
are familiar in discussions about the semantic structure of sentences, eg those
pertaining to referential identity (determining pronominalization, article
selection, etc), will be passed over here. The main focus will be upon the
different aspects of INFORMATION DISTRIBUTION in discourse: introduction,
continuity, expansion, topicalization, focusing, etc.

These specific phenomena of the semantic structure of discourse are
GRAMMATICALLY interesting: they are systematically associated with specific
syntactic and morpho-phonological structures, which however cannot be
treated in this book. On the other hand, some of the close associations with
pragmatic structures will receive particular attention in Part 11.

1.7

In this chapter we will be concerned with what has been called LINEAR or
SEQUENTIAL COHERENCE, ie the coherence relations holding between pro-
positions expressed by composite sentences and sequences of sentences.
There are also semantic structures of a more global nature, not to be directly
characterized by (relations between) individual propositions, but in terms of
SETS of propositions, whole sequences and certain operations on sets and
sequences of propositions of a discourse. These MACRO-STRUCTURES de-
termine the GLOBAL or overall coherence of a discourse and are themselves
determined by the linear coherence of sequences.® Thus, as we saw in the
previous chapter, coherence relations between sentences are not only based
on the sequential relations between expressed or interpolated propositions,
but also on the topic of discourse of a particular passage. The notions of topic
of conversation and macro-structure will be treated in the next chapter.

2 The semantics of coherence

2.1

In order to characterize the coherence properties of sequences we need an
appropriate semantics. Such a semantics is essentially RELATIVE in the sense
that sentences are not interpreted in ‘isolated’ models, but relative to the
interpretation of related sentences in related models. The relationship
between the sentences is defined in terms of these relative interpretations.
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The simplest way to account for relative interpretations would be to
interpret the sentences of sequences in the respective models of an ordered
MODEL SEQUENCE {M |, M,,...,M,>. A discourse is then SATISFIED in
some model sequence if each of its sentences is satisfied in the respective
model structures for the respective valuations. Such a model sequence will
briefly be called a DISCOURSE MODEL.”

Coherence relations exist between parts of sentences (or propositions) and
the model structures involved must therefore be such that values can be
assigned to these parts (operators, quantifiers, predicates, arguments, etc).
Characteristic of the discourse model, then, is that these valuations in some
model M; depend on the valuations in some model M. The same holds for
the respective model structures themselves: they may also depend on each
other. We may have identity, intersection or change of the respective
DOMAINS (of individuals). ‘During’ the discourse, individuals may be ‘in-
troduced’ or even ‘eliminated’, in the sense that each sentence is to be
interpreted with respect to its specific ACTUAL DOMAIN of individuals. As we
have seen for the semantics of connection, the POSSIBLE WORLD in which a
sentence is interpreted is determined by the interpretation of previous
sentences in previous models of the discourse model. Similarly, QUANTIFIERS
will also be interpreted for the domains which at some point