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Preface 

One of the major recent developments in linguistics and its neighbouring 
disciplines is the increasing attention being paid to the relevance of various 
kinds of CONTEXT. Renewed attempts are made in sociolinguistics and the 
social sciences to define the systematic relationships between social and 
cultural contexts and the structures and functions of language. In particular, 
philosophy of language has shown the linguist how pragmatic context 
constitutes the conditions determining the appropriateness of natural lan­
guage utterances taken as speech acts. 

Similarly, more emphasis is being given to the fact that utterances of 
natural language may be theoretically reconstructed as sequences of sen­
tences, in which morpho-phonological, syntactic and semantic properties of 
a sentence are accounted for in relation to those of other sentences of the 
sequence. Besides this recognition of its role of 'verbal context', eg in the 
explication of such notions as coherence, the sequence is also being studied in 
its own right, viz as OISCOURSE. Sorne of the properties of discourse have 
received attention from a proper linguistic point of view, eg in the framework 
of so-called TEXT GRAMMARS, whereas other specific structures of discourse 
and discourse processing are now being investigated in cognitive psychology, 
anthropology, sociology, philosophy and poetics. 

This book is intended as a contribution to the more specific linguistic study of 
discourse. It summarizes and further elaborates part of the investigations I 
have been undertaking since the publication ofmy dissertation Sorne Aspects 
o/ Text Grarnrnars in 1972. I am acutely aware of the weaknesses of that 
book. The present study therefore aims at providing sorne corrections by 
establishing a more explicit and more systematic approach to the linguistic 
study of discourse. Yet, the nature of this book is more modest. Instead of 
devising a large programmatic framework, I have preferred to do exploratory 
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research on sorne more specific, but fundamental, topics of a theory of 
discourse, viz on such notions as CONNECTlON, COHERENCE, TOPIC OF 
D1SCOURSE, and THE RELATlONS BETWEEN THE SEMANTlCS AND PRAGMATICS OF 
D1SCOURSE, which have received too little attention in recent (text) grammati­
cal research. Furthermore, no particular claims are made for the format of a 
possible grammar ofdiscourse; nor do 1attempt a critique of other proposals 
made on the issues treated in this book. Topics such as quantification, 
pronominalization, presupposition, etc, which have been extensively studied 
both in sentence grammars and text grammars in the last few years, have been 
ignored in this book in favour of an inquiry into other basic problems of 
semantics and pragmatics. One of these problems for instance is that 
regarding the relationship between COMPOSITE SENTENCES on the one hand 
and SEQUENCES OF SENTENCES on the other hand. 

It turns out that such an investigation cannot be made without appeal to a 
sound PRAGMATlC THEORY, because a characterization of discourse in terms 
of sequences of sentences simultaneously requires an account of conditions 
on sequences of speech acts. 

Although it will be claimed that, both at the semantic and the pragmatic 
levels, MACRO-STRUCTURES of discourse and conversation should be postu­
lated, especially in order to account for the notion OfTOPIC OF D1SCOURSE used 
to define linear connection and coherence in composite sentences and 
sequences, this book will pay only limited attention to macro-structures, for 
which separate treatment in terms of cognitive processes and of other 
theories, eg ofnarrative structures, is necessary. 

As already mentioned, my observations are not being made within the 
framework of a specific type of grammar: rather, my theoretical tools are 
borrowed from certain domains ofphilosophy, philosophicallogic, cognitive 
psychology and artificial intelligence. This is not without methodological 
problems, but these have had to be passed over without thorough discussion 
here. One of these problems concerns the nature of the notion of in­
terpretation as defined respectively by a FORMAL SEMANTlCS and COGNITlVE 
SEMANTlCS. Thus, the assignment of semantic structures to discourse is 
based both on abstract 'logical' conditions and on conditions defined in 
terms of conventional worid knowledge, and it is not easy to determine a 
priori which of these should be made explicit in a more specific linguistic 
semantics of discourse. 

Similar remarks should be made on the precise status ofa pragmatic theory 
with respect to a grammar, in a strict sense, on the one hand, and the 
philosophy and logic of action and the theory of social interaction on the 
other hand. More than ever, the linguist finds himself at the crossroads of 
several disciplines, and a more or less arbitrary restriction on the domain and 
problems of linguistic theory would not be fruitful at the moment for the 
development of new approaches to the study of naturallanguage. 

The organization ofthis book is straightforward and will be explained in the 
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introductory chapter, in which sorne basic problems ofthe study ofdiscourse 
are raised. The inquiry is in two parts, one semantic and the other pragmatic, 
which means that all aspects of the surface structure properties of discourse 
are neglected. In the semantics we proceed from a study ofthe conditions of 
connection between propositions, as expressed by natural connectives, to 
other coherence conditions of discourse, first at the level of sequences and 
then at the level of global semantic macro-structures. In the second or 
pragmatic part, sorne of these phenomena are taken up again in terms of 
speech acts and speech act sequences. 

Since the theoretical foundations of these respective parts, viz FORMAL 

SEMANTICS and the PHILOSOPHY OF ACTION, are not yet generally familiar to the 
student of linguistics, I have added two introductory chapters about these 
important domains instead of referring the reader to other introductory 
surveys (if any), which are short, simple and relevant enough for our 
purposes. For further details, however, we have referred to more specialized 
studies in these respective fields. 

Not o~ly is the aim to explore the linguistic theory of discourse and the 
relations between semantics and pragmatics in general, but to provide an 
introduction to the subject and offer sorne insights into a number of basic 
issues in (text) grammatical theory. Sorne elementary knowledge of modero 
linguistics and the theory of speech acts, however, is presupposed, as well as 
sorne notions from rudimentary set theory. Although notions from formal 
semantics are explained and applied, our mode of exposition will on the 
whole be informal. Finally, it should be emphasized that on many points our 
observations are tentative and/or incomplete, many issues deserving book­
length treatment. It seemed more appropriate at the moment, however, to 
raise a number of issues and show how they are interrelated rather than to go 
into the full intricacies of one single phenomenon. 

For critical comments on the preliminary draft of this book and for 
discussions conceming sorne of the topics treated in it I am indebted to 
Lubomír Dolezel, Alois Eder, Uwe Monnich, Petr Sgall, Helmut Schnelle, 
and in particular to David Harrah, Cees van Rees, Hugo Verdaasdonk, 
Jeroen Groenendijk and Martin Stokhof who have pointed out my worst 
errors (sorne of which require correction in our future work). To Robert de 
Beaugrande I am indebted for many helpful suggestions on style, and I also 
would like to acknowledge the helpful comments of the editors of the 
Linguistics Library in which this book appears, as well as the assistance and 
suggestions of Peggy Drinkwater of Longman. 

Finally, special thanks for many discussions and suggestions are due to my 
wife Dorothea Franck, who has also been the essential 'happiness condition' 
in the production context of this text, and to whom, therefore, this book is 
dedicated. 

University 01 Amsterdam TAVD 

June 1976 
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Chapter 1 

The linguistic study of discourse 

1 Aims and problems 
1.1 
In this introductory chapter we will first sketch the place of our investigation 
within the domain of the linguistic study of discourse. Next, we will explain 
how the chapters are related to a unifying theoretical framework; and finally, 
we wíll touch briefl.y on some other areas of a more general interdisciplinary 
study of discourse and their relation to the more specific Iínguistic account 
provided in this book. 

1.2 
The linguistic study of discourse, being part of the more general study of 
naturallanguage, must share its basic aims with linguistic theories in general 
and with grarnrnars in particular. Therefore, it should be determined what 
the ernpirical object of such a study is, which properties of that object should 
be accounted for, and what the nature of such an account should be. More 
particularly it must be made c1ear in which respect both object and account 
are SPECIFIC to the dornain of Iínguistic theory. 

Linguistic theory deals with SYSTEMS of natural language, ie with their 
actual or possible structures, their historical developrnent, cultural differen­
tiation, social function, and cognitive basis. Such systems are usually rnade 
explicit as systems ofconventional RULES determining language behaviour as 
it rnanifests itselfin the use ofverbal utterances in communicative situations. 
The rules are CONVENTIONAL1 in the sense of being shared by most members 
of a linguistic cornmunity: they KNOW these rules irnplicitly and are able to 
use them such that verbal utterances rnay count as being determined by the 
particular language system of the comrnunity as it is cognitively acquired by 
the individuallanguage user.1t is the aim ofa GRAMMAR to give a theoretical 
reconstruction of such a particular rule systern. Such a reconstruction, which 
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involves the usual abstractions, generalizations and idealizations, requires 
the formulation of the levels, categories, units, types of rule and constraints 
necessary to describe the abstract structure of the UTTERANCES2 of language 
users. One of the empirical aims of grammars is to be able to codetermine 
which types of utterance are conventionally ACCEPTABLE3 (and which are 
not) for the language users of a speech community. The part of acceptability 
accounted for by the grammar, viz GRAMMATlCALNESS, pertains to certain 
properties of the abstract structure ofutterances: phonological, morphologi­
cal and syntactical. Apart from these properties of 'form' a grammar is also 
required to specify the meaning structure related to these forms, although in 
the strict sense the meaning of utterances is not 'part of' the structure of the 
utterance, but assigned to the utterance by the language user. In this sense, a 
grammar is usually roughly characterized as a THEORETlCAL FORM-MEAN­
ING RULE SYSTEM: it must also specify how morpho-syntactic structures are 
re1ated to semantic structures. 
1.3 
These few general remarks about linguistic theory and grammar ignore a 
great number of methodological problems, which have given rise to several 
controversies about the necessary levels of description, the units of analysis, 
the empirical basis of grammar, etc. 

The explorations we want to undertake here are based on two assumptions 
regarding linguistic theory in general and the scope and domain ofgrammars 
in particular which are closely related to these problems. The first assumption 
is that the theoretical reconstruction of utterances at the levels of form and 
meaning should be complemented by a third leve1, viz that of ACfION. That is, 
an utterance should not only be characterized in terms of its internal 
structure and the meaning assigned to it, but also in terms of the act 
accomplished by producing such an utterance. This PRAGMATIC leve1 of 
description provides crucial conditions for reconstructing part of the con­
ventions that make utterances acceptable, viz their APPROPRIATENESS with 
respect to the communicative contexto In other words, pragmatic rules, which 
are also conventional and hence known by the language users of a speech 
community, determine the systematic use of utterances. Whether this prag­
matic leve1 of analysis should be incorporated into the grammar - taken in a 
broad sense - or constitute an autonomous linguistic subtheory to be sys­
tematically related to the grammar is one of the methodological problems 
which cannot be solved in this book. There is no a priori reason why a 
grammar should not be a FORM-MEANING-ACfION RULE SYSTEM, in which 
abstract forms of utterances are related to both meaning and function of 
these forms in theoreticalIy reconstructed contexts of communication.4 

The second major assumption on which our inquiry is based pertains to the 
nature of ABSTRACf UNITS in terms of which utterances are theoreticalIy 
reconstructed. It has been usual in most linguistic theories to consider the 
SENTENCE as the maximum unit of description both at the morphosyntactic 
and the semantic leve1s of description. 5 This does not mean it was not 



THE LINGUISTIC STUDY OF DISCOURSE 3 

recognized that utterances may be viewed as manifesting possibly several 
sentences, but that this could be accounted for by describing each sentence 
separately, or by taking SEQUENCES OF SENTENCES to be equivalent with 
COMPOUND SENTENCES. We hope to show in this book that these approaches 
are inadequate: there are systematic difTerences between compound sen­
tences and sequences of sentences, especially at a pragmatic level of de­
scription, and the meaning of sentences may depend on the meaning of other 
sentences of the same utterance although not always in the same way as the 
meanings of clauses in compound or complex sentences. These are reasons 
which have led us to assume that utterances should be reconstructed in terms 
of a larger unit, viz that of TEXT. This term wil1 here be used to denote the 
abstract theoretical construct underlying what is usually cal1ed a D1SCOURSE. 

Those utterances which can be assigned textual structure are thus acceptable 
discourses of the language - at this level ofthe account of acceptability, ie are 
well-formed and interpretable. In this way we disregard the possibility of 
dialogue-discourse, ie a sequence of utterances by different speakers, but it 
may be assumed that such a sequence also may have textual structure similar 
to that of (monologue-) discourse as it is discussed here. 

An important corol1ary of these two assumptions is the further assumption 
that discourse is systematical1y related to communicative action. In other 
words, the pragmatic component should not merely specify appropriateness 
conditions for sentences, but also fordiscourses. It is one ofthe major aims of 
this book, then, to make explicit the systematic relations between TEXT and 
PRAGMATIC CONTEXT. 

1.4 
The general assumptions formulated aboye are not without methodological 
problems and require further specification. Many of the pr~blems involved 
pertain to the SCOPE of linguistic theory in general and of grammars in 
particular. 

First of all, it should be specified what kind of SEMANTICS is needed, both 
for the description of sentences and for that of texts. Although a grammar 
was roughly characterized as a form-meaning rule mechanism, it is obvious 
in the description of such phenomena as pronouns, determiners and topic­
comment articulation, that besides meaning we also need an explication of 
REFERENCE. 6 The notion of INTERPRETATION becomes ambiguous in this 
respect, denoting both the assignment of meaning to certain 'forms' (ex­
pressions) and the assignment of referents to certain expressions. Since a 
theory ofreference has been elaborated, mainly in philosophy and in logical 
semantics, but is not yet integrated into e1ementary linguistics, we will explain 
sorne major concepts of a formal semantics in the next chapter in order to be 
able to describe a number of crucial properties of composite sentences and 
discourses. 

A second problem for an adequate linguistic theory of discourse also 
pertains to semantics, this time taken in a perhaps still wider sense involving 
KNOWLEDGE and COGNITIVE STRUCTURES in general. In linguistic gramo 
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mars, the meaning of sentences is assigned on the basis of the meanings of 
expressions (words or morphemes, and phrases) as specified by a LEXICON. 

Now, it is far from easy to make a clear distinction between lexical meanings 
ofwords on the one hand, and conventional knowledge about the 'world' on 
the other hand. If a sentence like The lable is laughing is in sorne sense 
unacceptable, it is not so much because ofour language but rather because of 
the POSSIBLE FACfS of our actual world and those worlds similar to it. 
Similarly, whether clauses or sentences can be meaningful1y combined into 
one sentence or one discourse, respectively, depends on an interpretation in 
which conventional knowledge of the world is involved, of which the 
knowledge represented by a grammaticallexicon is only a subset. Although it 
cannot possibly be a re1evant task of linguistics to specify this knowledge of 
the world itse1f, we may expect a semantics to indicate how this knowledge is 
used in the interpretation of sentences and discourse, viz by formulating the 
CONDITIONS which make expressions meaningful. 7 

By thus specifying the semantics as a theory which explicates both meaning 
and reference, and both lexical meaning and general meaningfulness con­
ditions determined by world knowledge, we wil1 be able to make explicit one 
of the central notions of a semantic analysis of discourse, viz COHERENCE. 

It should be emphasized that these methodological problems ofa linguistic 
theory of semantics and its delimitation with respect to a theory of reference, 
formal semantics and cognitive semantics, are of a more general nature. 
They become relevant in a serious analysis of notions such as MEANING­

FULNESS, INTERPRETATION, and ENTAILMENT both for sentences and for 
discourse. 
1.5 
A third problem also touches upon questions of the scope of linguistic 
theories. Discourse may have certain structures which while based on 
conventional rules cannot properly be cal1ed linguistic or which at least 
cannot be made explicit by a linguistic grammar. 

A wel1-known example are those structures defining a certain TYPE or sort 
of discourse, eg NARRATIVE STRUCfURES underlying a story. Another 
example are those structures which are traditionally called RHETORICAL: 

when the sentences in a sequence have the same syntactic structures, for 
instance, such parallelism has no grammatical function, but it may have a 
rhetorical function re1ated to the EFFECf of the utterance on the hearer. We 
do not want to treat such structures within a linguistic theory of discourse 
because they are restricted to certain types of discourse or certain STYLISTIC 

USES of language, and because they cannot be accounted for in terms of a 
grammatical form-meaning-action rule system: a parallel syntactic structure 
is not assigned a conventional meaning or a conventional speech acto Hence, 
in a LINGUISTIC THEORY OF DISCOURSE we are only concerned with the 
general conditions, morpho-syntactic, semantic and pragrnatic, determining 
the well-formedness, interpretability and appropriateness, respective1y, of 
any discourse of a particular language. Other discourse structures are to be 
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specified by other theories of the more general STUDY Of OISCOURSE, to 
which we will briefty retum below. 

What may be required of a linguistic theory ofdiscourse, however, is that it 
takes a fonn such that it can be related to other theories ofdiscourse. In order 
to be able to describe parallelism we need a syntax specifying the appropriate 
categories, and in order to define narrative categories or functions we need a 
discourse semantics with units or levels of analysis which can be assigned 
such narrative functions. 
1.6 
The latter requirement raises a fourth major problem for the linguistic 
description of discourse. Even if it should be linguistically interesting to 
postulate a THEORETlCAL UNIT OfTEXT in order to explicate the structure of 
discourse, it does not follow that the set of levels, categories, rules and 
constraints necessary to account adequately for discourse structure is dif­
ferent from that used in the account of sentence structure. And, indeed, many 
of the relations holding between clauses in compound sentences also hold 
between sentences in a sequence, and conversely. 

As such, this fact would not make a linguistic study of discourse trivial: it 
would show that certain rules and constraints can be GENERALlZED for 
sequences of sentences, and that composite sentences and sequences­
whatever their other differences - are equivalent at sorne level of description. 

Moreover, it may also be the case that with the same set of categories, 
levels, units, types of rule and constraints important systematic differences 
between composite sentences and sequences of sentences can be described. 
For instance, although the basic rules for pronominalization and connectives 
are identical within or between sentences, there are other constraints which 
differentiate the APPLlCATlON of the rules. These constraints are mainly 
semantic and pragmatic, and explain the fact that not all composite sentences 
can be transformed into a sequence of sentences, especially the complex 
sentences in which sorne clause is hierarchically subordinate to the main 
clause, or conversely, that not all sequences can be reduced to a composite 
sentence, especially those sequences in which there is a change of speech act 
or a change of topic of discourse - a notion to be explained in this book. 
These differences are grammatically relevant owing to the criterion that 
different morpho-syntactic structures may be related to different semantic 
and pragmatic structures. In other words: if different forms systematically 
have different meanings or different functions, this should be accounted for 
by the grammar (taken in the large sense, ie including a pragmatic com­
ponent). We will investigate this point in detail throughout this book on the 
example of the various natural connectives as used between clauses in 
composite sentences on the one hand and between sentences in discourse on 
the other hand. 
1.7 
We have just indicated that if discourse is simply taken as a sequence, ie as a 
linearly ordered n-tupie of sentences, the difference between this and a 
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description of composite sentences would be reduced to a presumably small 
set ofmainly semantie and pragmatic constraints. In this book we will ignore 
possible ditTerences at the morpho-phonological and syntactic levels. 

Besides these ditTerences in constraints it should be ~sked whether an 
adequate linguistic characterization of discourse also requires other UNITS 
and LEVELS of description. We have already assumed that the unit of TEXT 
should be postulated, and that the description of discourse should also take 
place at a pragmatic level. 

The assumption of extra units and levels for a linguistie description of 
discourse does not mean that they would be EXCLUSIVE to multiple-sentence 
discourses. It may, however, be the case that certain phenomena appear more 
cIearly in a longer discourse than in one, even composite, sentence, ie in a one­
sentence discourse. One ofthe characteristic examples is the notion ofTOPIC 
OF DISCOURSE, briefiy mentioned aboye, or more generally the notion TOPIC 
OF CONVERSATION, denoting what a discourse or part of it 'is abour. Thus, it 
may intuitively be said that several sentences in a sequence belong to the 
'same' topie of discourse. However, as we shall show, it may not be possible 
to determine the relevant topic of discourse to which an individual sentence 
on its own belongs but only in conjunction with the other sentences of that 
particular part of the discourse. 

It seems to follow that a notion such as topic of discourse cannot simply be 
explained in terms of semantic relations between successive sentences. 
Rather, each of the sentences may contribute one 'element' such that a certain 
STRUCTURE of these elements defines the topic of that sequence in much the 
same way as, at the syntactic level, words can be assigned a syntactic function 
only with respect to a structure 'covering' the whole clause or sentence. 

These and other observations have led to the assumption that we should 
postulate an additional level of semantic description, viz that of SEMANTIC 
MACRO-STRUCTURES. In this book we will not attempt to provide a full 
theory of textual macro-structures, but we will try to show that certain 
semantic constraints on both composite sentences and discourse sequences 
are to be accounted for in terms of notions such as topic of discourse or 
THEME, and that these can only be made explicit at a level ofmacro-structural 
semantic description. Note that macro-structures are not specific units: they 
are normal semantic structures, eg of the usual propositional form, but they 
are not expressed by oneclause or sentence but by a sequence ofsentences. In 
other words, macro-structures are a more GLOBAL LEVEL of semantic 
description; they define the meaning of parts of a discourse and of the whole 
discourse on the basis of the meanings of the individual sentences. This is in 
line with a crucial characteristic of an explicit semantics. Thus, as for any 
serious linguistic theory, RULES must be formulated systematically relating 
the semantic representation of sentences to that, at the macro-Ievel, of the 
sequence. 

This notion of macro-structure is RELATIVE with respect to underlying 
semantic levels. The rules should be such that they operate on a sequence of 
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macro-structures to yield still more global macro-structures, until the most 
general macro-structure of a discourse is reached. We see that the semantic 
structure of a discourse may be hierarchically organized at severallevels of 
analysis. 

It will be shown that assuming this additionallevel of semantic analysis not 
only has important COGNITIVE IMPLICATIONS, explaining the processes of 
comprehension and retention of discourse, but that these cognitive impli­
cations are also GRAMMATICALLY relevant to the adequate description ofthe 
use of certain connectives, PRo-forms, determiners, adverbs, and the 
distinction of paragraphs in written language or paragraph markers in oral 
speech of sorne naturallanguages. 8 Similarly, they are also necessary for the 
description of speech acts which are not based on individual sentences but 
which require a macro-structural propositional basis. 

One of the problems arising with the assumption of macro-structures is 
again the delimitation of grammatical versus cognitive semantics. It may be 
argued that macro-structures are only the resu1t of COGNITlVE PROCESSES of 
comprehension, involving generalization and abstraction as a condition for 
necessary information organization and reduction in memory. Clearly, in a 
semantics in which a distinction is no longer made between 'grammatical' 
and 'cognitive', this would no longer be a problem, because any kind of 
meaning would be described in terms of con~entionally based cognitive 
processes of interpretation. In the sense in which a linguistic theory is an 
abstraction from actual cognitive processes and representations, we will 
however assume that an account of the meaning of sequences of sentences in 
a discourse in tenns of sorne kind of semantic macro-structures is a proper 
task of linguistic theory.9 In other words, we assume that the rules of macro­
interpretation belong to the semantic competence oflanguage users and that 
they are conventional, allowing members of a speech community to convey 
meanings at severallevels oflnterpretation. 
1.8 
In the previous sections we have argued that at least certain properties of 
discourse can and should be accounted for in linguistics. We used the rather 
neutral and vague term 'Iinguistic theory', thus provisional1y avoiding the 
need to speak of a GRAMMAR of discourse. Obviously, if we take this notion 
in a very restricted sense, only a few properties of discourse can be accounted 
foro If, however, we are prepared to take the notion of a grammar in a, still 
methodologically sound, wider sense, including a pragmatic component, a 
reference semantics, a semantics with world-knowledge interpretation con­
ditions, and a macro-semantics, we shall be able to account for many general 
properties of discourse within the grammar itself. Although the discussion 
about this matter, ie one 'Iarge' grammar or a 'strict' grammar associated 
with several other (semantic and pragmatic) theories, may in sorne sense be 
rather spurious, we are in principIe inclined to propose the 'Iarge' conception 
of a grammar. The main reason for preferring this option is to be able to 
account, within the same grammatical framework, for a number of 
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GENERALIZATIONS (both for sentences and discourse) within the sarne 
grarnrnatical frarnework, and to show how at alllevels the various rules and 
constraints are interrelated: syntactic structures or rnorphernes rnay only 
have a specific pragrnatic function; certain rneanings are systernatically 
related to certain speech acts; interpretability, even of isolated sentences and 
clauses, requires reference and world knowledge conditions, and clauses in 
cornposite sentences rnay be connected only by a topic of discourse, which 
rnay go beyond the sentence boundary, requiring a specific rnacro-sernantics 
of sequences. 

It is the rnain task of this book to show how these interrelations between 
cornposite sentences and sequences and between sernantics and pragrnatics 
operate. Although we would like to propose our investigation as belonging to 
a 'grarnrnar' in a wide sense as characterized aboye, we do not want to specify 
the precise structure of such a grarnrnar but only to give sorne of its possible 
FRAGMENTS, and sorne relationships between the sernantic and pragrnatic 
fragments of such a grarnrnar. 

2 The organization of this study 
2.1 
In the previous section we have outlined sorne ofthe airns and problerns of a 
linguistic study of discourse. Our investigation takes place against that 
background, and we now have to indicate how the inquiry is organized and 
how the subsequent chapters are interrelated. 
2.2 
First of all it should be ernphasized that only sorne properties of discourse ­
including those of sentences - will be treated. As was rnentioned earlier we 
will pay no attention to possible rnorpho-phonological and syntactic rules 
characterizing discourse, but focus attention on SEMANTIC and PRAGMATIC 

phenornena. The only observations which rnay in sorne sense be called 
syntactic are those relating to differences between cornpound and cornplex 
sentences, and between cornpound sentences and sequences of sentences, but 
the conditions underlying these differences will be shown to be sernantic and 
pragrnatic. 

Secondly, we will ignore those phenornena which have been extensively 
studied in earlier work on discourse, especially pronorninalization, articles 
and definitivization, and presupposition, phenornena which have also re­
ceived rnuch attention in sentence grarnrnars. 10 

Thirdly, we will rnainly focus attention on what rnay be called MONO­

LOGICAL DISCOURSE, even if it rnay be argued that dialogues and 
conversation in general would constitute an ernpirically better warranted 
approach to discourse. Although we have provisionally assurned that natural 
language utterances are to be reconstructed as discourses in terms oftexts, it 
rnay well be that a discourse - having textual structure - is constituted by 

~---------------
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several utterances of several speakers. The structural unity of such a 
CONVERSATION is at least in part determined by the constraints determining 
monological discourse, including pragmatic rules of speech act sequencing. 11 

Finally, Iittle attention will be paid to METHODOLOGICAL and EMPIRICAL 

problems. Sorne ofthe methodological issues have been touched upon aboye, 
especially with regard to the types of semantics required. This means that at 
sorne points we will not hesitate to combine conditions formulated in terms of 
formal semantics with those given in terms of a cognitive semantics. This 
does not imply, however, that a formal semantics can be used as a model of 
cognitive semantic processing. Similarly, apart from sorne remarks about the 
cognitive role of macro-structures and the social implications of pragmatic 
rules, hardly any empirical base for our investigation will be established, 
although the proposed analyses may contain suggestions for relevant experi­
ments. 
2.3 
Our inquiry consists of two main parts: viz a SEMANTIC and a PRAGMATIC 

investigation, which are SYSTEMATICALLY RELATED to each other in the 
sense that the same phenomena which are described at the semantic level will 
also be studied at the pragmatic leve\. Each part will be introduced by a 
chapter of FOUNDATIONS in which the analytical terms will be explained. 
Thus, the semantic part will be preceded by an introduction to formal, 
LOGICAL SEMANTICS, and the pragmatics by an introduction to the THEORY 

OF ACTION. 

These are theories which do not themselves belong to linguistics but to the 
philosophical and logical foundations oflinguistic theory, much in the same 
way as sorne branches of mathematics and the theory of automata were used 
in setting up generative syntax. We do not, however, have the ambition to 
provide a formalization of the analysis: the relevant notions from formal 
semantics and the theory of action will be used in a more 'qualitative' way, 
serving heuristic theory formation with the help of more or less non­
ambiguous technical terms defined in the foundational disciplines. Note that 
even the two introductory chapters are related: in order to define action we 
will be using notions from formal semantics, whereas the semantics of action 
sentences and action discourse requires analytical insight into the 'ontology' 
of action. Moreover, in both cases, ie those of meaning-reference and action, 
we are concerned with a description of what will be called lNTENSIONAL 

OBJECTS, and in both cases we may speak ofthe lNTERPRETATION of objects 
(utterances, doings). 
2.4 
A first phenomenon which will receive extensive attention is that of 
CONNECTION, the CONDlTIONS OF CONNECTION and the natural CON­

NECTIVES expressing connection relations. Both in sentence grammars 
and in the study of discourse connectives have hardly been studied in a 
systematic way, and most relevant studies have been provided in philosophy 
and logic, mostly about logical connectives and their relations with natural 
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connectives. The idea of this study was to investigate the semantic 'roots' 
determining the COMBINATION OF PROPOSITIONS IN PAIRS, to be expressed 
either by composite sentences or sequences of sentences. Given the semantic 
rules for the interpretation of c1auses, very little was known about the 
conditions which determine the meaningfulness of any type of COMPOSITE 
EXPRESSIONS in natural language. In other words, we did not have explícit 
insight into the meaning of natural language connectives, including the 
regular conjunctions and adverbs. It was found that such phenomena as 
REFERENTIAL IDENTITY, determining pronominalization and de­
finitivization, although often paid attention to in discourse studies, are 
NEITHER NECESSARY NOR SUFFICIENT to determine the meaningfulness of 
composite expressions (sentences or sequences) if the related propositions are 
not CONNECTED. The connection conditions are important because they 
decide whether a sequence ofpropositions can be expressed in one sentence at 
aH. The notion of connection wiH be studied in terms of a formal semantics 
and hinges upon RELATIONS BETWEEN FACTS in possible worlds, RELATIVE 
TO a certain TOPIC OF DISCOURSE. 

Connection, however, is a specific phenomenon of a set of other 
COHERENCE phenomena in natural language. That is, sequences of pro­
positions underlying a discourseare not only pairwise connected, but also 
satisfy other coherence conditions, in which the notion of topic of con­
versation also plays an important role, together with phenomena such as 
REFERENTIAL IDENTITY AND DIFFERENCE, the DISTRIBUTION OF SEMANTIC 
INFORMATION, TOPIC AND COMMENT, PRESUPPOSITION and 'assertion' 
(INTRODUCTION). These other coherence phenomena will be studied in a later 
chapter and several discourse fragments analysed. 

FinaHy, it becomes essential to explícate the primitive notion ofa TOPIC OF 
DISCOURSE, viz in terms OfMACRO-STRUCTURES, in the last semantic chapter. 
It will be shown that macro-structures define what may be caHed the meaning 
of a whole passage or discourse, and thus at the same time determine the 
connection and other coherence constraints operating in sentences and 
sequences. 

In the second part of the book it should first be made clear in what respect 
SPEECH ACTS can be described in terms of a THEORY OF ACTION, and how the 
basic concept of pragmatics, viz that of CONTEXT, should be defined, with 
respect to which discourses are to be evaluated as APPROPRIATE or not, 
depending on the systematic relations between text structure and context 
structure. 

The inquiry then runs paraHel with that in the semantic part of the book. It 
examines which pragmatic conditions are involved in connection and in the 
use of connectives and concludes that we should speak both of SEMANTIC 
AND PRAGMATIC CONNECTIVES, the first relating propositions, the second 
relating speech acts. It will then be shown which pragmatic constraints 
determine whether a sequence of propositions is to be expressed in one 
sentence or several sentences, although it should be admitted that sorne ofthe 
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evidence is based on rather fine differences about which our reflective 
judgements - outside natural contexts of communication - may be rather 
weak. 

Similarly, pragmatic rules are sought which codetermine the distribution 
of semantic information in discourse. This means that a systematic study is 
required of the links between sequences of sentences, sequences of pro­
positions and sequences of speech acts. Just as propositions are to be 
connected, so we require sequences of speech acts to be 'connected' in one 
PRAGMATICALLY COHERENT discourse. 

Finally, the systematics ofthe theoretical framework lead us to assume, in 
the last chapter, that we should also speak of macro-structures at the 
pragmatic level, and postulate MACRO-SPEECH ACTS. Just as we have mean­
ings for a whole sequence, so a sequence of speech acts may at a higher level of 
analysis constitute another speech act, which may not be implied by the 
individual speech acts in isolation. Since macro-speech acts also require a 
'content', ie a propositional base, it is possible to relate them to the semantic 
macro-structures. 

Thus, in both parts we move from relatively 'local' phenomena, also 
manifested in composite sentences, to phenomena of a larger scope of 
sequence and discourse description. Instead of studying various semantic 
and pragmatic properties of discourse in isolation, we have followed one of 
the basic methodological criteria of a theory of grammar, viz that the levels 
studied be systematically related: thus, at one level, it was found that the 
more global constraints of macro-structures are based on operations on the 
'local' meanings of the respective sentences of the discourse, but that 
conversely the meaningfulness ofcomposite sentences and pairs of sentences 
depends on the macro-structure. This means that the semantics of sentences 
and that of sequences and discourses cannot be dissociated from each other. 
The same holds for the integration at the pragmatic level of description and 
for the semantic-pragmatic links. 

3 The study of discourse l2 

3.1 
Although we have not been very restnctIve in the delimitation of the 
linguistic part of a more general study of discourse, it is obvious that not all 
systematic properties of discourse belong to the domain of linguistic theory 
and grammar. The conventional rules and conditions of meaning- and 
reference-interpretation, and those of world-knowledge use, and pragmatic 
action and functions have been liberally integrated into the task oflinguistic 
discourse analysis, but this is less obviously so for other conventional rules 
and conditions, such as those mentioned earlier OfNARRATIVE THEORY and 
RHETORIC. The categories, units, levels and rules involved here are different 
from those used in syntax, semantics and pragmatics of natural language, 
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although a similar SEMIonc distinction may be made in the neighbouring 
disciplines. 
3.2 
The primary interdisciplinary studies are, of course, the PSYCHOLINGUISTIC 
and SOCIOLINGUISTiC studies of discourse which are undertaken in order to 
be able to provide an empirical basis for a linguistic study of discourse. 
Theoretical and experimental studies are being carried out at the moment 
regarding the cognitive PROCESSES of discourse production, comprehension, 
storage, and reproduction. 13 Besides the more general conventional rules, 
these processes require STRATEGIES ofcomprehension ofa more probabilistic 
nature, during which hypotheses are formed with respect to referent identifi­
cation, connection, coherence and macro-structures. Questions about the 
selection, combination and abstraction OfINFORMATiON from discourse and 
the formation and transformation OfKNOWLEDGE AND BELIEFS are relevant 
here, and are important for linguistics if it is further shown that these 
processes depend on the structure of the discourse. In the chapter on macro­
structures we will briefly consider these cognitive implications of the theory. 

At the moment, there are few insights into the ACQUISITION of specific 
discourse rules, but experiments now being carried out with story-telling of 
children may shed light on that problem soon. 

Much ofcurrent work in sociolinguistics has been focused on properties of 
morpho-phonological and syntactic structure: hence the specific semantic 
and pragmatic constraints holding in discourse have not yet been de­
monstrated to depend systematicallY on differences of social context, apart 
from the well-known STYLISTIC differences (lexicon, sente~ce length and 
sentence complexity).14 Whether there are social differences in connection 
and coherence rules, the distribution of information, and the construction of 
topics of discourse and conversation is an empirical question still to be 
investigated. 
3.3 
Much of the most interesting work on discourse has been done outside 
linguistics in such disciplines as ANTHROPOLOGY, SOCIOLOGY, RHETORIC and 
LITERARY SCHOLARSHIP. Recently, ANTHROPOLOGY has paid extensive 
attention, within the 'ethnography ofspeaking' paradigm, to the various types 
of discourse used in different cultures (narratives, riddles, word-games, 
invectives, etc), 15 and to the theory of narrative in the analysis of myth. 16 

SOCIOLOGY, under the label of 'ethnomethodology', has focused on the 
analysis of everyday conversation, rules of sequencing and the micro-social 
constraints on discourse and speech acts in interaction. 17 

SOCIAL PSYCHOLOGY has less paid attention to a systematic analysis of 
discourse than to the systematic EFFECTS ofdiscourse and its 'content' on the 
beliefs and behaviour of individuals in society, especially in the framework of 
analysing mass media messages. 18 The interesting problems here are to be 
solved with the help of the results of a cognitive approach to discourse, in 
which it is determined which semantic structures expressed by which surface 
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structures and stylistic structures are stored in memory and affect existing 
knowledge and beliefs. At the moment sorne behaviouristic evidence exists 
about the relations between discourse structure and the change of beliefs and 
attitudes, but there is little explanatory insight into the underlying cognitive 
and social processes. 

Finally, the disciplines of RHETORIC, STYLISTICS and LITERARY 

SCHOLARSHlp19 should be mentioned as those which have been most 
concerned with the study of certain properties of discourse and certain types 
of discourse. It has been argued aboye that the specific structures described 
by these disciplines should be viewed as 'additional' to the basic linguistic 
structure ofthe discourse. These structures differentiate discourse types and 
determine specificeffects of discourse communication, eg aesthetic emo­
tional, epistemic effects. Our linguistic theory of discourse will have to 
function as an appropriate basis for the study ofthe more specific structures 
and functions. For instance, narrative units and categories may now be more 
explicitly related to discourse at the level of macro-semantics. Similarly, 
certain stylistic and literary operations consist precisely in changing the more 
general rules and conditions of connection and coherence. 

It is in this sense that a linguistic theory ofdiscourse is intended not only as 
a contribution to linguistics but also as a basis for the study of discourse in 
other disciplines, thus further advancing the integration ofdiscourse analysis 
into the general study of language and communication. 20 

Notes 
1 Whereas the emphasis in the generative-transformationaJ paradigm in linguistic 

theory has been mainly on the cognitive basis of language, we would like to stress 
also the social basis of language and language use, in which the central notion of 
'convention' is to be defined. For a general discussion of this notion, see Lewis 
(1968). 

2 The notion of'ulterance' is not without problems. First ofal! it is ambiguous in the 
sense of denoting both an object and an act, viz the act ofproducing that object. We 
use the term only in the first sense, viz as the product of an act of speech or writing. 
Secondly, we should distinguish between ullerance TYPES and ulterance TOKENS, the 
lalter being the unique, physical speech product ofa speaker duringa specific period 
of speaking. When we use the term we use itto mean an utterance type. For further 
discussion, see Chapter 7 and the altempts at definition in Kasher (1972). 

3 'Acceptability', mostly used in linguistics as a term belonging to the theory of 
'performance' - ie the actual use of language - is a concept which is rar from clear. 
For extensive discussion ofthe term, see the contributions in Greenbaum, ed (1977), 
eg van Dijk (1977). 

4 Formulating pragmatic rules in the grammar means that such a grammar must 
account not only for the ability to construct 'correc!' utterances but for the ability to 
use such utterances adequately in sorne communicative situation. The lalter ability 
has been called 'communicative competence' (see Hymes, 1972). In severallinguistic 
schools, eg in tagmemics (see Pike, 1967) and functional grammar (eg Firth, 1957, 
1968; Halliday, 1973), this idea was already present in sorne form before arising in 
the present context of pragmatics and the study of language use. 
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5 Again with the exception ofthose linguists associated with the 'schools' mentioned 
in note 4, who have often stressed the relevance of a linguistic study of discourse. 
The same holds for one of the 'founders' of structuralist linguistics, Zellig Harris, 
although his 'discourse analysis' has little to do with the analysis of discourse but is 
rather a theorv of svntactic structure of sentences. See Harris (1963) and comments 
by eg Bierwisch (l965a). For a brief survey of the 'history' of discourse Iinguistics 
and text grammar, see van Dijk (l972a, Ch 1). For readers on the topic, see 
van Dijk and Petófi, eds (1977) and Dressler, ed (1977). 

6 There is much work in philosophy on the notion of reference. For introductory 
reading and further references, see Linsky (1967) and Linsky, ed (1971). See also 
Geach (1962) and Strawson (1971). For references to logical semantics, see the notes 
to the next chapter. 

7 In cognitive psychology and artificial intelligence these parts of knowledge are 
called 'frames', a notion which will be used to establish the coherence ofa discourse. 
Attempts have been made in computer simulation of language comprehension to 
make explicit at least sorne fragment of our conventional knowledge of the world. 
See Chamiak (1972) and Bobrow and Collins, eds (1975), and the notes to the 
suceeeding chapters for further references to cognitive semantics. 

8 See Longacre (1970). Examples of the other surface manifestations of macro­
structures are given in Chapter 5. 

9 In this respect we find ourselves in disagreement with certain critics of our earlier 
work in text grammar (eg Dascal and Margalit, 1974), whatever the further 
justification of their criticismo In this book we hope to make the macro-structures 
and especially the macro-rules more explicit, relating the macro-structures to the 
semantic representations of the sentences of the discourse. In Chapter 5 it will also 
be shown that macro-structures have been empiricaJly assessed by experiments. 

10� See the references in van Dijk (1972a, I973a) and those given in the bibliography of 
text linguistics by Dressler and Schmidt (1973). For the major portion of current 
work on these phenomena, both in sentence grammar and text grammar, the reader 
is referred to the linguistic journals, and to the monograph series on text Iinguistics 
from Buske Verlag (Hamburg) and De Gruyter Verlag (Berlin-New York). See 
also Halliday and Hasan (1976). Dressler (1972) gives a first introduction. 

II� See the references given in note 17 below regarding the analysis of conversation. 
12� Since the study of discourse involves research in various disciplines of the hu­

manities and the social sciences, it is impossible to give a complete set of references 
to various approaches to discourse. For each domain we mention a few works 
which are either representative, introductory or contain many further references. 
We have mentioned the various disciplines in order to pay tribute to the important 
insights into discourse obtained by various scholars outside linguistics, and to 
show, however briefty, where and how our own Iinguistic research in this book 
could be applied. 

13� See the references for the psychology of discourse in Chapter 5. 
14� See however Labov (1972a, Part llI, I972b, Ch. 3, and 8), and comments by him on 

Bernstein's code distinction (restricted versus elaborated) (Bernstein, 1971) which 
also pertains to discourse properties. 

15 See Baumann and Scherzer, eds (1974) and Gumperz and Hymes, eds (1972). 
16 This work has become theoretically interesting since the (re-)discovery of the work 

ofPropp (1968[1928]), and has been carried out mainly in the Soviet Union, France, 
the USA, Canada and Finland. See Maranda, ed (1972), issues 4 and 8 of 
Communicalions (Paris), and the further references given in van Dijk (1 972a, 
1975a). 

17 See the contributions in Sudnow, ed (1972), especiaJly the work by Sacks and 
ScheglolT. 

18 See eg Himmelfarb and Hendrickson Eagly, eds (1974) for readings on attitude 
change, and Holsti (1969) and Gerbner, el al, eds (1969), in particular for the 
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content analysis of discourse or 'messages'. Well-known studies on the efTect of 
discourse structure in persuasive contexts have been carried out by Hovland and 
associates, see eg Hovland, el al (1957). Thus, several studies have been made on 
propaganda, political discourse, and advertising which belong to the larger field of 
discourse studies. 

I 9 For these disciplines and their relevance to linguistics and the study ofdiscourse, see 
van Dijk (l972a) and references given there. See also Plett (1975). 

20 For surveys or inlroductions lo Ihis more general sludy of discourse, see Schmidt 
(1973), Rommetveil (1974) and Dressler, ed (1977). 
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Chapter 2 

A brief introduction to 
forma I serna ntics 

1 Formallanguages 
1.1 

In the following chapters we will use sorne concepts from FORMAL or 
LOGICAL SEMANTICS. Since this kind of semantics is not yet a standard 
component ofelementary linguistics, we will give a fragmentary introduction 
to the basic notions in this field. For more complete introductions we refer to 
the various handbooks of logic, in which also the syntactic and axiomatic 
properties of logical systems and their relations to semantics are treated. 1 At 
the end of this chapter we also pay attention briefiy to the relations between 
formal semantics and the study of naturallanguage. 

1.2 
Formal semantics is part of the study of FORMAL LANGUAGES. Unlike 
naturallanguages, formallanguages are artificial; they are constructed by 
logicians and mathematicians. Yet, formallanguages and naturallanguages 
have certain abstract structures in common, which allows the application of 
logic in grammar. Furthermore, beside~ the study ofthe specific properties of 
various formal systems per se, logic and mathematics may support the 
FORMALIZATION of theories in the natural and social sciences. 

A language, whether natural or artificial, may be defined as a set of 
symbolic EXPRESSIONS. In a formallanguage this set is strictly defined: RULES 
stipulate what is an expression of a particular formallanguage and what is 
noto Just as in grammar, we here speak of rules of SYNTAX, in particular, of 
rules that define which expressions are WELL-FORMED and are called 
FORMATION RULES. Such rules operate on symbols: they specify which 
sequences of symbols are well-formed. The set of ditTerent symbols used in a 
particular formal language will be called the LEXICON of that language. 
Symbols belong to various CATEGORIES,just as words in naturallanguage are 
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of various syntactic categories (nouns, verbs, etc). The categories determine 
whether a sequence of symbols is well-formed or no1. 

One basic and elementary formal language is that of PROPOSITlONAL 

LOGle. The language of a standard propositionallogic has expressions from 
the following four CATEGORIES: 

(i) proposition letters: p, q, r, ... 
(ii) binary connectives: &, V, ~, == 

(iii) a symbol of negation: ­
(iv) structure symbols: (, ), [, ] (parentheses) 

The FORMATlON RULES then define which sequences of these symbols are 
WELL-FORMED FORMULAE (wtf's) of that language. If rx and fJ denote wtf's,2 
we may formulate the following rules: (i) each proposition letter is a wff; (ii) 
IX. fJ is a wff, where '.' denotes a binary connective; (iii)-rx is a wff. Note 
that the rules are recursive: rx and fJ may stand also for compound wtf's. The 
parentheses or structural symbols indicate the scope of the connectives and 
negation. 3 According to these rules the following sequences of symbols are 
wtf's :p,p V q, (p &q) V r, (q& r) ~(p V r), - [p V -(r&-s)]; andpq,p V &r, 
p - V s, ( )p - & - V) are no1. Sorne of the well-formed formulae are equiva­
lent, ie may be mutually substituted for each other. Thus p &q is equivalent to 
q&p,pV q to qV p. 

A characteristic subset of syntactic rules of a formal system are the 
DEFINITIONS ofthis system, eg definitions ofthe connectives in terms of each 
other:p& q may bedefined as -( -p V -q),p Vq as-( -p &-q), - -p asp, 
p==q as (p~q)&(q ~p), and p~q as - (p &-q). 

Typical offormal systems are the DERIVATION RULES. These rules allow us 
to derive one formula from a sequence of one or more other formulae. A 
formula thus derived is called a THEOREM if it is derived from a primitive 
formula, ie an AXIOM, or from another formula derived from an axiom, ie 
from another theorem. The set ofaxioms is characteristic of a particular 
logical system. Thus, a theorem can be derived (or PROVED) from axioms and 
other theorems with rules of definition and rules of derivation (also called 
RULES OF INFERENCE). Characteristic axioms ofa propositionallogic are, for 
example: (PVp)~p, q~(pVq), (pVq)~(qVp) and (q~r)~«pVq)~(p 

Vr». Well-known theorems inelude p ==p, p ~(p Vq), (P&q) ~p, p ~(q~p). 

Derivation rules are the fol1owing: (i) detachment: ifp ~ q and pare given, 
derive: q; (ii) substitution: any proposition letter may be uniformly sub­
stituted for another proposition letter in a formula. 

Given these derivation rules and the axioms it may be proved that the 
theorems given are indeed derivable and that the equivalences in the de­
finitions are also theorems. It is possible to choose other axioms and other 
derivation rules in order to characterize the same set of theorems of this 
logical system. 
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2 Truth-functional semantics 
2.1 
A logical system not only consists of a set of formulae as specified in the 
syntax: formulae are also assigned an INTERPRETATION. Such an in­
terpretation is given by the SEMANTICS of the system. A system without rules 
of interpretation is often called a CALCULUS. The rationale for the syntactic 
rules, however, is often semantic. That ¡s, the categories, axioms and 
derivation rules are already chosen with an eye to their semantic roles. In a 
propositional system like the one briefly referred to aboye, the propositional 
letters are interpreted as expressions of PROPOSITIONS. There are various 
conceptions of this notion of a proposition. In linguistics, the meaning of a 
declarative sentence is often called a proposition. Sometimes the term 
STATEMENT is also used. In the semantics of (propositional) logical systems, a 
proposition is simply defined as an object which is assigned a TRUTH-VALUE. 

\- In classical systems this means that a proposition is either assigned the value 
TRUE or the value FALSE (but not both). Sorne systems also use a third truth­
value, viz NEITHER TRUE NOR FALSE or INDETERMINATE. We see that the 
content or meaning of a proposition is disregarded in such a semantics: what 
is relevant here is only whether a proposition is true or false. 

Compound formulae, ie expressions containing several propositional 
variables, are interpreted as expressing COMPOUND PROPOSITIONS. These are 
also either true or false, and their truth-value is determined by (i) the truth­
value of the propositional variables, (ii) the values of the connectives. In 
other words: THE INTERPRETATION OF AN EXPRESSION IS DETERMINED BY 

THE INTERPRETATION OF EACH PART OF THE EXPRESSION. This is an 
important principie in formal semantics. Since the value of a compound 
proposition is either 'true' or 'false', and since this value depends on the truth­
values ofthe component propositions (also either 'true' or 'false'), we say that 
this semantics is TRUTH-FUNCTIONAL. The only thing we need to know is how 
the connectives operate on the values of the component propositions. These 
connectives are usually interpreted as follows: &: 'and', V: 'or',::>: 
'if ... then', == : 'if and only ir (or 'is equivalent to'). These interpretations do 
not run parallel with those ofthe connectives and, or, if . .. then, ifand only if 
in naturallanguage. This will be one of the major topics to be discussed in the 
next chapter. The 'meaning' ·of the logical connectives is much more 
restricted. Moreover, it will be given only in TRUTH-FUNCTIONAL terms: ie 
for each connective it is specified how it determines the truth-value of a 
compound expression, given the values of the component propositions. 
Thus, the semantic role of the connective '&' is the following: it makes the 
compound proposition 'true' if both conjuncts are 'true', and it makes the 
compound formula 'false' if one or both of the conjuncts is 'false'. Such 
semantic interpretations of the connect.ives are usually given in TRUTH 

TABLES. The values 'true' and 'false' are usually abbreviated as 't' and 'r, or 
as '1' and 'O', respectively.4 A truth table for the connectives used in the 
system introduced aboye is as follows: 
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p q p&q pVq p=>q p==q -p 

l l I I l l O 

I O O I O O O 

O I O I I O I 

O O O O l l l 

Since negation behaves like the connectives, in that the truth-value of the 
whole formula depends on the value of the proposition, it is also included in 
the truth table. 

It should be noted again that the interpretation of the various connectives, 
especially of '=>', does not always follow our (natural) language intuitions. 
Thus, the compound proposition 'If Peter is ill, he has called a doctor' is true 
also if 'Peter is ill' is false. There are logical systems which would assign the 
value 'neither true nor false' in such a case. Such proposals, and their 
importance for the analysis of the connectives in natural language, wil1 be 
discussed in the next chapter. 

Note also that the truth table allows us to determine the truth-value ofany 
well-formed formula of the system: instead of p or q we may have more 
complex formulae (ofwhich each elementary part is assigned a truth-value as 
in the table), eg (p & q) V(p => r), of which we only need to know the 'total' 
truth-value in order to compute the value of a stil1 more complex formula of 
which it forms a part. 
2.2 
It was said aboye that much ofthe syntax offormallanguages is worked out 
within a semantic perspective. One of the central properties of the derivation 
rules is that they are being formulated such that they 'preserve truth·. That is, 
given a formula IX and a formula {J, if {J is derivable from IX, then if IX is true {J is 
also true. This means that ifwechoose formulae as axioms which are ASSUMEO 
to be true, all theorems which are derivable from these axioms will also be true. 
This is precisely the way acalculus is set up: we are interested not only in well­
formed formulae but also in true formulae. In particular, we are interested in 
thesetofvALloformulaeofasystem: a valid formulaisa formula whichis true 
under any interpretation of its component (atomic) propositions. Thus, a 
formula like p V -pis true whatever p means (in truth-functional terms: 
whether pis true or pis false). The same holds for (p Vq) == (q Vp): whether p 
is true or false (throughout the whole formula), the formula will remain true 
under any interpretation. We may say that in such valid formulae truth is 
'structural': it only depends on theform ofthe expression and the connectives 
used. 

A formal system is usually required to be CONSISTENT. This means that if 
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the formula a can be derived in it, the formula - a cannot possibly be 
derivable. According to our definition ofvalidity the formula -a would then 
be false under any interpretation (of the component propositions of IX). 

Another typical logical property of the propositional system discussed 
aboye is its COMPLETENESS, which establishes a c1ear connection between the 
syntax and the semantics: a system is complete if and only ifevery valid wff is 
also derivable as a theorem. This is the case if the axioms are valid and the 
derivation rules validity-preserving. One of the central tasks of logicians is to 
PROVE that sorne constructed system is real1y consistent and complete (or 
incomplete). 

Although the notions of truth and validity are c10sely intertwined with 
syntactic notions, we should make a c1ear distinction between SYNTACTIC 

DERIVABILITY as a relation between wtrs and the truth-preserving relation 
between interpreted wtrs, viz propositions. The latter relation (which wil1 
also be discussed below) is that of SEMANTIC ENTAILMENT. If pis derivable 
from IX, then it is said that IX ENTAILS p, or rather that the proposition 
expressed by IX entails the proposition expressed by p, and conversely if the 
system is complete. 

The syntactic relation of derivability between formulae may itself also be 
expressed by a symbol, viz by 'f--', where IX f-- Pis read: 'P is derivable from IX'. 
When we just write f--IX, this means 'a is derivable' (in a system), or simply 'IX is 
a theorem' (of a system). Similarly we use the symbol 'If--' to denote semantic 
entailment, where 1X1f-- p reads 'ex entails p', and If--ex reads 'ex is valid' (in sorne 
interpreted system). 

3 Predicate logic and its semantics 
3.1 
The propositional system briefiy introduced aboye is, so to speak, a 'basic' 
system. It may express simple or compound propositions as 'wholes', ie it 
does not give a further analysis of the logical INTERNAL structure of the 
propositions. Sentences like Peter is iII and Peter didn't know whether Mary 
would seU him herjewelsfor the ridiculous price ofiJOO are both treated alike. 
It is natural, however, to say that the truth-value of the propositions 
themselves is also determined by the various parts of their internal structure. 

A language with categories ofexpressions for such parts ofsentences is that 
of a PREDICATE LOGIe. 1ts typical categories are: 

(i) individual variables: x, y, z, . 
(ii) individual constants: a, b, e, . 

(iii) n-place predicate letters: f( . .), g(. ., ..), ... 
(iv) quantifiers: 3, I;f 

Further it has negation, connectives and auxiliary symbols (plus a comma) as 
in a propositionallogic. The intended interpretations ofthese symbols are as 
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follows. Individual expressions are interpreted as (stand for, or denote) 
individual things or objects: a variable as an arbitrary object, and a constant 
as sorne specific or particular object, like the expressions someone and Peter 
(or the boy) in naturallanguage. N-place predicate letters are interpreted as 
expressing properties of, or relations between such things or objects, like is ill, 
walks and loves or sells, respectively. The quantifiers are interpreted as 
follows: '3x' is read as 'For at least one x', and "l/x' as 'For all x'. In natural 
language we have more quantifiers, eg many, some, most, etc. Again, the 
logical system only uses sorne of the elements of naturallanguage, and this 
use is moreover restricted in specific ways. The reasons for these particular 
uses in logic are partly to be sought in its role as a foundation of mathematics. 

Although sorne basic elements of the sentence structure of natural lan­
guages appear also in the categories and syntax of predicate logics, it must be 
borne in mind that predicate logics were not primarily developed as a means 
for linguistic analysis. We shall return below to the possible applications of 
logic in linguistics. 

The FORMATION RULES ofa predicate logic are the following: (i) iffis an n­
place predicate letter and al" .. ,a. are TERMS (ie individual variables or 
constants), then f(a l , • •• a.) is a wfT; (ii) if ex and pare wtrs so are -ex, 
('v'x)(ex), (3x)(ex), and ex. p. Usually we put parentheses before and after the 
sequence of terms, and commas between the terms. According to these rules 
the following sequences of symbols are wtrs of a predicate language:f(a), 
f(x), g(b, y), ('v'x)(f(x, a», ('v'y)(3z)(g(y, z», whereas bg, a('v'x) and (3x)(3y) 
are not. 

Variables are said to be BOUND by the corresponding quantifiers, as in 
(3x)(g(x, a» and ('v'y)(h(x, y, z», and called FREE ifthis is not the case, as x in 
g(a, x) and (3y)(g(x, y». A wfT containing free variables is called a 
PROPOSITlONAL FUNCTION, a wfT without propositional variables is called a 
SENTENCE. Thus, a propositional function such asf(x) may be turned into a 
sentence if we substitute a for x. If we take expressions from natural 
language, is ill (x) would be a propositional function and is iII (Peter) would 
be a sentence. 

We usually put parentheses around that part of the formula which is the 
scoPEofa quantifier. Thus in (3x)(f(x, a» &g(b)only the partf(x, a)is under 
the scope ofthe quantifier. The same holds for the use ofthe sign ofnegation. 

A formula such as -('v'x)(3y) [f(x, y) ::>g(y, x)] would eg be read as: It is 
not the case that for all x there is at least one y such that: ifx has a relationfto 
y, then y has a relation 9 to x. 

Many predicate logics have an additional specific category, viz a binary 
relation (between individuals) of IDENTITY (=), usually written not before 
the variables but between them: a=b and (3x)(3y)(x= y) are well-formed. 
Just as logical connectives may be defined in terms of each other (and 
negation), logical quantifiers may be defined in terms ofeach other. Thus, 'all 
x have a property g' could also be read as 'no xdoes not haveg', and conversely 
'sorne x (at least one) have h' may be read as 'not all x do not have h'. Again, 
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this equivalence does not always hold for the corresponding naturallanguage 
quantifiers. 

The AXIOMATIZATION of this predicate calculus is based on the pro­
positional calculus; theorems in the latter become theorems in the former by 
substitution: ifp:::::Jp is valid thenfa :::::Jfa, (3x)[h(x)]:::::J (3x)[h(x)] are theorems 
of the predicate calculus. Further axioms are of course necessary, eg for the 
properties ofthe quantifiers. Thus it will be assumed that under sorne further 
conditions formulae ofthe type ('v'x)[f(x)] :::::Jfa are theorems. Indeed, iffis a 
property of all objects, then it is also a property of sorne (any) object a (or b, 
or e, etc). Further we have the equivalence of ('v'x)[f(x)] with f(x): if any 
arbitrary x hasf, then all x havef, and conversely. Formulae ofthe structure 
('v'x)[f(x):::::Jg(x)]:::::J('v'x)[f(x)]:::::J('v'x)[g(x)] are also theorems. 

As rules of derivation we may have (i) the predicate logical version of the 
detachment rule (also called MODUS PONENS) : if rx:::::J fJ and rx are theorems 

\- then fJ is a theorem, (ii) and the rule ofuniversal generalization which allows 
us to go from formulae like (Ix) to formulae like ('v'x) [f(x) J. Similar axioms 
and rules may be given for the existential quantifier 3; if a formula likefa is a 
theorem we may infer (3x)[f(x)]: indeed, if sorne specific particular in­
dividual has f, then we may safely conc1ude that there is at least one 
individual with this property (whereas the converse does not hold, ofcourse). 
Several combinations ofaxioms and derivation rules are possible in order to 
define the same set of theorems. 
3.2 
The SEMANTICS for a predicate logical system such as the one very roughly 
sketched aboye requires also a number of specific properties. As in a 
propositional system wff's are either true or false, where compound wff's 
again are interpreted according to the truth tables for the connectives 
(inc1uding negation). The truth-value of an atomic proposition, however, 
now depends on the VALUES of its internal parts: we must INTERPRET the 
predicate letters, the individual constants and variables, and the quantifiers. 

Above, it was said that individual expressions are intended to be in­
terpreted as (denoting, referring to) INDIVIDUAL THINGS or objects. Hence, 
we need a set of such things as possible values for the individual expressions. 
This set is usually called a DOMAIN and denoted by the symbol D, where the 
members of D are dI, d2 , • •. In interpreting an individual expression we 
take sorne member di from D as the VALUE of that expression. The 
assignment ofvalues is operated by a function, viz a VALUATION FUNcnON, 

which takes expressions of sorne formal language as arguments. Such a 
function will be denoted by the letter V. Thus, wff's from the propositional 
and predicate calculi are assigned a value from the sets {true, false} or {O, I}, 
as follows: V(a) = 1, V(fJ)=O, or V(a&fJ)=O, for example. Similarly, the 
function V will assign sorne member di of D to sorne expression like a: V(a) 
=d¡ or V(b)=dj • Predicate letters are c1assically interpreted as SETS of 
objects, viz the set of objects having a certain property or the set of pairs 
(triples, ... n-tuples) of objects standing in a certain relation to each other. A 
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predicate like the naturallanguage expression is i// would thus be interpreted 
as the set ofil1 things(people), and the predicate loves as the set ofpairs (x,y) 
such that x loves y. The sets which are the values of predicate letters are the 
subsets DI' D2 , . .. of D, or ofthe cartesian product D x D. The valuation of a 
predicate letter is thus written as V(j) = Di, where Di is the set of things 
having the property f From these interpretations of the parts of a pro­
position, the interpretation ofthe whole proposition is simply given as fol1ows 
(iff=if and only il): V(f(a» = l iff V(a) E V(j), V(f(a»=O iff V(a); V(j).5 
In words: a proposition is true if the object denoted by a is a member of the 
set denoted by f Thus a proposition like 'John is ill' is true, if there is sorne 
object John, ifthere is aset ofill people, and ifthe object John belongs to this 
set, viz has the property of il1ness which characterizes this set. Similarly, for 
the interpretation ofan expression likeg(a, b), where a pair of objects (di' dj ) 

must be an element of the set Di denoted by g, where Di is a subset of D x D. 
The formal semantics of quantifiers has a number of complications which 

cannot be discussed here. A formula like (3x) lf(x») is true ifT there is a d in D 
such that, for sorne individual constant a, the value of a is d, and the formula 
I(a) is true. That is, an existential1y quantified formula is true if one arbitrary 
individual satisfies the predicate. A universal1y quantified formula is true if 
for every dE D such that d is a value of a constant a, b ... the formulae/(a), 
j(b), ... are true. We see that an existential quantifier is related to an (infinite) 
disjunction of formulae, and a universal quantifier to an (infinite) con­
junction of formulae. 

The conditions given aboye, in terms of valuation functions and a domain 
(and its elements and subsets) are TRUTH CONDlTIONS. In all cases where 
these conditions are not satisfied the formula will be assigned the value O 
(falsity). These truth conditions are RECURSIVE. If we know the in­
terpretation rules for the various types ofexpressions (categories) and oftheir 
structuralcombinations, we can interpret any formula ofthe language, which 
is an aim of a semantics. 
3.3 
It has been shown that formulae of a formallanguage are interpreted with 
respect to a domain of individuals, also cal1ed the UNIVERSE OF OISCOURSE, 

and under a certain valuation. An ordered pair of such a domain and a 
valuation function, viz (D, V), is cal1ed a MODElo A formula is said to be true 
(or false) IN a model. If a formula is true in at least one model (ie for sorne 
universe of discourse under sorne valuation) it is cal1ed SATISFIABLE. A valid 
formula is a formula which is true in al1 models. Since formal semantics 
interprets formal language in terms of models, it is sometimes also called 
MODEL THEORETICAL semantics. 

This semantics, as we have seen, is formulated in a SET-THEORETICAL 
language: the universe of discourse with respect to which formulae are 
assigned truth-values is characterized in terms of sets, operations on or 
relations between sets, members of sets, and functions. It is possible to give a 
semantics also in terms of other mathematical systems (eg of algebra or 
topology). 
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Below, it wil1 be shown that a semantics for natural Janguage must be 
'richer' than the elementary semantics outlined aboye. If it could intuitively 
be said that semantics specifies the relations between (Ianguage) expressions 
and the 'things' these expressions are 'about', it should be emphasized that a 
formal system not only gives the formal (or logical) structure of these 
expressions but also a formal reconstruction of those structures of the 
universe of discourse needed to interpret these expressions. 

4 Modal logics and their semantics 
4.1 
The propositional and predicate logical systems are the basic and standard 
systems of logic, even if there are many variants of each system, ie with 
difTerent sets ofaxioms, rules, categories in their syntax and with difTerent 
types of semantics. 

These basic systems may however be enriched with additional categories of 
expressions for a certain number of reasons, eg in order to be able to express 
certain structures of formal or naturallanguages. One of these categories is 
that of MODAL expressions, eg It is necessary (that), It is possible (that), It is 
known (that), lt is obligatory (that), It is wished (that), etc. To these various 
kinds of modalities, viz alethic (necessary, possible), epistemic (knowledge), 
doxastic (belief), deontic (obligation, permission), boulomaeic (want, wish, 
preference), etc we may add expressions of TIME, like It is (now) the case 
(that), It was (has been) the case (that), It will be the case (that), which are also 
expressed by TENSES in naturallanguage. 

Whereas a predicate logic such as the one discussed above makes explicit 
the logical structure ofsuch sentences as Peter is il/or Peter hit Mary and John 
went lO Paris, it does not account for the tenses in these simple sentences 
(among other things), nor can it account for such modifications of these 
sentences as Perhaps Peter is iII or Peter wants lO hit Mary and John mustgo lO 

Paris. The addition of a special category of modal and tense expressions to 
propositional and predicate logical systems therefore considerably enhances 
their expressive power with respect to the structure of sentences in natural 
language. 
4.2 
Formal1y speaking, modal expressions are operators: they combine with non­
modal sentences to make more complex sentences. Given a sentence Peter is 
il/, we obtain another sentence by prefixing It is possible that. 

Most thoroughly studied are the alethic modalities It is necessary that 
and lt is possible that, which are usual1y symbolized by 'O' and 'O', re­
spectively, and prefixed to any wfT. Thus Op, O(p & q), O(p::> q) are wtrs of a 
MODAL PROPOSITIONAL CALCULUS, and O(V'x)lf(x)], Og(a, b), 
D(V'x)(3y)[h(x, y)] &Ofa, are wfT's of a MODAL PREDICATE CALCULUS. 6 

Modal expressions may also modify modal sentences, hence expressions of 
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the type OOp, 00 q, 000 r are also well-formed where each modal operator 
may be preceded by a sign of negation. 

As is usual in setting up a new (or extended) logical system, appropriate 
axioms and derivation rules must be formulated for the new category of 
expressions. DilIerences in tbis respect define dilIerent modal systems. 

Necessity and possibility are related notions and may, just like the 
quantifiers, be defined in terms ofeach other, such thatl:Jp == -o- p and Op == 
-0-pare valid wtrs. Indeed, if something is necessarily the case then it is 
impossible that it is not the case, and something is possibly the case, ifit is not 
necessarily not the case. 

We may have various types ofnecessity or possibility: something may be 
physically, biologically, psychologically or sociologically necessary or poss­
ible. The modalities treated in modallogics are LOGICAL MODALITIES, which 
are an abstraction and generalization from the other modalities. Thus, we say 
that valid formulae of a logical system (tautologies) are 10gicalIy true or 
LOGICALLY NECESSARY. Similarly, a wII which foBows logically from other 
wtrs foBows necessarily. A wII which is not 10gicaBy or necessarily true is 
caBed CONTINGENT or contingently true.lts truth does not depend on purely 
logical properties of a formula, but on the facts of the universe of discourse. 

Another specific element of modal systems are the connectives of LOGICAL 

or STRICT IMPLICATION and EQUIVALENCE, written as '~' and •=' re­
spectively. The first formalizes the relation of logical derivability between 
sentences, and is usuaBy taken to have the relation of ENTAILMENT between a 
proposition as its semantic counterpart. Its relation to the notions of 
necessity and possibility, mentioned above, is given in the definition of '~': 

p ~ q ==O(p =:J q). Two sentences are 10gicaBy equivalent if they mutually 
imply each other logically (strictly). 

Note that the modal operators and the modal connectives are not truth­
functional: by simply knowing the truth-value of IX we do not know yet 
whether O IX is true or falseo 

The intuitively sound principIes which normaBy are taken as axioms for 
modal systems are: Op =:Jp, (or p=:JO p), O(p =:Jq) =:J(Op =:JOq). 

Derivation rules are the usual rule of substitution and modus ponens. A 
specific modal derivation rule specifies that if a wII IX is a theorem or axiom, 
OIX is also (rule of necessitation). Indeed, a tautology is NECESSARILY true. 
4.3 
The most interesting feature ofmodallanguages is perhaps their SEMANTICS: 

how do we interpret sentences with modal expressions? It has been indicated 
that modal operators are not truth-functional, so what kind ofmodels do we 
need in order to satisfy wtrs with such operators? 

In order to explain the specific elements of modal semantics, we take 
another modal system as an illustrative example, viz TENSE LOGIe. Operators 
of tense logic are for example P for lt was the case (that), F for lt will be the 

case (that), where Pp, F(p Vq), PF(p & q), FP(3x) lf(x) =:Jg(x) l are wtrs, for 
example. Formulae without P or F are to be read in the present tense. Now 
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what will be the semantic rule for interpreting sentences like Peter was i// or JI 
Peter is i//, he wi// ca// a doctor? In non-modal predicate logic no tense 
differentiation can be interpreted, or rather we merely have present tense (or 
even tenseless) sentences. Intuitively, then, a sentence like Peter was i// is true 
(now) if Peter is i// is true 'somewhere' in the past. This past, as well as the 
future, for that matter, is determined by the present 'now', viz the moment at 
which the sentence is uttered. Call this moment N, standing for 'now'. N is a 
point (or period) of TIME. The past will now be constructed as the (linearly 
ordered) set of time points which PRECEDE N, the future as the sequence of 
time points which FOLLOW N (or, equivalentiy, which N precedes). Thus, the 
truth of the sentence John is i// somewhere in the past, is simply truth WITH 

RESPECT TO or AT sorne point (or period) of time preceding N. In a model 
satisfying tense-Iogical sentences we thus seem to need as specific additional 
elements: (i) a set T of time points (ii) a binary relation '(' for PRECEDENCE, 

defined over members of T, such that t¡(t j reads: 'ti precedes t/- That we 
interpret sentences with respect to a point or period oftime, or in general with 
respect to a certain SITUATION, seems very natural: J have a headache is true 
now, J went to the movies is true NOW if the sentence Jgo to the movies is true at 
sorne point(s) preceding now. Hence, the interpretations of formulae like Pa. 
and Fa. go stepwise: Pa. is true (now) iff a. is true at sorne t¡(N, and Fa. is true iff 
a. is true at sorne point tj , such that N(t j . 

4.4 

The interpretation of necessity and possibility is very similar. lf we take the 
notion ofa SITUATION introduced above, we may say that pis necessarily true 
if pis true in ANY SITUATION WE CAN IMAGINE. Similarly, we say that pis 
possible, if there is AT LEAST ONE IMAGINABLE SITUATION in which p is true. 
Modal semantics has introduced a technical notion for such an imaginable 
situation, viz the notion of a POSSIBLE WORLD. 

Although the notion of a possible world should be seen as a formal 
primitive, it may be intuitively characterized by such terms as 'situation', 
mentioned above, or 'state of affairs'. More specifically, a possible world is 
'something' AT which a set of propositions are satisfied. Conversely, a 
proposition is therefore often defined as a set of possible worlds, viz the set of 
possible worlds at which this proposition is satisfied. Note that the notion of 
a possible world should not be identified with our intuitive ideas of (our) 
'world', 'reality', etc, but as an abstract construct of semantic theory (model 
theory). Thus, our actual world isjust one element of a set of possible worlds. 
A possible world, as the term 'possible' suggests, is also any state of affairs 
which is not the case but which MIGHT have been the case. This possibility 
may be of various types: we may imagine a situation where the facts are 
different from the real or actual facts, but compatible with the postulates 
(laws, principies, etc) ofthe actual world. On the other hand we may imagine 
worlds with partly or fully different laws of nature, ie worlds which are 
increasingly OISSIMILAR to our 'own' world, or rather to the set of worlds 
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which could have been the real world, ie those worlds satisfying the same set 
of basic postulates. 

When we think of our actual world, we do not have a mere static 
conception of this world: things are going on, events happen, actions are 
perfonned. Instead ofpossible situations or states ofaffairs we may therefore 
also take possible worlds as COURSES OF EVENTS. Since such courses ofevents 
are detennined also by the course of time, a STATE of such a course ofevents 
may be defined as a pair consisting of a possible world and a time point from 
the set T introduced aboye. If W denotes the set of possible worlds, with W l' 

W 2 , ••• as elements, a state of a possible world at one moment, ie a 
SITUATION, would be denoted by pairs like <WI' ti>' 

If we just speak of a possible world we may mean such a time point or 
period or a possible course of events, but often a possible world is intuitively 
conceived of in a larger sense, such that many compatible courses of events 
may occur 'in' a possible world. Further interpretations of the tenn are 
possible, each with philosophical advantages and problems. 

Since the notion of a possible world and that ofa proposition are so c10sely 
related, we may also valuate expressions not with respect to possible worlds 
but with respect to sets of propositions, viz DESCRIPTIONS of such worlds. 
The advantage is, among other things, that such descriptions may be partial, 
incomplete or even inconsistent. This may be especial1y relevant in the 
semantics for epistemic and doxastic logics: it may be that we neither know 
whether p nor whether-p is the case in a certain world (description). 

Ifwe take sorne possible world W¡ from the set W, we say that the worlds of 
the set are the ALTERNATIVE possible worlds of W¡. Just as we took sorne 
specific time point ('now') as a distinguished e1ement from the set of time 
points T, in order to define the ordering of moments of time with respect to 
this particular time point, we also take a specific world as a 'point of view' 
with respect to the set of possible worlds, viz the ACTUAL WORLD (wo)' 
Similarly, whereas we had a binary relation over T, viz precedence, in the 
semantics of tense logic, we here need a binary relation over possible worlds, 
denoting the alternativity or rather the ACCESSIBILlTY ofworlds to/from each 
other. This notion of accessibility is often explained by comparing it to the 
intuitive notion of imaginability of a world, or more particularly to the 
knowledge we have about other possible worlds. Accessibility is also a 
primitive however, fonnally speaking. It is usually denoted by R. This 
relation may havedifferent formal properties, according to which the various 
modal systems are differentiated. If somebody in a world W¡ knows what is 
the case in W¡ itself(which is normal) the relation is REFLEXIVE, that is we have 
access to our own world (in this epistemic modal system). If somebody in W¡ 

has access to (knows about, say) a world Wj, and conversely somebody in wj 

has access to W¡, the relation R is SYMMETRIC. Final1y, if somebody in W¡ 

knows everything somebody else in wJ knows about a third world wb which 
means that we have access to W t , via wj , from W¡, R is TRANSITlVE. These 
various properties of R, which may correspond to various actual re­
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lationships between situations or persons (knowledge, belief, etc), are de­
pendent upon specific axioms and derivation rules in the ditIerent modal 
systems. 

4.5 
To interpret modal sentences we must know more about 'what there may be' 
than we need to interpret non-modal sentences. To be more specific, we are 
forced to design an abstract ontological picture by the use ofpossible worlds, 
relations between them, and by letting valuations of expressions be given 'at' 
such worlds. A modal semantics thus requires MODELS including at least the 
triple <W, wo, R>, and if we want to inelude the temporal aspect, we would 
need <W, wo, R, T, <, lo> where W is a set of possible worlds, Wo a specific 
element of W (the actual world), R a relation of accessibility defined over 
members of W, and the temporal notions as defined aboye, where lo indicates 
'Now'. For modal predicate calculi we further need a set D ofindividuals, as 
for non-modal predicate systems. 

There are a number of philosophical problems with such a set of in­
dividuals. First of a1l, what belongs to this set and what not: what is a 'thing'? 
Should we inelude properties, abstract notions, facts like events and actions, 
or only discrete concrete objects,like chairs, pipes, pigs, and persons? What 
about water, tobacco, skin, and other mass objects or continuous objects? 
We will not decide such questions here, but inelude any abstract or concrete 
individual thing with the practical criterion that we must be able to refer to it 
(eg by the pronoun il). A more specific problem for modal logic: do we 
assume that the set of individuals is identical for aH possible worlds? 
Intuitively, we know that objects come into existence, are destroyed and that 
certain objects are imaginable but do not occur in our actual world. For 
reasons of simplicity, therefore, we briefly assume one set D of individuals of 
which each world selects its own subset. Below, we wi1l briefly touch upon this 
issue again. 

The sequence of abstract notions reconstructing purely formally the 
notion of(possible) 'reality' with which the semantic rules relate the sentences 
of a formal language is called a MODEL STRUCTURE. Valuations of ex­
pressions, thus, are given with respect to such model structures. The 
combination of a model structure and a valuation function is a MODEL, as 
discussed aboye. Sentences thus are true or false in a model structure under a 
given interpretation. Since possible worlds are a central element of model 
structures we often simply say that a sentence is true at (or in) a (possible) 
world. 

Theinterpretation ofDp, would now run as f01l0ws: V(Dp, w¡)= l ifffor 
all worlds w¡, such that w¡Rwj, V(p, wj)= 1. If not, V(D p, w¡) =0. And for 
possibility: V(O p, w¡) = 1 itIfor at least one w¡, such that w¡Rwj, V(p, w¡) = l. 
If not, V(O p, w¡) = O. 

We see that the valuation function now has pairs of arguments, viz from 
the set of wffs, and from the set of possible worlds. In our example w¡ is the 
world at which the modal sentence is interpreted; it is the point ofview for the 
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'inspection' of the alternative worlds; if in aH those worlds p holds, then Op 
holds in W¡; if there is at least one (eg W¡ itself if R is refiexive), Op holds in W¡. 

We immediately see that the axiom p::::>Op is indeed valido A (modal) wfT is 
valid if it is true in aH (modal) models. 

The 'stepwise' interpretation of modal wfT's with one operator also 
characterizes the interpretation of wfT's with several modal operators, eg 

OOp, 00p, orOOp. We just have to make one step more, and see whether for 
aH wrworlds in which Op is true it is the case that pis true in aH the worlds 
accessible from wrworlds. If the relation R is transitive (and refiexive) we 
would 'see' these worlds anyway, and O[]p would be equivalent with Op: 

necessity, then, is always necessary. We see that iteration of modal operators 
also leads to philosophicaHy problematic issues. 
4.6 
Modalities in quantified formulae raise a number of problems. We have 
already indicated that the domain of individuals or universe of discourse, 
which is the core of predicate logical models, may be taken to be reaHy 
'universal' in the sense that each world has the same individuals (though there 
may wel1 be difTerent properties and relations between them), or each world 
has its own set of individuals, or we have a general set of POSSIBLE 

INDIVIDUALS of which each world selects, by sorne selection function to be 
added to the model structure, its own set of ACTUAL individuals. 

The difTerences involved appear from such formulae as (\;Ix)[Of(x)] and 
o (\;Ix)lf(x)] ; in the first formula it is the case for aH individuals ofa set that in 
each world these individuals have the property f necessarily; in the second 
formula, aH objects of each world (which may hence be different sets of 
things) have a certain property. Modalities prefixed to predicates (or pro­
positional functions) are usuaHy cal1ed MODALlTIES DE RE, modalities pre· 
fixed to a whole sentence are caBed MODALlTIES DE DICTO. In the latter it is 
the whole proposition which is necessarily true, in the former the whole 
proposition is contingent, but an object's having a certain property is 
necessary. This means that the 'same' object in al1 other worlds also has this 
property. Yet, two objects from difTerent worlds can hardly be said to be 
IDENTICAL in the strict sense. 

Ignoring again important philosophical intricacies we speak of identical 
individuals in difTerent worlds only as COUNTERPARTS,7 which are SIMILAR 

to a given individual, eg possess the same set of NECESSARY (ESSENTIAL) or 
relevant properties. If we say Peter would huya yacht ifhe had the money, we 
refer to a counterpart of Peter in sorne alternative, counterfactual, world. 
This counterpart Peter is probably very much like the actual Peter (in 
particular, he would also buy, and even does buy, a yacht) with the 
ACCIDENTAL difTerence that he has money, whereas the actual Peter has not. 

The same does not hold only for objects but for states of afTairs or facts in 
general: in order to interpret COUNTERFACTUAL SENTENCES, like the one 
given here, we must assume that the world in which Peter will buy a yacht ifhe 
has the money is very similar to ours: at least it must be a world where yachts 
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can be bought, and where a considerable amount of money is needed for 
boying a yacht, where yachts exist, and also where people may have the wish 
to acquire things Iike yachts. 8 

5 Extension and intension 
5.1 
The problems of counterparts, transworld identity of individuals,· and 
similarities between possible worlds, bring us to a more general issue in 
current formal, and especially modal, semantics. It has been shown that 
formal semantics is not strictly about MEANING, but rather about 
REFERENCE: it specifies the objects denoted by sentences and parts of 
sentences, and thus provides CONDlTIONS under which sentences are true or 
false. Such objects are variously called REFERENTS, DENOTATA or 
EXTENSIONS. Depending on the semantics, languages are extensional if their 
expressions have such extensions as values. This is less obviously the case for 
the extensions 'truth' and 'falsity' themselves; at least they are not identifi­
able objects of a possible world. In order to have a more coherent semantics, 
we shall therefore assume that the extensions of sentences are FACTS in sorne 
possible world,9 and reserve notions Iike 'true' and 'false' for properties of 
sentences, propositions or even utterances of these; a sentence is 'true', then, 
ifthe fact it denotes 'exists' in sorne possible world. Such a fact is a composite 
'thing', and exists if an individual has a certain property (belongs to a set) as 
specified in the truth conditions. 

Modal languages are not truth-functional; similarly, a modal operator 
does not refer to objects of the extensional type, but rather indicates 'where' 
sorne fact exists, and should therefore be interpreted rather as an operation or 
function. There are other objects ofreference of(parts 00 sentences which do 
not have a straightforward extensional character. When I say A /ion hasfour 
legs, the phrase A /ion is a GENERIC expression, and neither denotes sorne 
particular object in sorne particular world, nor a set of such objects (the 
extensional value of a predicate). Similarly, in a sentence The man who wins 
the match will receive a thousand pounds, the expression the man who wins the 
match may not refer to a particular man, but to the (only) individual who 
satisfies sorne property (winning the race) in sorne future world. Such objects, 
which are characterized by sorne property, will be called INTENSIONAL 

objects. 10 They have a CONCEPTUAL or POSSIBLE nature, rather than an 
ACTUAL nature. In the strict sense, extensional objects are specific spatio­
temporally defined properties of a particular possible world, and as such are 
'unique'. When I talk about Peter, I do not usually refer to this momentarily 
physical existence of Peter here and now, but to something which remains 
more or less 'identical' or similar in a series of situations (a 'life'). Formally 
speaking, an individual is a FUNCTION defining a set of counterparts for a set 
of possible worlds, or for a set of moments of time, or combinations of these 
(situations). 
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We should, however, go a step higher when talking about concepts. The 
concept 'man' defines a set of DIFFERENT individuals (ie difTerent constant 
individual functions, eg Peter, Lord Byron, Sherlock Holmes, etc) in difTerent 
(sets oi) possible worlds. Similarly, complex terms Iike the man who will win 
the race or the girl next door may thus refer to an individual concept or else to 
an actual individual satisfying thisconceptual function in the actual world. In 
this respect the noun phrase the girl next door is ambiguous, for it may refer 10 

an individual concept (anyone who Iives next door and ofwhom 1know it is a 
girl) or to some particular, identified individual, say Sally, whom 1know. The 
first use of terms or noun phrases is often called QUALlFYING, the second 
REFERENTIAl. 11 

Characteristic of intensional expressions is their behaviour under substi­
tution and identity. In principIe, expressions referring to the same object may 
be mutual1y substituted, which makes Amsterdam is beautiful and The capital 
of the Netherlands is beautiful equivalent. Not, however, in modal contexts, 
because it may well be that the expression the capital ofthe Netherlands picks 
out another individual in some worlds than the expression Amsterdam: the 
Netherlands in some imaginable time or world COULD have had another 
town as its capital, whereas Amsterdam always refers to the 'same' town. This 
is particularly true in epistemic/doxastic sentences: if we prefix the phrase 
John believes that to the sentences aboye, it may wel1 be that they are not 
equivalent, viz if John (erroneously) believes that The Hague is the capital of 
the Netherlands. This means that the equivalence does not hold in the worlds 
which are epistemical1y or doxastically accessible with respect to what John 
knows or believes. 

Interpretation apparently must not only be given with respect to some 
world(s), and from the point ofview ofsome (actual) world, but also from the 
point of view of persons in these worlds, viz with respect to their wants, 
wishes, knowledge, beliefs and intentions, also cal1ed PROPOSITIONAL 

AlTITUDES. The semantics for sentences with such expressions (John knows, 
wants, hopes, etc that, or simply hopefully, musl, perhaps, etc) requires a 
specific relation of accessibility depending on the type of attitude and further 
specified with respect to a given individual persono J 2 An expression like R.p, 
for a believes that p is thus true if p is true in a world compatible with a's 
beliefs, ie in a world in which the set 8(a) of a's beliefs is satisfied. 

A sentence like John believes thallhe capital oflhe Nelherlands is beauliful 
is ambiguous in another sense, now with respect to the speaker. In fact, this 
speaker may just refer to John's belief(some proposition in John's Belief-set), 
but the speaker may also refer to the capital of the Netherlands (correctly 
thinking of Amsterdam or not) and predicate of it that John believes it to be 
beautiful. In the latter case John may have said Amsterdam is beauliful. The 
first sort of reference is called OPAQUE, the second TRANSPARENT, because in 
the first case the hearer does not know whether the speaker 'shares' the 
reference with a person he talks about, whereas in the transparent context a 
speaker himself refers to the (same) objects. 

IIJ'� 
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The use of such terms as speaker, hearer and what they know or believe 
brings us close to the domain of PRAGMATICS, to be discussed in the second 
part of this book. This shows that notions Iike truth and reference, although 
belonging to the domain of (formal and Iinguistic) semantics, may have 
pragmatic constraints. 

5.2 

With an account of intensions we seem to be a step closer to what is usually 
understood as the MEANING of an expression. In the use of naturallanguage 
expressions we first must know what an expression means before we are able 
to establish its referent. In other words, reference 'depends on' meaning. The 
meaning of an expression seems indeed to be a conceptual construct which, 
for sorne possible world, may take an individual object as a value or 
extension. Intensions have the same formal structure. They are functions 
from the set ofpossible worlds (or moments oftime) to the set ofindividuals 
(ie individual constant functions). In intuitive terms: they enable us to say: 
This thing, here and now, is atable', ie 'this is (an instance of) an 
actualization of the table-concept'. 

It is a well-known assumption in Iinguistics, psychology and philosophy 
that meanings are COMPLEX objects: meanings have components, features, 
semantic markers, etc, specifying the PROPERTlES a 'thing' essentially or 
conventionally possesses. Such properties may be expressed in a set of 
SEMANTlC POSTULATES, ofthe form: (V'x) [f(x)::> (g(x) & h(x) ...)], or rather 
ofthis form with necessity prefixed before the formula as a whole, or before 
the propositional function, thus applying to the connective which then from a 
material implication (::» turns into a logical implication (----3) (see the 
formulae in 4.6 above). Below in 6.3. and in the next chapter we argue that 
even the logical implication does not seem the correct formal basis for the 
expression of entailment relations between propositions, but that we need a 
'relevant' conditional expressing sorne kind of semantic interdependence of 
sentences or propositions. 

Now, if we say that any object which has the property of being a horse 
necessarily also has the properties of being a mammal and an animal, we 
thereby mean that any horse in any possible world would have these 
properties. In other words: the three concepts are inherently related if each 
instantiation of the 'horse'-concept in each possible world would also 
instantiate the 'mammal'- and 'animal'-concept. We might also say that we 
cannot even imagine a horse which is not an animate mammal, or else we 
would no longer call'it' a horse. However, there are important philosophical 
problems: we might consider the property 'does not fiy' as essential for 
horses. Yet, we can easily imagine a world with at least one fiying horse 
(Pegasus). This seems possible only if we assume sorne additional essential 
property which is roughly compatible with the other essential properties, or if 
sorne property is dropped which is 'marginal' enough (to neigh, for instance) 
to keep the rest ofthe concept intacto We see that the notion OfSIMILARITY of 
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worlds and of concepts plays an important role in a formal semantics of 
conceptual meaning. 

Note that these remarks not only hold for individual concepts but also for 
what may be called PROPERTY CONCEPTS: the yellow of this particular lemon 
is also an instantiation (more or less constant under slight difTerences of light 
or perception) of the property concept 'yellow' which is necessarily linked 
with the property concept 'having colour'. 

Thus, both for individual concepts and property concepts we might 
assume that they consist of sorne specific SELECTION of concepts (basic 
concepts?) of semantic space, in the sense that in any instantiation (as 
individual or property) in sorne possible world these concepts would be 
instantiated together. This would be a condition determined by the basic 
cognitive mechanisms ofperception, which allow us to discriminate difTerent 
things, to compare things, and to see a thing under various conditions (of 
time and place) as the 'same' thing. We here arrive at sorne fundamental 
philosophical problems of formal semantics (ontology) and cognition, in 
which very little insight exists at the moment. Our intention is only to show 
that the problem of meaning is related to modality and to the kind of 
semantics we propose to use. 13 

Note finally that what has been said about individual concepts and 
property concepts may also be said about FACT CONCEPTS (eg 'a boy being 
iIl') taking facts as values in possible worlds. Fact concepts could be identified 
with the notion of a ('possible') PROPOSITION. 14 

5.3 
The discussion of intensional objects and the structure of semantic space has 
been independent of a specific formal language, because the languages 
introduced were essentially extensional, with the possible exception of modal 
operators. We may however also design an INTENSIONAL LANGUAGE and a 
corresponding INTENSIONAL LOGIC. Such a language would have special 
expressions with intensions as values. For example, besides the propositional 
letter p, interpreted as a truth value or as a fact (in sorne possible world) we 
might have an expression Ji interpreted as the proposition or fact concept 
taking actual values (truth values or facts) depending on moments oftime or in 
general on possible worlds. Similarly, in an intensional predicate logic we 
would have expressions for intensional objects (individual concepts) and for 
concepts of properties or relations. The intensional two-place predicate 
(love> would denote the concept of loving, ie the characteristic function 
which for each possible world or moment of time would assign the set of 
those individuals (pairs) satisfying this property. Futhermore, specific con­
nectives might be needed to connect intensional formulae, because we would 
not only have simple truth-functional operations, but also operations on 
propositions (ie fact concepts). The intensional nature of naturallanguage 
connectives will be studied in the next chapter. Finally, specific formation 
and derivation rules are necessary. For instance, as in modal contexts, 
substitution in intensional contexts, like 1 believe that ... , of referentially 
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identical expressions is not always possible, so that rules for identity and 
substitution of extensional versus intensional expressions should be form­
ulated. The semantics for such systems, as informal1y discussed aboye, 
would not only have domains of 'real' individuals and real facts (space-time 
events and states) but a whole array ofdifferent types ofconcepts. As soon as 
such a semantics further takes into account properties of speech contexts we 
are halfway to a FORMAL PRAGMATlCS. The meaning and reference of 
expressíons would in that case further be determined by moment, place, 
speakerfhearer of the UTTERED expression. That is, the model structures 
would not only have a particular possible world from a set ofsuch worlds, but 
a whole series oflNDlcEscodetermining the interpretation. Such a semantics, 
therefore, is caBed an INDEXICAL or CONTEXTUAL SEMANTICS. 15 One of the 
elements in such a complex index is what may be called 'previous discourse'. 
Another, related to it, could be 'topic of conversation'. It is the aim of this 
book to provide more insight into the way sentences are interpreted 
RELATlVE TO other sentences in the same discourse, and relative to the 
discourse as a whole. 

6 Formal semantics and natural language 
6.1 
At various points in the previous sections it has been emphasized that certain 
logical expressions or categories do not have exact counterparts in natural 
language. 

Conversely, the structure ofnaturallanguage sentences is so complex that 
not even the most sophisticated non-standard logic adequately reconstructs 
it. The tendency to add various modal and other operators, different 
connectives, various sorts of individual variables, other types of quantifiers, 
etc - al1 with their specific semantic interpretation - is also a consequence of 
a wish to analyse the logical structure of naturallanguage. 

There have been many attempts in recent years to apply formal semantics 
to natural language, eg in order to determine more precisely meaning and 
truth differences between expressions or sentences, to provide a basis for the 
interpretation of pronouns and quantifiers, to define notions such as pre­
supposition, and so on. 

These investigations will not be further referred to here, but we wil1 try to 
give an example of this application of the tools of formal semantics to the 
characterization of connectives, connection and coherence in natural dis­

16course.
6.2 
Of the great number of problems and proposed solutions in the domain of 
formal semantics of naturallanguage we will briefiy mention only two. 

First of aB, there does not exist a straightforward and more or less explicit 
relation between naturallanguage sentences and logical sentences. The so­
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called LOGICAL STRUCTURE ofa naturallanguage sentence like Peter is i// was 
'translated' rather intuitively in logical sentences like i//(a), but hardly any 
formula would be adequate to represent such sentences as The /ittle boy who 
had stolen the orange wanted 10 eat it before he was seen. Moreover, the 
semantics of formal languages is tightly interwoven with the syntactic 
structure of the expressions of the language: expressions of a specific 
CATEGORY receive difTerent interpretations from those of other categories. 

In order to make the semantics of naturallanguage explicit we therefore 
need a syntax in which the categories are very explicit and at the same time 
have an intended semantic function. Thus, in such a syntax, a category would 
be needed for expressions like he, the man or the man who stole a thousand 
pounds from my neighbour last week, because in aIl cases these expressions 
may be interpreted as a specific individual. One of the systems now being 
worked out that aims at such a semanticaIly oriented explicit syntax is caIled 
CATEGORIAL GRAMMAR (or CATEGORIAL SYNTAX). 1 7 The basic idea of such 
a categorial syntax is that only a few basic categories are needed in order to 
derive definitions of many other categories. If for example we had the 
categories 'sentence' and 'name' (or 'noun phrase') we could derive a 
category like 'verb phrase' by saying that it is the category which when 
following a 'name' yields a 'sentence'. 

Once a categorial syntax for natural language sentences (which is by no 
means a simple enterprise) is defined, we would expect a formal semantics to 
interpret such syntactic structures. However, a categorial syntax is not 
usuaIly formulated in the form of a proper logicallanguage. What is needed, 
then, is a system of translation, which translates the sentences of natural 
language as they are categorially analysed into sentences of a specific logic, eg 
an INTENSIONAL LOGle, as described earlier, because of the fact that natural 
language may refer to intensional objects; ie it not only denotes things, but its 
expressions have sense or meaning. Finally, the expressions ofthe intensional 
logic may be given a formal, model theoretical, semantics as described aboye. 
The crucial point in such a semantics is that the interpretation takes place 
according to the respective categories of the expressions as specified by the 
syntax. That is, corresponding to the syntactic categories we need semantic 
categories or TYPES (eg the type of entities, truth values, etc) to which the 
assigned values must belong. The same holds for the interpretation of 
operations. 

In this system the complexity of the analysis of very simple sentences is 
such that it would be ill-advised to use such a formal grammar for the 
description of discourse structures and very complex sentences here. lt is not 
our aim to elaborate the formal basis ofa grammar, but to make systematic 
observations of linguistic phenomena in more intuitive and semi·formal 
ways. 
6.3 
The second major problem ofa formal semantics ofnaturallanguage is how 
to obtain a proper analysis not of syntactic but now of SEMANTlC 
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CATEGORIES. In current linguistic semantics we would qualify sentences like 
The table was laughing as semantically deviant or weird or strange, due to the 
fact that so-eaUed SELECTION RESTRICTIONS in the combination of certain 
categories are violated: the use ofthe verb 'laughing' requires that the subject 
ofthe sentence (or in general: the expression it 'applies to') denotes a human 
or at least higher animate object. In other words, the concepts of table and of 
laughing are incompatible, at least in our actual possible world and in those 
worlds having similar physical and biologicallaws. 

Classical logics do not have such constraints on the combination of 
categories; they do not ditTerentiate between ditTerent SORTS of objects at all: 
any predicate may apply to any object. Hence, in order to give a sound 
account of our natural language use and intuitions with respect to the 
compatibility of semantic or ontological categories, our formal semantics 
must be SORTAL or CATEGORIAL. 18 In such a semantics we would not be 
obliged to say that a sentence like The table is laughing is simply false, in the 

\- same way as Peter is laughing may now be false, but that such a sentence is 
SORTALLY INCORRECT. lt is characteristic of sortally incorrect sentences that 
they cannot properly be interpreted: we do not know under what conditions 
they should be true or false (in wo)' Hence, we will only interpret the set of 
sortally correct sentences of the language (and perhaps those sortally 
incorrect sentences which may have, ad hoc, a specific, eg metaphorical 
meaning). 19 A sentence may be said to be sortally correct if the intension of 
its individual or referring expression(s) belongs to the characteristic RANGE 

of a predicate. The range of the predicate 'laughing' would be, for instance, 
the set of individual concepts in semantic space defined by the concept 
'human'. The individual concept ('possible object') 'table' does not belong to 
this set, so that the sentence is sortally incorrecto 

Further details of this kind of sortal semantics will not be given here: only 
very few scattered approaches have been undertaken to provide a philosophi­
cal and formal base for such a semantics. One of the many problems is of 
course a sensible delimitation of such a sortal (intensional) semantics against 
a representation of the actual possible world. Ir the CONCEPTS, ie the 
intensions, of'table' and 'laughing' are INCOMPATIBLE, this would mean that 
there is no possible world in which tables may be laughing. Although it may 
be questionable whether we should CALL such objects tables, we may very 
well imagine possible worlds (in fairy tales) where living objects (who can 
laugh) at least have forms and functions of(our) tables. Hence, compatibility 
and therefore sortal correctness is to be defined relative to sets of 'normal' 
worlds. In other words: a sentence is sortally incorrect RELATIVE TO a 
(sub)set ofworlds W¡, ifin no element we W¡ there is an actual fact satisfying 
the proposition expressed by that sentence. 20 The distinction between the 
CONVENTIONS of natural language meanings or concepts on the one hand, 
and our actual knowledge of what is possible in our world(s) is therefore not 
always very clear. Hence meanings may change, as well as the range of the 
objects which a predicate may apply to. 
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In this book we will not be concerned with this compatibility of concepts 
within the sentence, but with the compatibility of sentences in sequences, viz 
with the conditions imposed upon combinations of propositions. But it must 
be borne in mind that these conditions presuppose insight into the semantic 
structure of sentences as they are made explicit in current logical grammars. 

Notes 
I� For a general introduction to logic, see Thomason (1970) and Massey (1970) who 

are also concerned with semantics. For an introduction to modal logics, the 
semantics of which will be the basis of our semantic analysis of certain discourse 
phenomena, see Hughes and Cresswell (1968). For another elementary in­
troduction to formal semantics, see especially Thomason (l973a). Other references 
will be given below. 

2 The symbols <l and fJ are so-ealled META-VARIABLES. They are expressions of the 
META-LANGUAGE, ie the language in which we speak about a (here logica!) 
language. They denote we11-formed formulae of a language, both elementary and 
compound. Although we may sometimes use such meta-syrnbols, the language 
used to speak ABOUT the logicallanguage is itself mostly a naturallanguage, here 
English. 

3 Such parentheses are important in the structure of the formula. Without them a 
formula would be often ambiguous: p&q Vr may be read either as (p &q) Vr, or 
as p & (q Vr), ie either as a disjunction or as a conjunction. 

4� We prefer to use the more neutral value syrnbols 1 and O, which might also be 
interpreted as 'satisfied' or 'non-satisfied', eg in those formulae (in other types of 
logic) where we would not like to give truth-values, or as 'correct', 'incorrect', as 
we will do in the next chapter. 

5� As with many points in our e1ementary introduction we conceal important philo­
sophical and logical problems at this point. Thus, sorne would take a formula 
such asf(a), eg The gir/ is pretty, to be false not only ifthe individual girl denoted by 
the phrase the gir/ does not belong to the set of pretty people, as denoted by the 
predicate expression is prelly, but also ¡fthere is no girl at a11, or ifthere are not any 
pretty people (ie if the set were empty), as intended referentia11y. Others would 
prefer to call the formula 'unhappy', 'incorrect' or assign it a third truth value, eg 
'neither true nor false', on the argument that only those formulae can seriously be 
called true or false wbich have expressions with corresponding referents. Tbis 
problem was one of those dividing Russe11 and Strawson and their respective 
followers, and has been the origin of the discussion of the notion of presupposition : 
in the sentence aboye it would be presupposed, not asserted, that there is a 
(particular) girl, and asserted that she is pretty, where only the asserted 'part' ofthe 
sentence would be true or false. For the relevant original papers, see Copi and 
Gould, eds (1967), and also Strawson (1971) for further discussion. A recent 
study - among many - on tbis topic is Kempson (1975), to which we refer the 
reader for an introduction and for further references. Some aspects of this problem 
will be discussed in Chapter 4. 

6 A recommended standard introduction to modallogic and its semantics is Hughes 
and Cresswell (1968), to which we refer the reader for details conceming our 
introductory remarks. 

7 For an extensive discussion of these and similar problems, see Kripke (1972), Lewis 
(1973,39 ff). For a discussion of counterparts in linguistics, see LakofT (1968). For 
criticism of counterpart-theory, see Rescher (1975). 
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8� For a general discussion about similarity relations between possible worlds, and in 
particular their role in the interpretation of counterfactual sentences, see Lewis 
(1973) and Rescher (1975). 

9 Introducing FACfS as a primitive type in the semantics is not without problems, 
whatever the intuitive advantages of such a strategy may be. Just as we would Iike 
to have as many individuals as we need for the reference ofreferring expressions, we 
would like to have as much denotata for sentences as we have true propositions 
expressed by these sentences, and notjust the two values 'truth' and 'falsity'. One of 
the problems is whether we would admit also 'negative' facts as values for negative 
sentences, or only 'positive' facts, whereby a negative sentence would be true ifthe 
(possible) fact denoted by it were not an element of the intended world. Below, we 
will explain this notion of a 'possible object' and a 'possible fact'. We wil1 see in 
Chapter 4 that we also need facts in an account of presuppositions (eg of gerunds, 
see J. Martin, 1975). See also R. M. Martin (1967). 

10� For a discussion of possible individuals and individual concepts, see Montague 
(1974, especial1y Chapter 5), Hintikka (1973), and Rescher (1975). 

1I For a discussion ofthis distinction between 'qualifying' and 'referential' terms and 
related problems, see Donel1an (1970). For the more general problem ofreference 

\~ in modal contexts, see the important col1ection of papers edited by Linsky (1971). 
12 See Hintikka (1971) for a first attempt to provide a semantics for sentences with 

propositional attitudes. 
13� The most extensive discussion of these intricate problems has been given by Kripke 

(1972) the founder of mode1 theoretical, possible world semantics for modallogics. 
For the notion of'individual concept', see Montague (1974) and Cresswel1 (1973). 
For the formal semantic approach to the interpretation of 'sortal' correctness of 
sentences (ie sentences satisfying sorne kind of selection restrictions on the 
combination ofpredicates and arguments), see 6.3 below and the references given 
there. An important source is Carnap (1956). 

14� This touches upon the general philosophical discussion concerning the nature of 
propositions. We here do not identify propositions with statements or assertions. 
Sentences may express a proposition (which is the sense or meaning ofthe c1ause or 
sentence) even if we do not use the sentence to refer to a particular fact, thereby 
making a statement ABOUT that fact, thus making an assertion (with the intention 
that the hearer get sorne information about that fact). See Part 11 for the pragmatic 
aspects of information transmission and the nature of assertion. If we say, then, 
that sentences or propositions are true or false, we thereby mean those which are 
USED to denote sorne fact. This does not mean that such a sentence should be 
ACTUALLY used (any more than a proposition is ACfUALLY expressed when we say 
that a sentence expresses a proposition). The PARTICULAR meaning of a particular 
sentence, then, derives from a particular use in order to refer to a particular fact. 

For an extensive discussion of these and related issues concerning pro­
positions/sentences/statements/assertions, see among others: Strawson (1952, 
1971, 1974), Kearns (1975), Carnap (1956). The latter also emphasizes a further 
distinction between the sense and the intension of a sentence, the latter being 
constant, the first dependent on certain oblique contexts as discussed in 5.1 aboye 
(eg John thinks (that), John claims (that), etc). These additional problems offormal 
semantics will be ignored here. 

15� A semantics with indices representing properties of the pragmatic context has 
mainly been initiated (under the term 'formal pragmatics') by Montague (see 
Montague, 1974). See also Thomason (1 973b), Cresswel1 (1973) and Lewis (1970). 
Since the central notion is still that of 'truth condition' (viz with respect not only to 
possible worlds, but to other indices as well), this study belongs to semantics and 
not to pragmatics (which has another central concept, viz that of appropriateness. 
See Part 11). 

16 For recent work more specifical1y focusing on the application offormal semantics 
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in the analysis of natural language, see Davidson and Harman, eds (1972), 
Hintikka, Moravcsik and Suppes, eds (1973), Keenan, ed (1975), Cresswell (1973). 

17� Categorial grarnrnar of which the first ideas were worked out sorne twenty years 
ago has received renewed interest in the last few years, especially under the irnpact 
of Montague's work (see Montague, 1974, and especially Thomason's introduction 
in that collection of Montague's artic1es). For an introduction, see Cresswell 
(1973). 

One ofthe irnportant differences with the sernantics of other types of grarnrnar is 
that in a categorial approach not only expressions are receiving an explicit 
interpretation, but also the operations or structures relating the expressions. 

18� Although the problern of sernantic (conceptual) categories has a long history in 
philosophy,littlecurrent work has beendevoted to the foundations and elaboration 
of a formal sortal semantics in which there are constraints on predication. See 
Sornmers (1963), van Fraassen (1967, 1969) and Thornason (1972). See also 
Goddard and Routley (1973). 

19� See Guenthner (1975) and van Dijk (l975b) for a formal sernantic analysis of 
rnetaphorical sentences in terms of sortal sernantics. 

20 Hence such sentences express what may be called 'impossible propositions' relative 
to a set of worlds: no fact of this type can ever becorne actualized in any of these 
worlds. 



Chapter 3 

Connection and connectives 

1 Connection 

1.1 Aims and prob/ems 01 discourse semantics 

1.1.1 

In Chapter 2 it has been briefiy explained that the task of a semantics in a 
formal system consists in the formulation of rules of interpretation for the 
well-formed formulae ofthat system. Such interpretations recursively specify 
under what conditions a formula is true or false with respect to sorne model, 
where the truth-value of a formula depends on the values assigned to its 
difTerent parts according to the syntactic categories ofthose parts. Instead of 
assigning extensions such as truth-values, individuals, and sets ofindividuals, 
we may assign intensions of various kinds to the parts of a formula of an 
intensionallanguage, viz propositions, concepts, operatiClns, etc. 

In many respects the semantics of naturallanguages fol ws this schertla. 
We have expressions (sentences) which are morpho-syn ctically ell­
formed and which must be interpreted, such that the interpretatlon of the 
whole sentence should be a function of the interpretation of its parts. Such 
interpretations are usually of the INTENSlüNAL type: what is specified is the 
MEANING of a sentence, together with the meanings of morphemes and 
phrases constituting this sentence meaning. 

Such a semantics can be explicit in the sense ofa formal semantics only ifa 
certain number of requirements are satisfied. One of these requirements is 
that the syntactic structures as defined by syntactic rules and categories run 
parallel with structures at the semantic leve1: expressions belonging to one 
category must be assigned the same type ofvalue and the syntactic relations 
between them must be reflected in semantic structures. Until very recently the 
syntactic models for naturallanguage did not fully meet these conditions: 
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syntactic structures, although satisfying the important criterion of non· 
ambiguity, were not normalIy specified such that explicit semantic rules of 
interpretation could be given in terms of their rules and categories. 

There is another, systematic, difference between formal and linguistic 
semantics. A formal semantics can only give an interpretation ofthe logical 
properties ofexpressions and does not aceount for non-logical, conventional 
content or meanings of expressions. Nor will it specifiy non-logical relations 
between the meanings of parts of a sentence. 1 

These and other problems in current grammar and logic cannot possibly be 
solved in this book. We wilI focus attention on one particular problem (or 
cluster of problems) of linguistic semantics, viz the SEMANTIC RELATIONS 

BETWEEN PROPOSITIONS IN SENTENCES AND DISCOURSES. 

1.1.2 
Aceording to the aims of semantics the study of the relations between 
sentences in a discourse wilI have first of aH to show how the meaning and 
reference of sequences of sentences depends on the meaning and reference of 
their component sentences. At this point a difference from logical semantics 
is already apparent. A formal semantics only interprets simple or compound 
sentences, not SEQUENCES of sentences. Sequences of sentences, in logic, 
appear only in DERIVATIONS. Whereas within compound sentences the 
interpretation is determined by connectives, sequences of formulae are 
related by operations of transformation and inference of which the semantic 
function is their truth- or validity-preserving nature. Within such a per­
spective it should be considered whether sequences of sentences in natural 
language have the properties ofcompound sentences or those ofderivational 
sequences in formal languages, or perhaps both. In the first case we must 
specify a category of CONNECTIVES of naturallanguage sentences/sequences 
and their semantic role in interpretation. In the second case, it must be shown 
what notion of derivation could be involved in natural language discourse, 
what the derivational rules are, and what semantic (or other) role they play. 
More generalIy the investigation pertains to the (semantic) CONDITIONS 

under which sentences are CONNECTED, either by connectives or by rules (or 
by both). 

Note that in truth.functionallogic the formulae in a compound formula 
are not directly connected, but only via their respective contribution to the 
truth-value of the whole formula. Given the rule of substitution, formulae 
may even be replaced by other formulae. This is not normaHy the case for 
sentences and sequences in naturallanguage. lt wilI be shown in this chapter 
that the connectives and connections involved are INTENSIONAL. 

1.1.3 
Connectives typicaHy range over sentences or propositions as 'wholes'. In 
senten~es and sequences ofnaturallanguage, however, we also have semantic 
'connections' between parts of different sentences. The use of PRO-fORMS 

and ARTICLES is a welI-known example, where identity of reference is 
involved. This indicates that interclausal and intersentential relations are not 
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only based on (intensiona1) meanings, but also on reference, of which a 
model-theoretic account can be given. Although we will not be primarily 
concerned in this book with problems ofpronominalization, which have had 
extensive discussion in current grammars already, one of the tasks of a 
semantics of discourse is to investigate how reference is 'organized' in a 
sequence of sentences. Reference may be 'identical', ie terms may denote the 
'same' individual, but only under some further conditions. Similarly, re­
ference also changes and these changes must follow certain constraints. This 
is not only the case for reference to individuals, but typically holds for 
'reference' to properties ofand relations between individuals. In the reference 
to individuals and to properties and relations, the interpretation of a sentence 
will depend on the interpretation of preceding sentences. That is, we not only 
interpret relative to a mode! but also with respect to a set or sequence of 
previous sentences, viz RELATlVE TO SETS OR SEQUENCES OF MODELS. Hence, 
a discourse semantics essentially formulates CONDITlONS OF RELATlVE 

INTERPRETATlON. We may assume provisionally that connection is to be 
defined in terms of this semantic interdependence: A sentence ex is 
CONNECTED with a sentence (or sequence of sentences) {3, if ex is interpreted 
relative to {3. 
1.1.4 
In our introductory chapter it has been suggested that sequences may be 
connected without being COHERENT. That is, connection may be a necessary 
but not a sufficient condition for the acceptability of discourse. 

Connectedness seems to be a condition imposed upon PAIRS OF 

SENTENCES, but it may be the case that the whole sequence of connections 
must satisfy specific conditions of coherence. It will be assumed that these 
conditions are of two types, viz LINEAR and GLOBAL. It is the task of a 
discourse semantics to make explicit our language intuitions about these 
conditions and types ofcoherence. It is at this level that we should explain the 
specific properties of relations of presupposition, topic-comment, focus, and 
of INFORMATlON DISTRIBUTlON in general in natural language discourse. 
This will be the aim of the next chapter. 

1 .2 Conditions 01semantic connection 
1.2.1 
Above we have used the term 'connection' in order to refer to a specific 
relation between sentences. Strictly speaking, however, sentences are syn­
tactical objects, and if connection is a semantic notion, as we assumed, we 
should rather speak of connected PROPOSITlONS. Sentences and sequences of 
sentences may EXPRESS such a relation between propositions, eg by 
CONNECTIVES of various syntactic categories (conjunctions, adverbs, par­
tic1es). If we speak of connected sentences (or c1auses) we mean sentences of 
which the 'underlying' propositions are connected. The property of n-tuples 
of propositions such that they are connected will be called CONNECTEDNESS 

or CONNECTION. Another term which is also used in recent logics is 

~ .. 
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RELEVANCE. The latter term, however, will be reserved to denote certain 
pragmatic properties ofsentences or propositions, viz a certain aspect oftheir 
appropriateness in a communicative contexto 
1.2.2 
In order to illustrate the notion of connection, let us give a number of 
examples: 

[I]a: John is a bachelor, so he is not married. 
b: John is a bachelor, so he buys too many records. 
e: John is a bachelor, so Amsterdam is the capital of the Netherlands. 

[2]a: Because Harry did not work hard enough, he fiunked his exam. 
b: Because Harry did not work hard enough, Mary kissed him on the 

cheek. 
e:� Because Harry did not work hard enough, the moon is tuming� 

around the earth.� 
[3]a: Amsterdam is the capital of the Netherlands. It has 800,000� 

inhabitants.� 
b: Amsterdam is the capital of the Netherlands. Do you like� 

Amsterdam?� 
e: Amsterdam is the capital of the Netherlands. I hereby declare this 

meeting opened.� 
[4]a: A. Where are you going for your holidays this summer?� 

B. 1'11 probably go to Portugal. 
b: A. Where are you going for your holidays this summer? 

B. This summer my brother will go to Portugal. 
e: A. Where are you going for your holidays this summer? 

B. Could you please tell me the time? 

We have taken various groups of examples, compound sentences [1 j, 
complex sentences [2], sequences of sentences [3] and dialogue sequences 
[4 j. In each group the (a) examples seem perfectly acceptable, the (b) 

examples are less acceptable or only acceptable in very specific situations, 
whereas the (e) examples seem definitely unacceptable. What sorts of 
constraints determine these intuitions about the semantic acceptability of 
these sentences and discourses? 

First of all it should be observed that these constraints are indeed 
SEMANTlC and not syntactic: the sentences in the (e) examples are, as such, 
perfectly well-formed. 

Secondly, connection is not dependent on the presence of connectives. In 
[3] and [4] the sentences are connected or not connected without the (explicit) 
presence of connectives. Conversely, the presence of connectives does not 
make sentences connected, as can be seen in [1]e and [2]e: rather the use of 
connectives presupposes that sentences are connected. In that case, the 
connective, as will be shown in detail in the next section, indicates various 
sorts of connection, viz implication in [1], cause or reason in [2] and perhaps 
conjunction in [3]. It should be explained also why the use of different 
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connectives determines the acceptability of a pair of connected sentences: in 
[2]b the use of a/though instead of because seems more appropriate. 

A first condition on connection, as in [I]a, could be a relation between 
MEANINGS or SENSES of words in sentences. The concept 'bachelor' 
CONTAINS the concept of 'not-married' according to a meaning postulate of 
naturallanguage. As such, a meaning relation of this type is not a sufficient 
condition for two sentences to be connected. The sentence 

[5] John is a bachelor, so Peter is not married. 

is normally unacceptable. The connectedness of [i]a, therefore, also depends 
on the arguments of the predicates is a bache/or and is not married, viz on the 
values of the referring phrases John and he. More particularly, these values 
must be identical in order for the first proposition to ENTAIL the second 
proposition, as required by the meaning postulate ('v'x)[bache/or (x)--'l 
-married (x)]. In other words, a meaning relation may be a condition of 
connection only 'via' the propositional structure, and 'via' reference to 
identical individuals having the related properties. 

The presence of identical referents, as in the (b) examples, however, does 
not as such guarantee that two sentences are acceptable as a pairo Intuitively. 
a sentence like [I]b seems 'strange' although we are talking about the same 
individual, viz John. We do not (immediately) see in what respect the FACT 

that John is a bachelor could be related to the FACT that he buys too many 
records, at least not in the sense that the second proposition is a consequence 
of the first proposition. The use of another connective, eg: and, does not seem 
to enhance the acceptability of[i]b very mucho Similarly, in [3]b, the fact that 
Amsterdam is the capital of the Netherlands does not seem directly related to 
the fact that you may like it (or not). 

Nevertheless, reference to identical referents seems to make sentences/ 
sequences more acceptable even if the predicates or propositions are not 
related. In the (c) examples, there is neither identity (or other relation) 
between individuals nor between their properties: the 'whole' facts do not 
seem reiated. Ultimately, the connection between propositions is determined 
by the RELATEDNESS OFTHE FACTS denoted by them, it seems. 

Note that referential identity of individuals is not a NECESSARy condition 
of fact relatedness either: 

[6] Yesterday it was very hot, so we went to the beach. 

The fact denoted by the antecedent of this sentence is causally or rationally 
related to the fact denoted by the consequent. Such a relation between facts 
requires further specification, as may be seen in such examples as 

[7] Yesterday it was very hot, so we went to the beach last week. 

Facts are (at least, causally) related only if they satisfy certain conditions of 
TEMPORAL ORDERING. Similarly, we would not normally consider sequences 
like [8] to be acceptable: 
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[8] I dreamt that it was very hot. So I went to the beach. 

The fact that it is hot in sorne dream-world is not a normal reason for going to 
the beach in the actual world. At least in these examples, the re1atedness of 
facts seems to require also RELATEDNESS OF POSSIBLE WORLDS, eg temporal 
consecution of time points in the actual world and IDENTlTY OF WORLDS or 
world types. A sentence like [8] would only be acceptable if the event of 
dreaming were related to the event of going to the beach, which would make 
[9] acceptable: 

[9] It was so hot today, that I dreamt that I was on the beach. 

The temperature may, in the actual world, infiuence my dreaming as such, 
but also its contents, je facts in worlds ACCESSIBLE from the actual world. 
1.2.3 
The provisional conclusion from the discussion of the given examples is that 
c1auses and sentences are connected ifthe facts denoted by their propositions 
are related in related worlds. The question then arises under what conditions 
we may say that facts are related. Although it is often the case that individuals 
'involved' in these facts are identical, this is neither a sufficient nor a 
necessary condition. 

One of the c1ear types of fact re1atedness is that of CAUSE or REASON. 

According to our definition ofcause in Chapter 6, given for EVENTS, an event 
A causes an event B if A is a SUFFICIENT CON DITION for the occurrence of B, je 
in at least one possible world the occurrence of A is incompatible with the 
non-occurrence of B. 2 A similar definition could be given for a reason 
re1ation, where A means 'knowledge of A' and B denotes an action or a 
consequence of an action. These relations would account for the connection 
in [2]a and [6]. Similarly, in [I]a, the consequent denotes a NECESSARY 

CONSEQUENCE of the fact denoted by the antecedent. 
The re1ations of condition and consequence characterizing connection, do 

not seem to hold in general, however. In [3]a we could hardly say that 
Amsterdam's being a capital 'determines' the fact that it has a certain number 
of inhabitants. The same is true in such sentences as 

[lO] We went to the beach and played football. 
[11] We went to the beach, but Peter went to the swimming pool. 
[12] We went to Rome and so did the Johnsons. 

In these examples the consequent does not express a proposition denoting a 
fact which somehow is a consequence of the fact denoted by the antecedent. 
Yet, the facts seem somehow re1ated. In [lO] we would normally interpret 
that we played football on the beach, at least in one reading. In that case 
'going to the beach' is a condition for 'playing football on the beach'. 
Conversely, within a situation of being on the beach, playing football is a 
POSSIBLE event. No such interpretation seems likely in [11] and [12] unless our 
going to the beach is sufficient reason for Peter to go to the swimming pool, 
and our going to Rome a sufficient condition for the Johnsons to go there 
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too. Whereas in the cause and reason examples the first fact was incompatible 
with the non-occurrence of the second fact (at least in a given situation), the 
minimal condition in sentences like [3]a and in [10-12] seems to be that the 
two facts are simply COMPATIBLE. Two facts are compatible ifthe occurrence 
ofthe one does not exclude the occurrence ofthe other in a given situation. In 
terms ofpropositions: o(P&q) or-O(p:::) -q). 

The notion ofcompatibility needs further qualification, however. Take for 
example the following sentence: 

[13] We went to the beach and Peter was born in Manchester. 

Logically speaking, the facts denoted by the conjuncts are compatible; they 
do not mutually exclude each other, yet we do not fee! that the sentence is 
connected, because we fail to discover a relation between the facts denoted by 
its clauses. 

The difference with sentences like [11] and [12] seems to involve a 
difference between TYPES offact referred too A sentence like [11] is acceptable 
because both clauses denote a SIMILAR activity, occurring at roughly the 
same time, whereas in [12] the action TYPES, possibly occurring at different 
times, are identical. Moreover, in both cases it is implied that there is a 
relation (of friendship, family membership or acquaintance) between the 
individuals of which these activities are predicated. In [13] the particular 
activity of our going to the beach cannot thus directly be compared with the 
more general property ofPeter's being born in Manchester. The fact concepts 
involved, we might say, are too DISTANT in logical space; they come from 
different RANGES. 

Similarity of worlds and facts must be specified from a certain POlNT OF 

VIEW. Going to the beach and going to the swimming pool may be similar 
from the point of view of 'pleasant human activities' for example, and from 
the point of view of an intended time or possible world, eg 'yesterday'. 
Typically, a sentence like [11] could be appropriately uUered after a question 
like "What did you do yesterday?" After such a question, however, we may 
not appropriately answer with [13] or the second clause of[13]. It follows that 
we interpret relations between facts with respect to sorne COMMON BASIS. 

1.2.4 
The notion of POlNT OF VIEW with respect to which the similarity of worlds 
and facts is to be determined not only has semantic but also PRAGMATIC 

properties. Sentences are connected (or not) FOR sorne speaker and hearer in 
a particular context ofcommunication. What is connected for certain speech 
participants in sorne context may well be disconnected for other participants. 
(We use connecledand disconnecled (instead ofthe more normal unconnecled) 
as technical terms.) Nevertheless, the CONDITIONS making discourse con­
nected are not ad hoc. They are conventional and hence are general, in the 
sense that we should be able to formulate something like 'If speaker and 
hearer knew such and such, and if they already have said so and so, then sorne 
sentence or sequence S is connected if it expresses the propositions <p, ...>'. 
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Similarly, conditions for the appropriateness of speech acts are involved if 
sentences like those given aboye are used in order to make an assertion. In 
that case we want the hearer to acquire sorne information, but there aré sorne 
principIes determining the amount and the sort of information which may be 
given by uttering a sentence or a discourse. Thus, after a question like " What 
did you do yesterday?", or its equivalent, reference must be made in the 
answer to yesterday's activities, such that reference to Peter's place of birth is 
inappropriate. We shall come back to these and similar pragmatic conditions 
for speech acts and information transmission later. 
1.2.5 
Instead of using terms like 'point of view', a more semantic characterization 
of the conditions involved could be formulated with a notion like TOPIC OF 

CONVERSATION. 3 For our example [13] this would mean that both conjuncts 
could not simultaneously 'belong to' the same topic of conversation. For 
reasons of simplicity, a topic of conversation will be (semanticalIy) defined as 
a set of propositions. Further specification may then be given in the 
pragmatics, viz that speakers and hearers 'know' this set, etc. Sometimes 
this set may be empty: there is no topic ofconversation specified, at least not 
semantically. The set may simply consist of the propositions expressed by 
previous sentences of the discourse, or by contextual knowledge of other 
sorts (interaction, perception of the same things, etc). When a conversation 
starts with a compound sentence, and if no further topic of conversation is 
specified, then the first conjunct often serves as the topic of conversation for 
the second conjunct. 

It wilI be shown Jater that a topic of conversation is not simply identical 
with the set of available information, but sorne specific proposition (or set of 
propositions) entaiJed by it, viz the MACRO-STRUCTURE. 

If we want to give CONDlTIONS OF CONNECTION in a formal semantics, we 
would have to add a set Z of POSSIBLE TOPICS OF CONVERSATION, and a 
specific element from Z, viz zo, for the ACTUAL TOPIC OFCONVERSATION. The 
interpretation of sentences would then be given with respect to e1ements of Z 
(and with respect to possible other indices like possible worlds, time point, 
place, etc). A function like V«(X, W¡, z¡) could then be treated in different ways. 
Depending on the topic of conversation Z¡ it could have truth or falsity as 
values or remain undefined (which makes it a partial function) for certain 
values of Z¡. On the other hand, a sentence like [13] may well be true (if both 
conjuncts are) even if its conjuncts are not connected.4 In that case we would 
need a function V+ which may assign four values: 5 

[14la: true and connected 
b: true but disconnected 
e: false and connected 
d: false and disconnected 

where a sentence is said to be connected if it is connected with the topic of 
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conversation. As a short notation for these values we may write (a) II (b) 10 
(c) DI (d) OO. For composite sentences IX. fJ to be connected to Z¡, IX must be 
connected to Z¡, and fJ must be connected to the 'combination' of the first 
conjunct with the topic of conversation, viz {IX}UZ¡. Here the symbol '.' is 
used to denote any binary connective ofnaturallanguage. It will be assumed 
that only those sentences with the value 'connected', ie (a) or (c), may be 
acceptable in natural conversation. 

We may think of topics of conversation from Z as abstract constructs 
delimiting certain areas or RANGES OF SEMANTIC SPACE from which in­
dividual and property concepts may be taken to form propositions (fact 
concepts). Since connection is to be further determined with respect to 
CONTEXTS of conversation, a notion to be discussed in Part 11, the function 
V,. would become a four-place function V+ (IX, W¡, Z¡, c¡), where c¡ is an 
element of e, the set of possible contexts of communication (or con­
versation). In our example [13] these conditions would mean in more 
concret~ terms that the first proposition 'our going to the beach' determines a 
conceptual range allowing reference to us, viz to human individuals, to 
properties we have, and things or persons we are related to, further to 
properties (conditions, consequences, modes) of going or travelling (which 
makes a following sentence We wenl by car or The lrain was very crowded 
possible), and finally properties of the beach (sand, dunes, water, waves, 
rocks, activities on the beach and events occurring on beaches). This range is 
ordered: not any property we have may be selected, only those compatible 
with travellingjgoing and beaches. Thus, 'playing football' is a property 
compatible with the property of being on the beach, whereas 'selling 
sellotape' is much less so. Clearly, besides systematic semantic relations 
(between concepts), KNOWLEDGE OF THE WORLD is involved here. This factor 
must be accounted for by other theories, at least formally, because a full 
representation ofour (changing) knowledge ofthe world cannot be the aim of 
logic or linguistics. 6 

Finally, it should be made possible to CHANGE a topic ofconversation. We 
therefore introduce a binary operation T ofTOPIC CHANGE over members of 
Z, where zolz¡ would read: 'the topic ofconversation changes from Zo to z¡', or 
more restrictedly, 'z¡ is an admissible alternative topic of conversation with 
respect to the actual topic of conversation zo'. Much as worlds are said to be 
accessible to one another, topics of conversation can be said to be 
INITIATABLE from another topic ofconversation in sorne contex t. The further 
condition should be added to the connection or relevance conditions 
mentioned aboye. Admissible changes oftopic ofconversation are a problem 
for an empirical investigation. At the formal level it may be assumed that 
such a change is possible only if there is at least one concept 7 (individual-, 
property- or even proposition-concept) belonging to both ranges determined 
by two topics of conversation, eg 'water' in: 
[15]� We were at the beach, but the water in the swimming pool is much� 

c1eaner.� 
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From this discussion it will provisionally be concluded that the minimal 
condition for the connectedness of propositions expressed by a sentence or 
sequence is their connection with the same (or related) topic(s) of con­
versation as defined aboye. This connection, however, need not be merely 
conceptual, but may also be factual in the sense that situations (world-time­
place units) are specified in which individuals, properties or facts are related 
(identity, precedence, consecution). 

We are aware of the fact that the discussion aboye only deals with sorne 
properties of connection, but these will have to do for a treatment of 
connectives. Other aspects ofcoherence will be discussed in Chapters 4 and 5. 

2 Connectives 

2.1 Connectives in naturallanguage 
2.1.1 
Relations between propositions or facts are typically expressed by a set of 
expressions from various syntactic categories, which will here be caBed 
CONNECTIVES. To this set first ofaH belong the connectives from the syntactic 
category ofCONJUNCTIONS, both coordinating and subordinating, eg: and, or, 
because, for, so, etc. Their function is to make (composite) sentences from 
(simple) sentences, so they are binary operators. A second subset of con­
nectives comes from the category of SENTENTIAL ADVERBS, such as yet, 
nevertheless, consequently, etc. They are also operators because they also 
make sentences out of sentences. Although they normally express a certain 
relation between propositions, it should be considered whether these adverbs 
are also binary operators, which would require, for example, that they cannot 
occur in a single, non-composite sentence. Sentential adverbs themselves may 
in turn be formed by nominalized propositions preceded by PREPOSITIONS 

with a 'connective' character, like due to, in spite ofand as a result of A fourth 
group of connectives, close to or developed from the category of adverbs, is 
that of various INTERJECTIONS and PARTICLES, which are frequent in such 
languages as German, Dutch and Greek and which in English are expressed 
either by intonation or by phrases like you know, isn't it, etc. Finally, 
connection may be expressed by predicates of various categories, eg nouns, 
verbs, adjectives, and by full phrases and clauses: conclusion, alternative, 
consequence, to conclude, to concede, to add, it fúllows that, it may be 
concluded that, etc. 

Attention will be focused on the connectives from the conjunction and 
adverb categories, whereby only examples from English will be given. No 
further syntactic analysis will be given of sentence- (and sequence-) forming 
connectives. Sentential conjunctions typically occur at the beginning of 
clauses and sentences, whereas sentential adverbs may have various pos­
itions. Conjunctive connectives may combine with adverbial connectives 
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(and yel, bUl neverlheless) but not with expressions of the same category (and 
bUI, because allhough).8 Systematic difTerences between the use of in­
terclausal and intersentential connectives will be treated in Part 11, because 
these difTerences mainly depend on pragmatic factors. 

2.1.2� 
Since it is our aim primarily to describe connections between c1auses and� 
sentences, we shall ignore the so-called PHRASAL CONNECTIVES,9 ie con·� 
nectives making (noun or verb) phrases from phrases, as in John and Mary,� 
lemons or oranges, walked and lalked, slrong but gentle, quickly but cautiously.� 
Sorne of these composite phrases may be derived from, or are equivalent 
with, sentential constructions (eg John went to Rome and Mary went lo 
Rome), others from group relations between individuals or properties (John 
and Mary met in Rome). 
2.1.3 
Naturallanguage connectives, in particular the conjunctions, are c1assified 
by traditional grammar in various groups, viz: 

[16]a: conjunction 
b: disjunction, alternation 
e: contrast 
d: concession 
e: condition� 
I causality, reason� 
g: finality 
h: circumstantial (time, place, manner) 

One ofthe tasks of a semantics ofnatural connectives is to make explicit these 
intuitive distinctions based on the 'meanings' of the various connectives. 
Similarly, it should be c1arified how these difTerent c1asses are related to each 
other. It may well be the case that there are a restricted number of abstract 
BASIC CONNECTIVES of which the various c1asses are specific variants owing 
to syntactic and stylistic determinants, eg difTerences between subordinative 
and coordinative clauses, or between occurrence as interclausal and in­
tersentential connectives. 

2.2 Natural and logical connectives 
2.2.1 
Although the LOGICAL CONNECTlVES as discussed in Chapter 2 share certain 
properties with connectives ofnaturallanguage, a formal semantics ofwhat 
has been called the NATURAL CONNECTIVES will have to deal with a certain 
number of essential difTerences with respect to logical connectives. 

Logical connectives of the c1assical sort (&, V, =» are, first of all, 
interpreted in TRUTH-FUNCTIONAL terms. Their role is to yield a truth-value 
of composite formulae given the truth-values of atomic formulae, irrespec­
tive of the meaning or sense of the connected formulae. Since one of the 
acceptability conditions of sentences and sequences in natural language is 

lIf� 
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that the propositions they express be connected, and given the assumption 
that this connection is based on meaning and reference interdependencies, 
natural connectives, expressing various types of this connection, must have 
an INTENSIONAL character. Truth-values are involved only via the operations 
on propositions or the relations between facts expressed by intensional 
connectives. 
2.2.2 
Truth-functional connectives have a certain number ofproperties as specitied 
by the axioms, definitions, transformation and derivation rules of the 
propositional calculus: they are interdefinable (with the aid of negation), 
and sorne of them are commutative (p.q=q.p), associative ([p.q].r 
=p.[q.rD, distributive (p.[q.r]=[p.q].[p.rD, or transitive 
([[p. q] • [q. r]] • [p. rD. lt will be discussed below in which respect these 
properties also hold for the various natural connectives. There is no a priori 
reason why these properties would not also characterize certain intensional 
relations between propositions. 

There is a set ofvalid formulae, involving material and stricl implication, 
which have a more counterintuitive nature also from a logical poinl ofview, 
viz: 

[17]a: p~(q~p) 

b: -p~(p~q) 

e: (P&-p)~q 

d: q~(pV -p) 
e:p~(pVq) 

f: «P V q)&-p)~q 

The 'paradoxical' nalure of lhese formulae consisls in the fact lhat the 
consequent contains proposilional 'information' not conlained in lhe ante­
cedenl: knowledge about truth and/or falsity of p would imply knowledge 
about trulh or falsity of, or a relation lo, q. Thus, (e) states the validity of 
the well-known principie lhat a contradiction implies anything, and (d) that a 
lautology is implied by any formula. Given the antecedenls as (true) 
premises, the consequents may be derived logically. As long as we are merely 
concerned wilh truth-values and relations of lruth-preservalion, as in lhe 
valuation oflhe material conditional and in logical derivation, lhere is hardly 
any reason to dispute the validity of the formulae in [17]. More problematic 
however are the slricl (-3) analogues of [17] where the implication involves a 
modal notion, viz necessity. It may be argued thal for the implication 
(conditional) to be true in all possible worlds, something more than simple 
trulh-functional dependence oflhe conjuncts must be involved, viz a relation 
between lheir conlent, especially if '-3' is interpreted as semantic 
ENTAILMENT. Formally speaking, the sentence 1 am going lo lhe movies 
materially and strictly implies 1 am going lo lhe movies or 1 am going lo lhe 
races, but we would hardly say that the latter sentence is entailed by the 
former, because 'going to the races' is not contained in the meaning or 
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content of 'going to the movies'. As soon as the logical connective thus 
involves meaning relations, it becomes intensional. The same holds for the 
relations between premises and conclusion in a derivation, where we may 
require that the conclusion is somehow 'contained' in the joint sequence of 
premises. 
2.2.3 
These and other reasons have led to attempts to establish so-called 
RELEVANCE or CONNEXIVE LOGlCS, 10 particularly to account for entailment. 
In such logics, which have difTerent forms, certain of the intuitively less 
acceptable principIes holding in classicallogics are dropped and additional 
axioms are introduced in order to meet sorne conditions of relevance or 
connectedness as discussed in the first part of this chapter for natural 
language sentences. Indeed, the intuitions about the connectedness of 
sentences as they are formulated informally by relevance logicians partially 
correspond to our linguistic intuitions about the relations between sentences 
ofnaturallanguage, eg as they appear in argumentative discourse. One ofthe 
ways to define a RELEVANT IMPLICATION,p>q, is for instance given in terms 
of the inconsistency of p&-q. Similarly, in a RELEVANT DERIVATION we 
may require that any proposition occurring in the conclusion must also occur 
in the premises. 

The specific axiomatic structure of the various relevance logics will not be 
discussed here. It should however be emphasized that they only follow part of 
our linguistic intuitions: they have many valid formulae which in natural 
language would not hold at all or only in specific situations, eg [17]e. 
2.2.4 
The interest of relevance logics for our treatment of natural language 
connectives lies in their SEMANTICS. In order to account for relevant 
implications, the notion of connection should be formally accounted for in 
the interpretation of languages with such connectives or derivation rules. 
This requires specific modifications in the structure of models used for this 
interpretation. 

In the first section of this chapter we have provisionally used a simple 
version of such a RELEVANCE SEMANTICS: a compound formula IX. Phas a 
value (or is assigned a third value, eg '(dis-)connected') only if both IX and p 
are interpreted with respect to the same topic of conversation Z¡. 

Given the definitional relations between propositions and worlds (a 
proposition is a set ofworlds, viz the set ofthose worlds where it is true, or is 
the function characterizing this set) connection between propositions may 
also be given in terms of operations on worlds. Instead of a binary relation 
(R) of accessibility between worlds, we thus may define COMPATIBILITY 

between worlds Wj and W k RELATIVE TO a world W¡, that is, as a ternary 
relation over the set ofpossible worlds W. Thus, if Wj and Wk are compatible 
relative to W¡, and if IX holds in Wj, and pin W k, then IX is said to be CONSISTENT 

with p, (IX o P), in W¡. The relevant implication IX> Pwould then be true in W¡ ifT 
for all compatible worlds Wj, Wk (ie Rw¡wjwk ) the truth of IX in Wj entails the 

lIIIf� 
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truth of p in W k •
11 Note, however, that although compatibility and con­

sistency are involved in connection, these notions are necessary but not 
sufficient elements in a definition of connectedness between propositions in 
naturallanguage sentences. 

Another possibility for singling out the worlds 'relevant' for the in­
terpretation ofconnected sentences is to use a SELECTlON FUNCTlON 12 which, 
given a certain interpretation of IX in wi, selects the worlds wj in which Pcan 
have a value. In other words, the world wj can only be 'reached' via the 
interpretation of IX in W¡. It is in this sense that the connectedness of a formula 
IX. Pis specified in terms of the RELATlVE INTERPRETATlON of Pwith respect 
to (the interpretation 01) IX. A selection function, just Jike the notion of topic 
of conversation, specifies the set of worlds which have a certain SIMILARITY 

with a given world, viz the world in which the antecedent is true, or in general 
the world(s) where a topic of conversation is satisfied. Whereas the material 
condition is also true if IX is false, a relevant conditional IX> p, formalizing 
if. .. then in natural language, would come out true only if P is true in IX­

worlds, ie if IX is true. A further restriction in such truth conditions could be 
formulated by letting the world where a compound IX. Pis to be interpreted 
be accessible (or be selected) not only with respect to the interpretatiQn of IX, 

but also with respect to the interpretation of Pin sorne possible world. This 
would be necessary for those cases where a compound sentence makes sense 
only if the topics of conversation associated with both IX and pare taken into 
account. 13 

Other elements may appear to be necessary components in model struc­
tures for connected sentence interpretation. Models and model structures 
determining the relative interpretations of sentences with respect to other 
sentence interpretations will be called CONNECTED MODELS and CONNECTED 

MODEL STRUCTURES. 

Finally, it should be noticed that relevance logics and their semantics 
contain important suggestions for a more explicit treatment ofconnectives in 
natural language (unlike other logics in which connectives are only truth­
functional and where no connectedness between related sentences or pro­
positions is required) but that they only account for sorne connectives 
(especially of the conditional type) and sorne aspects of connection. 
2.2.5 
In a treatment of the various natural connectives it should be made more 
explicit HOW the meaning or reference of sentences depends on that of other 
sentences and how they are connected, directly or via a common topic of 
conversation. In other words, the special accessibility relations between or 
selection functions ofpossible worlds as discussed aboye must be specified in 
more detail in a linguistic semantics. 

One of the issues which will be neglected is a specific treatment of 
NEGATlON. Since negation is also a truth-functional operator in classical 
logics and since it is used in the interdefinition of the binary connectives, the 
introduction of specific intensional and relevant connectives will also afTect 

11IIII' .� 
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the nature of negation. The usual requirements of maximally consistent sets 
ofpropositions (or possible worlds) may for instance be dropped, viz that the 
falsity ofp entails the truth of - p (or ifp ~ A then -PE A), and conversely. 
Moreover, in a grammatical description the difTerence between EXTERNAL 

(sentential) and INTERNAL (predicate) negation would become important. 
Finally, negation in naturallanguage may also be described at the level of 
speech acts, viz as DENIAL (of a proposition), which would presuppose the 
explicit or implicit assertion of that proposition in the contexto These and 
other specific problems of negation require separate discussion, so we will 
concentrate on the binary connectives. 
2.2.6 
One of the important properties in logical systems is the systematic re­
lationships between connectives and DERIVATIONS. For the material con­
ditional this relationship has been formulated in the so-called DEDUCTION 

THEOREM, which states that if a formula P is derivable from a sequence 
(IXI' 1X2 , .•. , IX.) then IX. => Pis derivable from the sequence (IX I, 1X 2,· •• , IX. - 1)' 

In shorter and simpler form: If IX 1- P, then 1- IX => p. The introduction of 
relevant or connected conditionals may similarly be accompanied by a 
relevant deduction theorem: If IX 1- Pthenl-IX> p, where' >' denotes a re1evant 
conditional. Given the properties of re1evant conditionals this would mean 
that the DERIVATIONAL RELATION (indicating theorem status) would also be 
re1evant. Not only truth or validity is preserved then but also aspects of 
meaning or intension, a feature which might be indispensable if '>' is 
strengthened with necessity to the STRICT RELEVANT IMPLICATION (=» as the 
syntactic connective representing semantic entailment. Thus, if the sentence 
John is a bache/or implies the sentence John is not married necessarily and 
relevantly in a derivation, then John is a bache/or => John is not married is a 
(necessary) theorem. What is involved here is not only logical necessity but 
also CONCEPTUAL NECESSITY. In a sense the connectives (or relations) 
discussed here represent in the OBJECT LANGUAGE certain properties of 
logical systems forrnulated in the META-LANGUAGE: viz that conclusions in 
derivations follow necessarily from their premises and that the truth of a 
conclusion follows from the truth of the premises. 

The specific logical problems involved in the further axiomatization of 
relevant conditionals, relevant strict implications, and their relation to 
semantics (entailment), the principies of deduction and the relations between 
meta-Ianguage and object-Ianguage linked with these connectives, cannot be 
discussed further here. It is sufficient to point out that there are formal 
relationships between connectives making compound SENTENCES, and de­
rivational operations on SEQUENCES, relationships which also should be 
studied for sentences and sequences in discourse, eg for such cases as JIJohn 
is a bache/or, he is not married and John is a bache/oro So, he is no! married. 

To summarize: we now have four logical connectives expressing condition 
or implication, viz the classical material implication (IX => P), its modal 
counterpart, viz strict implication (IX ~ P), the re1evant conditional (IX> P), 
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and its modal counterpart (IX =·fl). One of the characteristics of the relevant 
conditionals, then, is that they are not true when their antecedent is false (as 
is the case for the material conditionals). They require that the antecedent be 
true, asserted or presupposed in sorne world, such that the truth of the whole 
formula depends on the interpretation of the consequent, relative to the 
interpretation of the antecedent. 

2.3 Conjunction 
2.3.1� 
One of the problems in the semantics of natural connectives is their possible� 
ambiguity: the same connective may express different types of connection,� 
and one type of connection may be expressed by various connectives.� 
Typical in this respect is the conjunctive connective and, eg in the following� 
examples:� 

[18]� John smoked a cigar and Peter smoked a pipe. 
[19]� John went to the library and checked his references. 
[20]� Please go to the store and buy me sorne beer. 
[21]� John smoked a cigar and Mary left the room. 
[22]� 1 took a sleeping pill and fell asleep. 
[23]� Give me sorne more time, and I'll show you how it can be done. 
[24]� Laugh and the world laughs with you, love and you love alone. 

(Thurber) 

Intuitively, the uses of and in these sentences may be paraphrased by eg: (and) 
at the same time [18], (and) there [19, 20], (and) therefore [21], (and) then or 
(and) so [22], if . .. then [23, 24]. Apparently, therefore, and may be used to 
express not only a conjunction, but also conditionals, causals, temporal and 
local connectives. On the other hand it may be the case that these various 
readings of and are determined by the connected propositions, such that and 
would merely express a (relevant) conjunction of two propositions, with the 
following provisional truth-eonnection conditions (see [14]): 

[25]a:� Y+«IX and p), W¡, z¡} = 11 iff Y+(IX, W¡, z¡) = II and� 
Y+(p, W¡, z¡)= 11;� 

b:� Y+«ex and P), W¡, z¡}=OI iffV+(ex, W¡, z¡)=OI� 
or Y+(P, W¡, z¡) =01;� 

e:� y+ «ex and P), W¡, z¡) = 10 iff Y+ (ex, W¡, z¡) = 10� 
or Y+(jJ, W¡, z¡) = 10 and (Y(IX, w¡) = I and Y(fl, w¡) = 1);� 

d:� Y+«ex and fl), W¡, z¡)=OO iff Y+(IX, W¡, z¡)= lOor� 
y+ (P, W¡, z¡) = 10 and (Y(ex, w¡) =Oor Y(P, w¡) =O).� 

We see that a simple conjunction can have four values, viz true/false and 
connected/disconnected, where truth depends on the truth ofboth conjuncts, 
and connectedness on the connectedness ofboth conjuncts with respect to the 
topic ofconversation z¡. Thus, a sentence like [18] is true ifboth conjuncts are 
true, and connected if both conjuncts are connected with the same topic of 
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conversation Zi' This topic of conversation could consist of propositions like 
'After dinner John and Peter were smoking' or 'After dinner our guests were 
doing something'. In order to account for further aspects, additional 
constraints may be formulated. First of all, we have assumed the conjunction 
to be true in the same world as the conjuncts, viz in an unspecified world W¡. In 
general, however, we may assume that wi=Wo (where W o is the ACTUAL 

WORLD) if no modal expressions occur in the conjuncts. This means that the 
past sentences (clauses) are both true at wo, and hence their present tense 
variants are true at sorne point oftime preceding (wo, to>. Ifwe assume that 
in sentences like [18] it is normally presumed that John and Peter are smoking 
during roughly the same period, we must add the condition that the world­
time periods at which oc, f3 and oc and f3 are interpreted are identical given the 
truth of Poc, Pf3 and Poc and Pf3 at <wo, to>, where Pis a past (tense) operator. 
Such an introduction of TIME RELATlONS would become imperative for the 
relevant interpretation of the other examples. Thus, in [19], it is usually 
assumed that checking references takes place at the library and hence 
immediately follows going to the library. The same holds for the events 
denoted by the antecedents and consequents of the other examples, which are 
linearly ordered in time. Thus if oc is true at ti' f3 true at t j , the conjunction is 
true at a period (ti' t), with the condition that t¡ precedes t j , ie ti ~ t j , where 
identity represents co-occurrence of events, as in sentence [18]. Besides these 
time relations, examples like [19-21] are most naturally interpreted as 
involving LOCAL iDENTlTY: checking references takes place at the library, 
buying beer at the store, and smoking in the room that Mary left. Local 
identity, just like temporal identity, must be interpreted in a rather broad 
sense: going to the store is of course not true 'al' the store-Iocation, where 
buying takes place, etc. In a stricter model structure for the interpretation of 
location, we thus would need trajectories, directions and similar relations 
between locations in order to interpret event, action and process sentences. 
2.3.2 
It may be argued that the temporal and local conditions of identity, 
consecution or direction are not general conditions for conjunction, because 
they may dilTer for particular sentences. Although we were speaking of 
NATURAL interpretations, a sentence like [20] may in sorne context also be 
interpreted such that going to the store and buying beer are independent 
facts, eg two actions to be accomplished by the hearer during the afternoon, 
where the store may be sorne previously mentioned book-store. We may also 
have a sentence like 

[26] John went to the library and visited his friend in the hospital. 

satisfying such an interpretation. In [26], however, a dilTerent location (and 
time) are expressed (and implied). For sentences like [19] and [20] it must be 
assumed therefore that the natural interpretation is based on a rule stating 
that the consequent ofa connected sentence is to be interpreted relative to the 
time and place points at which the antecedent is interpreted ifthe consequent 
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does not explicitly change the spatio-temporal situation. The same holds for 
possible worlds in general. This condition may be formulated such that the 
consequent Pis interpreted relative to the topic of conversation Z¡ together 
with the antecedent (Z¡U{IX}). If Z¡ is empty, it is the antecedent which 
establishes (provisionally) the topic of conversation. Interpretation with 
respect to this antecedent seems to imply that, if possible, the fact denoted by 
the consequent must be directly related to the fact denoted by the antecedent, 
eg as a wholejpan or preparatory actjmain act relation. As a general principie 
for the interpretation of connected sentences it may be postulated that 
denoted facts are to be related by THE MOST D1RECT RELATIONSHIPS 

POSSIBLE. 

Ifthere is no topic ofconversation, and ifthe antecedent does not establish 
an unambiguous topic, the consequent may be further added in order to 
interpret the whole conjunction. Thus, in [20] the hearer only knows to what 
kind ofstore he is requested to go ifhe has interpreted the consequent. In that 
case 'buying beer' is the more general topic of conversation, viz sorne action 
of the hearer desired by the speaker, of which the antecedent expresses a 
possible condition of success. Hence, if V(IX) is part of V(P), Pis the topic of 
conversation with respect to which the conjunction is interpreted. This is 
plausible if we further assume that, as for worlds, the topic ofconversation Z¡ 

is identical with the ACTUAL TOPIC OF CONVERSATION zo. This actual topic Zo 

is then established by the actual utterance of IX and p. 
2.3.3 
Whereas in sentences [19} and [20} the facts denoted by the antecedents of the 
conjunctions constitute POSSIBLE CONDITIONS for the facts denoted by the 
consequents, these conditions have an even stronger character in examples 
[21-24]. There, a relation of causejreason and consequence is expressed, 
whereby the antecedent denotes a SUFFICIENT CONDITION for the occurrence 
of the consequence. Again the conjunction allows for a possible in­
terpretation, eg of [21], where two facts (actions) co-occur without direct 
relationships other than temporal and perhaps local identity. That in a 
natural interpretation a cause or reason relation is assigned should again be 
explained by the 'closest-possible-link' principie discussed aboye. For [19] 
and [20] this link was a kind of partjwhole relationship, here two actions or 
events are most clearly related by a causal connection. This connection is not 
expressed by the conjunction and itself, but follows from the principie that 
and establishes the closest possible link (temporal, local, causal) between 
facts. Should two possible interpretations conflict in such a case, the 
connection would be made more explicit by the use of other connectives. 
Apparently, and has both a GENERAL and a NEUTRAL character with respect 
to other connectives. 

The last two examples, [23] and [24], by the use ofan imperative clause, are 
also conditionals. The difTerence from the previous examples, however, is 
that we cannot simply speak of the actual truth of the conjuncts, because 
commands or requests are not commonly said to be true or false, nor the 

~.'
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sentences used to perform such speech acts. Indeed, the notion of truth is 
c10sely linked with the speech act of assertion, typically expressed by 
indicative sentences. In commands or requests the speaker does not want the 
hearer to know that sorne proposition is true (that sorne fact exists in sorne 
world), but wants the hearer TO MAKE the proposition true in sorne (future) 
world. Instead of truth we will therefore use the general term SATlSFACTION 

as the relation between propositions and worids (facts), where difTerent 
ilIocutionary intentions determine the relations of speaker and hearer with 
respect to this satisfaction relation. These are problems of pragrnatics to be 
discussed in Part 11. Important for the truth conditions (which should now be 
called satisfaction conditions) of natural and is that in [23] and [24] the 
conjuncts are satisfied at Wo only if their present tense versions are 
satisfied in worlds which are not epistemically accessible to the speaker (as 
would be the case for a sentence like You'// give me some more time, therejore 
NI show you how it can be done), but which are only accessible via his wishes 
[23]. In the general statement made by [24] it is required that in all possible 
worlds where the first conjunct is true, the second is also true, owing to the 
(psychologica1) necessity of the consequence. We return to these conditions 
for conditionals below. The use of and in such cases is acceptable because the 
relation of reason and consequence may be the c10sest link to be established 
between two facts. 
2.3.4 
Note that except for examples like [18] natural conjunction is NON­

COMMUTATlVE: if antecedent and consequent change place the whole sen­
tence becomes unacceptable even if it remains true. In this respect the 
ordering of the conjuncts is again similar to that in conditionals. Obviously 
there are certain principies determining NORMAL OROERING of sentences 
denoting related facts. This ordering follows the normal ordering of the facts 
themselves, viz temporal, conditional and causal ordering of facts. This can 
be seen in sentence [21] where there is no 'interna!' (essentia1) relation ofcause 
and consequence as in [22]: if we had the sentence Mary lejt the room and 
John smoked a cigar, we would naturally interpret 'John smokes a cigar' as 
being true at a time point following the time point at which 'Mary leaves the 
room' is true. 

In addition to normal orderings of facts, the ordering of c1a\lses and 
sentences is determined by the requirements of relative interpretation them­
selves, viz in order to specify the model in which the following c1ause/sentence 
must be interpreted (identification ofplace, time, individuals and properties). 
Ifin a sentence like [20] it is intended that beer should be bought at the store, 
this information must be given first. Dependencies of facts and propositions 
are thus normally ordered lineariy (Ieft-right). If this normal ordering is 
changed this must be indicated by specific grammatical structures (sub­
ordination, tense, intonation, etc). The relations between the structure of 
facts (and hence of model structures), propositions and sentences will be 
discussed below. 
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Thus, given these specific constraints on the ordering of sentences, the 
antecedent either establishes the topic ofconversation itselfor is added to the 
topic of conversation and hence specifies the possible worlds in which the 
consequent can have a value. According to our connection conditions, the 
commuted versions of conjunctions satisfying this constraint are discon­
nected. Ifthe antecedent and the consequent are not in this way conditionalIy 
related, ie if they denote independent facts, and if these facts are SIMILAR 

from a certain point of view (as specified by the topic of conversation) they 
are interpreted with respect to the same Zj, the same W¡ and the same t j , so that 
their ordering is FREE. 

Since compound sentences may have difTerent topics of conversation as 
their conjuncts, natural conjunction is NON-ASSOCIATIVE, ie (el: and ({3 and 1')) 
=«el: and {3) and 1') is not truth-connection valido Compare, for instance, the 
folIowing sentences: 

[27]� John went to the store and bought sorne beer, and we had a nice 
party. 

[28]� I was so tired and I took a sleeping pill and felI asleep. 

In [27] it is the compound action of buying beer at the store which is a 
condition for having the party, whereas in [28] the fact that I am tired is a 
condition for a compound consequence. Now, buying beer can be connected 
with having a party, vizas a possible condition, but going to sorne store is not 
a direct condition for having a party. Similarly, being tired and taking a 
sleeping pill are not directIy connected. Thus, those conjuncts (simple or 
compound) are first taken together which have the closest topical link 
(preparatory act-main act, cause-consequence). In [28] the first and may be 
substituted by so, having the whole following conjunction as its scope, but the 
second and cannot easily be replaced by so. Similarly, sentences [27] and [28] 
may most acceptably be split up into sequences of two sentences after the 
second and first conjunct respectively. 

For similar reasons natural conjunction is NON-DlSTRIBUTIVE, ie (el: and 
({3 and 1')) =«el: and {3) and(eI: and 1')) is not truth-connection valid because the 
compound may have difTerent topical conditions as simple el: and {3 and 
because the compound el: and {3 itself may establish a difTerent topic of 
conversation in the consequent ofthe equivalence. Moreover, there are other 
constraints, viz non-repetition of fulI propositions in the same sentence, 
which would make the consequent unacceptable. The same arguments make 
conjunction NON-TRANSlTIVE. Since antecedents may determine the worlds 
in which the consequent is to be interpreted, the relations are not only not 
valid with respect to connection, but also with respect to truth. 
2.3.5 
Let us now summarize the conditions involved in the interpretation of 
natural ando A sentence of the form el: and {3 is true-connected ifT: 

(i) both conjuncts are true (or in general: satisfied) in the actual world­
situation <wo, t o>; where 
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a:� the tensed conjuncts are true (satisfied) if their present tense 
versions are true in sorne world <W;, ti) related to <wo, to); 

b:� the (present tense version ofthe) consequent only has a truth value 
either in the same world where the antecedent is interpreted or in 
those worlds selected by the antecedent proposition ; 

(ii) both conjuncts are connected with the same topic of conversation, 
identical with or initiatable from the actual topic of conversation, 
where 
a:� the consequent is connected with respect to the topic of con­

versation and with respect to the antecedent; 
b:� the topic of conversation for the conjunct is initiatable from both 

IX and fJ 
We may add the more general, although still vague, principIe 

(iii) the facts denoted by the conjuncts are chosen such that they have the 
closest possible relation, eg part-whole, cause-eonsequence, possible 
condition-possible consequence. 

2.3.6 
In the truth-eonnection conditions the four values 11, 10, 01 and 00 have been 
assigned. It should be emphasized, however, that since natural conjunctions 
are intensional we should have assigned intensions to the conjuncts, viz 
propositions, which are functions with facts as values, for sorne possible 
wor1d time point (and other indices). A conjunction, then, is interpreted as a 
compound proposition resulting from applying an operation to the com­
ponent propositions, under the connectedness conditions (with the set of 
propositions taken as the topic of conversation), and such that the con­
sequent proposition depends on the antecedent proposition in the sense that 
the worlds where it may have values are determined, as wel1 as the kind of 
facts it may have as values. It wil1 not be attempted here to give a formal 
account of these conditions. 

2.4 Disjunction 
2.4.1 
The logical truth condition of disjunction is that at least one of the disjuncts 
must be true. Naturallanguage or is generally EXCLUSIVE in the sense that at 
least and at most one disjunct must be true: 

[29] I am going to the movies or I am going to visit my aunt. 

This sentence is acceptable only if the speaker intends to accomplish either 
the first or the second act at sorne (future) time point. If he intended to do 
both, his (use of the) sentence would be INCORRECT, which is a pragmatic 
notion, not to be discussed here. 14 Ifhe intends to accomplish one ofthe acts 
but in fact later accomplishes both (or neither), his (use of the) sentence is 
correct, but the sentence itself false. It fol1ows that the world in which the 
disjuncts are satisfied must not be epistemical1y accessible. On the other hand 

~.
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it is required that the speaker believes that the facts (eg actions) are POSSIBLE 

in that world. This means that if one of the facts becomes true in that world, 
the other fact must be true in an ALTERNATlVE POSSIBLE WORLD, where 
accessibility is RELATlVE to the actual world (ofthe utterance), because the 
course of events may be such that at the intended time only one of the facts 
may become actualized. 

Exclusion may be ACCIDENTAL or NECESSARY. Necessary exclusion is 
based on conceptual or logical inconsistency: 1cannot be both married and a 
bachelor at the same time, nor can 1 be in London and in Paris (not in 
London) at the same time. The same applies to contradictory properties. 
Accidental exclusions are for instance those based on compatible intentions 
with respect to actions during a certain period, as in [29]. During the evening 1 
may both go to the movies and visit my aunt, at least at ditTerent moments of 
time. Therefore, exclusion is mostly to be viewed with respect to the same time 
point or time periodo lf an inclusive interpretation is possible but not desired 
by the speaker, the explicit exclusive disjunction eirher ... or must be used. 
2.4.2 
INCLUSIVE DISJUNCfION is used in those cases where the facts are compatible 
and where the assertion is made that at least one item of a series has been or 
can be realized, as in: 

[30] Harry went to school in Cambridge or he studied in Oxford. 
[31] You may have an orange or you may take apear. 

In such cases each of the disjuncts are possible conditions or consequences of 
known facts (eg Harry's particular accent or my desire for a juicy fruit), 
where the satisfaction of both altematives does not contradict these facts. 

Since in disjunction the facts themselves are unknown, the disjunction 
must be INFERRED from other information, as in [30] and in: 

[32] John must have had his radio on, or he must have played records. 

Both conclusions may be drawn from the information 'that John was 
listening to music'. 

We here again meet the notion of shared background information, ie the 
notion of topic of conversation required for connected sentences. It follows 
that whereas only one of the disjuncts must be true (in sorne actual or 
intended world), both disjuncts must be connected with the SAME TOPIC OF 

INFORMATlON. As in [32] this topic may be a logical (common) consequence 
ofboth disjuncts, eg 'John was listening to music'. This topic ofinformation 
must be satisfied in the altemative worlds ofwhich one is actualized. Thus a 
sentence like 

[33] John must have had his radio on, or you may have apear. 

is unacceptable in most contexts because there is no obvious topic of 
conversation with respect to which both disjuncts could be connected, so that 
an inductive conclusion for each disjunct is impossible. The inference 
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involved may, as in [32], be expressed by modal auxiliaries and adverbs Iike 
musl, /ikely or probably. 
2.4.3 
Whereas in conjunctions the conjuncts are not only connected with the topic 
of conversation but may also be directly connected with each other, the very 
nature of disjunctions does not alIow that the disjuncts denote related facts. 
Since the facts must exist, in exclusive disjunction, in difTerent worlds, they 
may only be SIMILAR, in the sense that they are alternatives with respect to the 
same topic of conversation. If only one fact can become true, then the facts 
cannot be dependent on each other. In the examples of disjunction given so 
far, therefore, the ordering of clauses is free, so that this sort of natural 
disjunction is COMMUTAT1VE, just like the form ofconjunction where the two 
conjoined facts are mutually independent though connected via the same 
topie of information. 

There is a type of natural disjunction, however, which also has the 
asymmetric structure of CONDlTlONALS: 

[34]a: Love me or leave me! 
b: This must be the road, or I'm lost. 

Such examples may indeed be paraphrased with a conditional and negation 
'Ifyou do not love me, leave me', 'Ifthis is not the road, I'm lost'. There may 
however be difTerences in PRESUPPOSITlON (see following chapter) which 
seem to prevent the validity of (p Vq) == (- p:::) q) in natural language. In 
particular, subordinated if-c1auses may be presupposed, whereas the first 
disjunct of(coordinated) disjunctions is noto The asymmetric nature ofthis or 
already appears in the fact that the commuted versions of[34]a and especialIy 
[34]b are not acceptable. The interpretation of asymmetric or runs parallel 
with that of asymmetric and with the only difTerence that the consequent is 
dependent on the negation of the antecedent. Symmetric or as discussed 
aboye is also (Iogically) equivalent with a conditional with negated ante­
cedent. If I visit my aunt or go to the movies, not visiting my aunt implies that 
I go to the movies, and not going to the movies implies that I'I1 visit my aunt. 
For exclusive disjunction, where the disjuncts may not both be true in the 
same world, it should for this example also be required that visiting my aunt 
implies that I am not going to the movies, and that going to the movies 
implies that I am not visiting my aunt, ie p == - q and q == - p. If we merely 
have - p:::) q, then this conditional could be true also if -pis false, ie if pis 
true, and q is true; butp and q may not both be true in exclusive disjunction. 
2.4.4� 
Summarizing the main semantic properties of (exclusive) or we may form­�
ulate the fol1owing conditions for truth/connection:� 

(i)� at least one and at most one proposition must be true in an epistemi­
cally non-accessible world; more specifically, the truth of one of the 
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propositions implies the falsity of the other, and conversely, in the 
same possible world; 

(ii) from the point� of view of the actual possible world, then (ie the 
context) the worlds in which the propositions are true and false, 
respectively, are proper alternatives; 

(iii) both propositions must be related to the same topic of conversation, 
such that none of the propositions is itself the topic of conversation; 

(iv) since in asserted disjunctions a statement is made about epistemicalIy 
non-accessible worlds, the disjunction is inferred from premises with 
more general knowledge about similar facts, or about intended 
actions (ofthe speaker ofthe utterance); 

(v) the propositions denote facts (in difTerent, alternative) worlds which 
are similar from the point of view of the topic of conversation. 

(vi) non-commutative or (or e/se) expresses a conditional (of which the 
conditions are given in the next section), although with difTerent 
presuppositions from if . .. rhen. 

2.4.5 
The satisfaction and connectedness conditions given informalIy aboye may 
be made more exact as folIows: 

[35]� a: V+ «ex or {1), W¡, z¡) = II ifT� 
(V+(ex, wj, z¡)= II ifT V+({1, wj, z¡)=OI, or� 
V+({1, Wt , z¡)= 11 ¡fT V+(ex, Wb z¡}=Ol), and� 
wj';éwt, w¡-RJ(wj, w¡-RJ(wt , wjRwt ;� 

b: V+«ex or {1), W¡, z¡)=OI ifT� 
(V+(ex, Wj, z¡)= II ifT V+({1, wj, z¡}= II or� 
V+({1, Wt, z¡)=Ol ifT V+(ex, Wt, z¡}=OI), and� 
W{~Wt, w¡-RKwj, w¡-RKwt, wjRwt ;� 

e: V+ «ex or {1), W¡, z¡) = 10 ifT� 
V+(ex, wj, z¡) = 10 ifT V+({1, wj, z¡) =00, or� 
V+(f1, Wt , z¡)= 10 ifT V+(ex, Wt, z¡)=OO), or� 
(V+(ex, wj, z¡)= 11 ifT V+({1, wj, z¡)=OO, or� 
V+({1, wj, z¡)= 11 ifT V+(ex, wj, z¡}=OO), and� 
W{~Wt, w¡-RKwj, w¡-RKsWt, WjRwt; 

d: V+ «ex or {1), w¡, z¡) = 00 if� 
(V+(ex, wj, z¡) = 10 ifT V+({1, wj, z¡) = lO, or� 
V+({1, Wt, z¡)=OO ifT V+({1, Wt , z¡)=OO) or� 
(V+(ex, wj, z¡) = II ifT V+({1, wj, z¡) = 10, or� 
V+({1, Wt> z¡}=OI ifT V+(ex, Wt, z¡)=OO), and� 
Wj'~Wb w¡-RKwj, w¡-RKwt , wjRwt·� 

Since these are only part of the truth/connection/correctness conditions we 
wilI in future omit fulIy explicit formulations, in order to avoid over­
complicating this chapter. 
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2.5 Conditionals 
2.5.1 
The typical task of connectives is to express relations between facts. These 
relations may be very loose, as in conjunction and disjunction, or they may 
have a stronger character, in the sense that facts may somehow DETERMINE 

or CONDlTION each other. The large ciass of difTerent types of connectives 
expressing these DEPENDENCY relations between propositions or facts, will 
be called CONDITIONALS. 

There are several ways to classify the conditionals. One obvious criterion is 
the type of STRENGTH or STRICTNESS of the conditional relation. Secondly, 
the D1RECTION ofthe dependency may be expressed, in the sense that A may 
be said to depend on, or to be determined by, B, or conversely, or A and B 
may be mutually dependent. Thirdly, the kind(s) of POSSIBLE WORLD in 
which the facts are related may be considered, eg the actual world or a 
hypothetically actual or non-actual world. This last criterion will be used as 
our basic distinction for the ciassification of the conditionals, especially 
because it is most apparent in linguistic structure. A fourth and last 
dimension is the one which runs parallel to a distinction made earlier, viz that 
between modalities DE RE and modalities DE DIerO. That is, connectives may 
express relations between the (represented) facts themselves, or between our 
representations of the facts, viz between propositions or sentences. Although 
the distinction will not always be easy to make, because our knowledge ofthe 
facts is intimately related to the ways in which we speak about them, sorne 
connectives wil\ be taken to organize the universe of discourse, others as 
typically organizing the discourse itself. In part, this distinction will allow us 
to speak of SEMANTIC CONNECTIVES on the one hand and PRAGMATIC 

CONNECTIVES on the other hand. 
2.5.2 
Natural conditionals characteristically require the propositions they operate 
on to be CONNECTED. Ifpropositional connection is based on conceptual and 
factual relations, such a relation is most clearly exemplified in relations of 
dependency, and much less so in relations of spatio-temporal co-occurrence 
and compatibility (conjunction) or non-eo-occurrence and incompatibility 
(disjunction). Although co-occurrence and compatibility are necessary con­
ditions of dependency, we have seen that they are not sufficient to establish 
connection, for which similarity and a common topic of conversation are 
required. And may be called a NEUTRAL connective because it merely 
indicates that facts are related, whereas the other connectives more specifi­
cally denote the sort of connection. Given a certain topic of conversation, 
even merely conjoined facts may be viewed from a 'conditional' point ofview, 
because given a certain proposition it selects the class ofpossible propositions 
with which it can be conjoined. Instead of fully separating the difTerent 
classes ofnatural connectives, we may therefore also consider them to range 
over a scale running from (connected) compatibility to mutual implication of 
propositions, ie from POSSIBILITY to NECESSITY. 
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2.5.3 Actual conditionals 
Under ACTUAL CONDlTlONALS we will range connectives such as because,for, 
therefore, so, since, due ro, hence, thus, while, whilst, as, consequently, etc. 
Syntactic and stylistic constraints on their use will be ignored, whereas 
pragmatic differences will be treated in Part n. Our main concem is to give a 
semantic characterization. Such a semantic analysis cannot be given in 
straightforward logical terms, and certainly not in terms of truth de­
pendencies alone. Moreover, there is no logical connective corresponding to 
this class of actual conditionals. The material and strict conditionals rather 
correspond to what will be called 'hypothetical' conditionals below. 

Characteristic of actual conditionals is, first of all, that both antecedent 
and consequent are (assumed or asserted to be) SATlSFIED in sorne situation 
of the ACTUAL WORLD. This actual world will often be identical with that of 
which the actual context is a part, or else any other world taken as 'point of 
view'.IS More problematic are the conditions where the antecedent and/or 
the consequent are false (non-satisfied). Similarly, it should be indicated what 
other conditions should be added in order to make an actual conditional 
true and connected. 

Let us discuss these further conditions on several examples; 

[36]a: Because it did not rain this summer, the soil has dried out. 
b: The soil has dried out, because it did not rain this summer. 

The type of example as illustrated by [36] is standard for an actual 
conditional in which CAUSALITY is involved. For both sentences it seems to 
hold indeed that they are true (satisfied) if both antecedent and consequent 
are true (satisfied). They are false (non-satisfied) if the antecedents are true 
but the consequents false, just as for the classical material conditional. But 
what value should be assigned to the whole sentences iftheir antecedents are 
false? Should we assign the value 'true', as for the material conditional or 
should we rather follow the analysis given of the so-called RELEVANT 

CONDlTIONALS, which may be true only ifthe antecedent is true? In that case 
we may either assign the value 'false' or a third value, viz 'indeterminate' or 
'undefined' to the whole sentence. An answer to this problem would require a 
discussion of the notion of 'truth' and 'truth values' themselves. In this 
perspective we may restrict the notion of truth to sentences or propositions 
which are ASSERTED. Now, in [36] we may have readings where the first clause 
is not asserted but PRESUPPOSED, a notion to be discussed in the next chapter. 
Provisionally we take a presupposition ofa proposition (or sentence) IX to be a 
proposition of which the truth in sorne context is assumed or taken for 
granted, and of which the truth is not affected by the denial of IX. In more 
semantic terms we could say that IX presupposes pif IX entails P, and -IX also 
entails p. This is not fully correct, and in particular depends on the properties 
of entailment used here, but it will provisionally do for our discussion of 
actual conditionals. 16 Thus, if in [36] the propositions expressed by the first 
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clauses are presupposed, the interpretation of the whole sentence must be 
based on the fact that the truth of the antecedents is already GIVEN. In that 
case, when we deny the sentences of [36] we often merely deny their 
consequents. 17 This would mean that the truth conditions of the whole 
sentence only depend on the truth or falsity ofthe consequents. Although in a 
sense this is correct, we clearly would expect the first sentence also to playa 
certain role, beyond that of providing a fixed truth value, viz truth. 

It is at this point where connectedness and causality come in. First of all, 
not any true sentence used as antecedent would make the sentence appro­
priate, but only those denoting a fact which is related to the fact denoted by 
the consequent, according to the connection conditions given earlier. Sec­
ondly, we should account for the first fact being causally related to the second 
fact. In our brief analysis of causation in Chapter 6, it is assumed that A is a 
cause of B, if A is a SUFFICIENT CONDITION of B. Thus, the absence of rain is 
sufficient for the drying out of the soil. Similarly, B is then said to be a 
POSSIBLE (or probable) CONSEQUENCE of A. 

In order to give a semantic account of these highly intricate notions, we 
again take the possible world road, because causality is intimately linked with 
modality. It is not sufficient simply to require that both A and B are the case 
in sorne (eg actual) world, or that it is not the case that A is the case, but not B. 
The basic connection, as for all connectives, is that the values of both 
antecedent and consequent must be sought in those worlds selected by the 
topic of conversation. 

Now, if Bis to be dependent on A, and not only accidentally co-occurring, 
B must be related to A in several possible worlds. More particularly, as was 
indicated earlier, we assign values to ponly in those worlds SELECTED by IX. A 
further constraint is that causes and consequences are linearly ordered in 
TIME. Thus, if IX is true in a situation <W¡, t), and Pin a situation <W¡, t), then 
the fact denoted by pcannot be a consequence of the fact denoted by IX if t j 

precedes ti' Causal sentences therefore are to be interpreted in COURSES OF 

EVENTS or COURSES OF ACTION, developing in a given possible world. 
Such courses of events may be represented graphically by left-right tree­

like structures, where the nodes denote possible world-time situations, 
characterized by a set of facts, ie by a set of propositions true or satisfied in 
these situations. 18 Among the possible courses of events there is again the 
ACTUAL COURSE OF EVENTS. At each node a possible alternative course of 
events may be taken. It will provisionally be assumed that we may not come 
back to a branch which has been left: once taken a course of events W j its 
events may be similar but not identical to those of W¡. As is explained in the 
theory ofevents in Chapter 6, the links between nodes are to be interpreted as 
CHANGES, including a ZERO-CHANGE, where a situation remains 'identical' 
but for its temporal characterization. An example of how such a tree would 
look is shown overleaf on p 70: 
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Fig 1 

The notions of condition and COn¡¡equence will now be defined in terrns of 
such SEMANTIC TREES (which are sirnply representations of rnodel struc­
tures). Instead of facts A, B,... , we wil1 therefore speak of propositions 
p, q, . .. Now, a consequence q ofp in sorne possible course ofevents W¡, will 
first of al1 have to FOLLOW p in that course ofevents, ie occur at a node to the 
right of the node where p occurs, such that these nodes are connected by a 
path. Sirnilarly, an IMMEDIATE consequence wil1 have to fol1ow irnrnediately, 
ie: at ti + l' when p occurs at ti' 

In order to express the fact that the occurrence of q fol1owingp somewhere 
in the tree is not accidental when q is a consequence of p, it wil1 be required 
that at at least one point (node) of the tree where p occurs. q wil1 occur at ALL 

fol1owing nodes : 

-~:' } 
o W {q, } 

{p, .. l~{q, } 

{q, } 

Fig 2 

That is, from the point ofview ofp, q is NECESSARY (eg physical1y), because it 
is true in al1 possible courses of events which may be taken from node 
{p, . .. }, not only in the actual course of events wo. For our particular 
example this would mean that it is not only true in the actual world that 'the 
soil has dried out' fol1ows 'it did not rain this summer', but also that GIVEN 

THE FACTS AS THEY ARE THIS COULD NOT HAVE BEEN OTHERWISE. That is, in 
this situation at least, the drying out of the soil was INEVITABLE. 

On the other hand, a situation may arise where it does not rain, but where 
the soil does not dry out because of OTHER FACTS, eg irrigation. This means 
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that q does not necessarily follow p everywhere in the tree, but AT LEAST IN 
ONE SUBTREE. This is why q is only a POSSIBLE consequence ofp, ie possible 
with respect to all other possible courses of events (subtrees, trees), although 
in a particular situation, with particular initial facts, this consequence is 
necessary. Note that this is a form OfRELATIVE NECESSITY. It is the RELATION 
to p which is necessary, not q itself, because the drying out of soil re­
mains of course a contingent fact. 

Whereas in our example we had possible consequence, we may also have a 
relation of NECESSARY CONSEQUENCE. In that case q is not only true at all 
nodes following a particular node where pis true, but anywhere in the tree (or 
in all possible trees) after a node where p is true. This necessity may be of 
ditTerent kinds, eg physical or biological necessity. Thus, in aH possible 
courses of events where butter is heated in certain circumstances (pressure, 
etc), this event is foHowed by the event or process of melting of the butter 
Similarly, if one's heart stops beating this will, in all possible situations where 
no other heart is supplied, result in death. These necessities exemplify the 
BASIC POSTULATES of 'our' world, holding anywhere in the tree of possible 
courses of events compatible with the actual course of events. Many of the 
'everyday' causal relations we are talking about hold in MOST subtrees: they 
define our expectations about NORMAL courses of events. INCIDENTAL 
consequences hold in at least one or FEW subtrees, as in: 

[37] Because he fell otT his chair John died. 

Now, we say that pis a SUFFICIENT CONDlTION or CAUSE of q itT q is a 
(possible or necessary) consequence of p.19 POSSIBLE and NECESSARY 
CONDlTIONS may now be defined in a similar way, viz as the converse 01 
consequence. A proposition pis a POSSIBLE CONDlTION of q if, in at least one 
subtree, q at <w¡, t¡+) is preceded by p at <w¡, tO>, and for any <wk , ti +) 
where q is true it is also preceded by p at <Wi' ti)' Similarly, a condition is 
NECESSARY if anywhere in the tree (or in aH trees) q is preceded by p. In other 
words, p is a necessaryjpossible condition ofq, if anywherejsomewhere q may 
be reached only by going 'via' a p-node, and q is a necessaryjpossible 
consequence of p if from everywherejsomewhere where p is true we reach 
only q-nodes. 20 

It is precisely this ditTerence of PERSPECTIVE or POINT OF VIEW which 
ditTerentiates [36]a and [36]b. In [36]a a consequence is asserted from the 
point ofview ofap-node. In [36]b a cause is asserted from the point ofview of 
a q-node. Later, other semantic and pragmatic ditTerences involved here will 
be discussed. 

It goes without saying that this account is a considerable simplification, 
and no precise formal definition has been given of the tree-model-structures 
used to interpret actual (causal) connectives. Furthermore, the cause­
consequence relations used in natural language are usually INDlREcr, 
characterizing CAUSAL CHAINS of which two states may be mentioned but 
also subchains causing subsequent subchains. The drying out of soil, for 
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instance, is a process taking place gradually through a whole period oftime. 
Similarly, SETSOFCAUSES and SETSOFCONSEQUENCES, sorne possible, others 
necessary, may be involved. 

What has been proposed for the analysis ofcausal relations between events 
may be generalized to reasonsfor actions, as in the following sentences: 

[38]a: Because it did not rain this summer, we irrigated our fields. 
b: We irrigated our fields, because it did not rain this summer. 

As will be explained in the theory of actions in Chapter 6, it cannot properly 
be said that the absence ofrain CAUSES our irrigation ofthe fields, at least not 
in those worlds which are not fully deterministic. Rather, the absence of rain, 
or our knowledge of the absence of rain, constitutes a SUFFlCIENT REASON in 
a process of decision-making resulting in the act of irrigation. This means 
that at least in one situation the decision to irrigate is a NECESSARY 
CONCLUSION from a set of premises of which our knowledge about the 
absence of rain is a specific member. Norms, rules, laws and conventions in 
general may require that in sorne situation (red light) we always carry out a 
specific action (stopping). In such cases we may therefore speak of 
NECESSARY REASONS, but it should be noted that necessity is not physical or 
biological here but DEONTIC, ie they are OBLIGATIONS. 

Again, in [38]a focus is on the consequent action and in [38]b on the 
reasons for a certain action. Those discourses where causes/reasons of a 
certain event/action are asserted will be called EXPLANATIONS. There are a 
number of pragmatic reasons why such explanations must be PLAUSIBLE, 

which means that causes/reasons must be indicated which are such in most 
possible situations. Thus, in cases where causes are incidental, as in [37], an 
acceptable explanation would further require an indication of additional 
circumstances (John's age, the way he fell, etc) as codeterminants of the 
consequence. So, not any causal sentence may serve as an explanation. 
Explanatory sentences (or sequences) typically use the connective for, 21 such 
that for the sentence schema rx,for P, V(P) is assumed to be the cause of or 
reason for V(rx). When we want to focus on the consequences of a certain 
number of facts, and if these consequences are plausible, we use the 
connective so, as in the schema rx, so p. Whereasfor typically marks a set of 
premises, so typically marks a set of conclusions. The conditions for the use 
ofthe connectivesfor and so, therefore, do not directly pertain to facts but to 
the discourse about those facts, and need further description in pragmatic 
terms later. There it should also be made clear why certain causal connectives 
are sentence-forming (because,for, since, whiJe) and why others are sequence­
forming (therefore, so, hence, thus), and how these differences can be made 
functional in communicative interaction. 

Actual conditionals may be used to interrelate not only events and actions, 
but also states of affairs, and thus express dependencies of properties or 
relations: 
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[39] He has fever because he is ill. 
[40] She has been in France because she has been in Paris. 

Here, because expresses IMPLICATION rather than cause or reason. The 
relations between the facts are CONCEPTUAL in these cases: fever and illness 
are necessarily related in most situations, and being in Paris is inconsistent 
with not being in France in al! possible normal worlds (where Paris is in 
France). In terms of the tree-model structures introduced aboye, the truth 
conditions of this type of implication would be given in terms of truth of 
propositions at the same node. The sentence IX implies Pwould be true if at 
any node where the proposition expressed by IX occurs the proposition 
expressed by f3 also occurs. The converse, of course, need not be the case: in 
not every situation where we are in France do we need also to be in Paris. 
Implicational connectives are specific in the sense that they are based on 
general conceptual or factual knowledge, and therefore may indicate 
INFERENTIAL RELATIONS between propositions, as are usually denoted by so, 
therefore, thus and hence in sentence initial position, marking a conclusion 
drawn from premises. The inference thus expressed by an implication may go 
from a 'Iarger' fact to a 'smaller' fact, orconversely, eg from whole to part, set 
to element, etc. The element of necessity playing a role here is not, of course, 
logical necessity and need not even be conceptual necessity (involving 
essential properties), but may also be based on ACCIDENTALGENERALITY, eg 
habit, norm or rule, as in the following well-known example: 

[41] John is at home because his lights are burning. 

The antecedent in this sentence denotes a known fact and indicates a 
conclusion, of which the consequent indicates a premise. The general fact 
'behind' the implication would then be 'Whenever John's lights are burning, 
John is at home', which together with the asserted premise yields the 
(presupposed) conclusion by MODUS PONENS: 

[42]a: p>q 
b:p 

e: q 

In this inference (a) is the general fact (known at least to the speaker), (b) is 
asserted and (e) is presupposed in the context ofconversation (by observation 
or a previous utterance). Ifwe put the second clause of[42] first, we assert the 
conclusion, whereas the premise is given. It will be assumed that the use of 
implicational because, however, rather focuses attention on the inter­
dependencies of facts, whereas the use of sentence-initial so and therefore is 
typically used to denote the inferential relations. We will come back to this 
point in Chapter 8. 

The various interpretations of the causal connectives and their ambiguity 
with respect to their connective or their inferential function, raises the 
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problem of an unambiguous FORMAL REPRESENTATION for this c1ass of 
connectives. We have possible and necessary conditions and possible and 
necessary consequences, or causes, whereas the interdependency itself has 
been identified with a form ofNECESSITATION. We shall use the simple arrow 
(-+) for necessitation, under the interpretation given aboye in terms of 
possible worlds (situations) or courses of events. This connection operates in 
two directions, backwards to denote (possible and necessary) condition, and 
forwards to denote (possible and necessary) consequence or suflicient 
condition (cause). Thus IX +- Pis read as 'IX is a condition for p', and IX -+ Pas 
'P is a consequence of IX', or 'IX causes p'. Since this kind of necessity may hold 
in aH possible situations (trees or subtrees), in most situations or in at least 
one situation, we prefix the corresponding modalities to the whole sentence: 
O(IX -+ p)orO(1X +- P),o(1X -+ p)oro(1X +- P), and O(IX -+ P) orO(1X +- P), where 
the non-standard modality 'O' is read as 'it is probable that' or 'it is likely 
that', being related to the quantifierJor most ... 22 In order to emphasize the 
fact that the modalities attach to the relation (connection), they will be 
written as: 0--, 0--, 0--, .o, +{], ~. Since in a sentence a possible condition may 
have a necessary consequence, DOUBLE CONNECfIVES may be used, eg -00--, 
..¡JO--, ~O--, ~O--. 

The sentences: 

[43] Because he jumped from the Empire State building, he is dead. 
[44] Because he feH ofThis chair, he is dead. 
[45] Because his brain functions have stopped, he is dead. 

will thus be translated as: p~o--s, q~o--s, r-oo--s, respectively. For 
unspecified causals/implications the double-headed arrow may be used (.....). 
Note that the modalities involved here are NATURAL, viz physical, biological, 
conventional, etc. Thus, [45] is two-way valid only in all those worlds where 
death is defined in terms of certain bodily functions (eg heart and brain 
functions), not in those worlds where life ofhigher organisms is brainless (or 
when we speak of the life and death of plants). 

Conditionals in general, and causals in particular, require that relations 
between facts hold in sets ofworlds related by a relation OfSIMILARITY. This 
notion may be defined in terms of sets of propositions. These propositions 
may have the general status oflaws, such as in the case ofpostulates, or else a 
specific, limited status. If worlds share (are selected by) the same set of basic 
postulates they are ESSENTlALLy SIMILAR; if they share the same facts they 
are ACCIDENTALLy (more or less) SIMILAR. Now, a causal relation like that 
expressed in [43] requires that the worlds in whichjumping from the Empire 
State building (or any high tower) necessitates death are sufficientiy similar lo 
our own, NORMAL worlds. 

After this discussion of the truth or satisfaction conditions for actual 
conditionals, it should finally be examined whether specific CONNECfION 
CONDITlONS are involved. It may be assumed that causal or conceptual 
interdependency itself is sufficient to establish the connection between 
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propositions; the facts seem related by the very nature of the connection. It 
would follow that if either the condition expressed by the antecedent or the 
consequence is connected with the topie of conversation, the whole sentence 
is both connected as such and connected with the topic of conversation. 
Neverthe1ess, it may be the case that causes or consequences are asserted 
which are not directly connected with a possible topic of conversation. Take 
for example the following examples: 

[46] The soil has dried out because there were no clouds this summer. 
[47] Because Harry is a human being, Mary married him. 
[48] John had a ftat tyre, because he went to Paris. 

Examples with reasons are less easy to find, because people may have the 
most weird reasons for performing a certain action. This would not make the 
sentence disconnected but rather the persons talked about. Although in [46] 
the absence of clouds is, via the absence of rain, a sufficient condition for a 
dried-out soil, the topic of conversation is rain or water and soil, with which 
clouds are not directly related. Similarly, in [48] it may well be the case that 
John would not have had a ftat tyre ifhe had not gone to Paris. Still, we would 
not qualify it as a re1evant cause of the ftat tyre, because it is too indirectly 
dependent upon the ftat tyre. From such examples it seems to follow that only 
those causes and consequences are relevant which are more or less directly 
related and which are related at the SAME LEVEL OF INFORMATION. Thus, 
'major' actions require 'major' decisions or reasons as conditions, and 
'major' events require 'major' conditions and consequences, where both 
antecedent and consequent must be related to the topic of conversation. 
Thus, that 1 pay my airport bus ticket would be a minor condition of the 
(relatively) 'major' fact oftravelling to New York. Such aconstraint is not yet 
very explicit, but may be clear from our analysis of the structure of 
event/action given in Chapter 6. In [47] we observe that a necessary condition 
need not be a re1evant condition for a certain consequence, even ifit is part of 
a process of reasoning, viz as a presupposition of the consequent action. 
More generally it may be said that presuppositions and necessary con­
sequences of the conceptual type are not normally assertable, because the 
implications involved are normalIy supposed to be known by the hearer. In 
this respect [47] is not only disconnected but also INCORRECT when it is used 
in a context of communication. 

We may now summarize the various truth/satisfaction and connectedness 
conditions for actual conditionals: 

(i)� an actual conditional is true/satisfied if both of its connected pro­
positions are true in world W o; it is false if one or both of the 
propositions are false (in case both are asserted); it is indeter­
minate/incorrect if its presupposed antecedent is false. 

(ii)� a conditional is connected if both propositions are re1evant to the 
topic of conversation; 
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(iii) the actual conditional is also true ifT the consequent is true in worlds 
selected by, or accessible from, the worlds in which the antecedent is 
true, such that for: 

a: a necessary consequence,pGq, q is true in any world following a 
p-world in all subtrees; 

b: a probable consequence, po-- q, q is true in all worlds following a p­
world in most subtrees; 

c:� a possible consequence, pO-- q, q is true in all worlds following a p­
world in at least one subtree; 

d:� a necessary condition, rOq, p is true in the world preceding q­
worlds in all subtrees; 

e:� a probable condition, p..¡]q, p is true in the world preceding q­
worlds in most subtrees; 

I a possible condition, p 0-0 q, pis true in the world preceding q-worlds 
in at least one subtree. 

Similar conditions apply to necessary/probable/possible reasons and 
conclusions, for inferential conditionals. 

(iv) the conditions hold only ifeach subtree is homogeneous, ie has similar 
worlds in the sense that a given set of (physical and other) postulates 
hold at each node. 

2.5.4 Hypothetical conditionals 
Interdependencies of facts do not exist only in the actual world, but also in 
possible alternative worlds, and of course in those (actual) worlds which are 
not epistemically accessible for the speaker. We may know from experience 
or knowledge of the language that facts may be or must be connected, but not 
know whether the facts are realized in sorne world. The typical connectives 
used to express such a relationship are if . .. (then), in case . .. (then): 

[49] If it does not rain this summer, the soil will dry out. 
[50] If it does not rain this summer, we must irrigate our fields. 
[51] If he ftunked his maths exam, he has not worked hard enough. 
[52] Ifhe has not worked hard enough, he will ftunk his maths exam. 

The connections established here are the same as those for actual con­
ditionals: ie in terms of conditions and consequences, etc, where in [51] a 
probable cause or reason is asserted and in [52] a probable consequence. In 
this respect the truth/satisfaction and connection conditions for if . .. then 
are the same as for because. The main difTerence, as suggested aboye, is that 
the clauses are to be satisfied in an epistemically non-accessible world: future 
worlds, or past worlds in which either a cause or a consequence is known or 
assumed but not the corresponding consequence or cause, respectively. 

The specific importance ofbeing able to state relations between facts in any 
world, makes the hypothetical conditional specifically important in 
GENERALlZATIONS, and hence in the formulation of laws, principies and 
rules. This is one of the reasons why it is if . .. then which has played such an 
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important role, viz as the MATERIAL CONDITIONAL (:::», in classical pro­
positional logic and philosophy.23 It has been observed that the material 
conditional formulates a dependency between truth values (like aIl truth­
conditional connectives) and not between propositions or facts, for which a 
RELEVANT CONDITIONAL has been introduced ( > ). Truth-value assignment 
in that case depends on the truth of the antecedent which determines the 
worIds in which the consequent is true or false. This condition in fact 
guarantees that the connection involved can be asserted for the worId where 
the antecedent holds, viz the actual worId. It is in this sense that the uses of 
sentences like [49-52] have been caIled CONDITIONAL ASSERTIONS. This term 
is somewhat misleading, because the assertion itself is not conditional, but 
actually made, only with respect to a non-actual (unknown) state of affairs. 

StrictIy speaking, then, if. .. then as such is notaconnective, buta (monadic) 
OPERATOR together with an 'underlying' conditional, because ifmerely in­
dicates that the facts are not to be interpreted in the actuaIly known worId. 
Since the connection expressed is not different from that for the causals and 
implications introduced aboye, we may keep the same connectives and add 
an operator to the sentence as a whole, for which we simply use the symbol 
'IF'. A propositional translation of a sentence like [49] would then be: IF 
(p--oo--q). Conditionals modalized in this way are caIled HYPOTHETICAL 

because a connection is expressed between facts which are hypotheticaIly 
assumed to be true in the actual worId (present, past or future). Thus, the if­
clause specifies the set of (actual) worlds where the then-clause is satisfied. 

Assertions about epistemicaIly non-accessible worIds are made with 
respect to knowledge about fact dependencies in general, holding in aIl or 
most possible worlds similar to the actual worId. A sentence like [49] 
expresses a particular instance of the general proposition 'If (whenever) it 
does not rain, the soil wiIl dry out'. Instead of taking if . .. then as a 
hypotheticaIly modalized causal or implicational connective, we may also 
take it to represent this implicit INFERENCE, where the if-clause indicates the 
assumed premise and the then-clause the asserted conclusion, as in the modus 
ponens schema given in [43]. 

Note that there may be a difference between the 'degree' of knowledge in 
hypotheticals. In [49-50] it is not known at aIl whether it will rain or not this 
summer, whereas in [51-52] the if-clause nearly has the 'certainty' of a 
presupposition, eg established by information just received from the hearer. 
The ifin such cases expresses rather a certain reservation of the speaker with 
respect to the truth ofthe proposition expressed by the if-clause. Instead of a 
hypothesis an ASSUMPTION becomes the basis of the assertion. 

It is not the case that BOTH antecedent and consequent must be 'unknown'. 
It may be that under the assumption of a certain consequence a fact is 
asserted which was already known, but not as the cause of the other fact: 

[53]� IfPeter has flunked his exam (it is because) he went to the movies too 
often with Susano 
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Of course, our general knowledge of exams and their conditions of success 
does not allow us to infer that somebody went too often to the movies with a 
particular somebody. As such, then, [53] cannot be a particular instance of a 
general fact. The reason cited must be such that the fact might be a 
consequence of it, eg 'if x goes to the movies, then x does not study'. This fact 
allows us to 'search' among the known facts for the most likely cause of the 
assumed consequence, viz those facts which were a sufficient condition for 
Peter not to have studied enough. 

JI . .. then does not only express the IF-modality of causals and impli­
cations ('Ifhe is a bachelor, he is not married'), but may also correspond to a 
much weaker conne<;tion, in which the consequence is not necessitated but 
just a possible fact in sorne condition or situation as specified by the 
antecedent, as in 'conditional' conjunctions. Compare for instance the 
following sentences: 

[54] If you go to the store, please buy sorne sugar. 
[55] Go to the store please, and buy sorne sugar. 
[56] I went to the store, and bought sorne sugar. 

Although going to the store may be a probable condition of buying sugar, 
buying sugar is not a consequence (as defined) of going to the store, because 
there is no situation in which our being in the store inevitably results in 
buying sugar. The conditional request of [54] is to be satisfied in an 
epistemically non-accessible world as specified by the if-clause, in which the 
consequent CAN be realized. The conjunction of [56] may denote the 'same' 
facts, but only in a known (past) world. 

It has already been observed that hypothetical conditionals are parti­
cularly used to make GENERALIZATIONS. Instead ofmaking assertions about 
an epistemically non-accessible world, we may analogously make assertions 
about NON-SPECIFIED worlds or about SETS of specific worlds: 

[57]a: If sugar is put in water, it dissolves. 
b: If Archibald wanted to smoke pot, he went to Charlie's. 

The generalization over worlds or moments of time more clearly appears in 
the possible use of when(ever) in such sentences. 

In the conditional schema p -+ q, it is the truth or satisfaction of p which 
determines q. In the connective un/ess the conditional is cornbined with 
negation: 

[58] Unless you give me sorne more liquor, I'II go horneo 

Un/ess p, q, or, q un/ess p, is satisfied in an epistemically inaccessible world, 
where the antecedent is false (or rather: where the negation of the antecedent 
is true) and a sufficient condition for the truth of the consequent. Hence 
un/ess p, q is semantically equivalent with if- p, then q, and often implies ifp, 
then - q. The latter formula may not always be equivalent with un/ess p, q, 
owing to possible presuppositions of asserted negations (denials). Thus, we 
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would only say lfyou give me some liquor, then 1 won't go home, if the topic of 
conversation already includes the possibility that I might go home, whereas 
in [58] the topic of conversation rather includes the fact that I may not get 
any more liquor. The negation involved in unless is even stronger and 
expresses that sorne fact is the only cause or reason for not doing something: 
only if... then not. o. It will be shown below that this 'exception' to the 
normal course ofevents is also present in bUf. An acceptable paraphrase of q, 
unlessp would therefore be: q, but not ifp. No further intricacies of unless and 
of negation and conditionals in general will be discussed here. 

2.505 Counterfactual conditionals 
General relations between facts may exist whether they are realized in the 
actual world or not. This means that we are able to make assertions about 
conditionals which are true in sorne alternative world, not in the (un)­
known actual world : 

[59] If it had not rained this summer, the soil would have dried out. 
[60] If Peter were rich, he would buy a castleo 

We see that, again, the normal properties of conditionals in general are 
involved here: possible or probable conditions and possible or probable 
consequenceso The truth conditions are such that the counterfactual if-clause 
must be true in sorne alternative to the actual world, in which its negation 
('It has rained this summer') holds. The consequent must then, for the 
whole sentence to be true, hold in one of the alternative worlds selected 
by the antecedent by necessitation as discussed for actual conditionals. 
We also have the weaker form of conditional as in [60], where the conse­
quent is not necessitated, but made possible or ALLOWED by the truth of the 
antecedent. 

As for the other conditionals, the basic assumption is that the speaker has 
sorne more general knowledge about relations and interdependencies offacts 
(or fact concepts, ie propositions)o The counterfactual world, therefore, must 
be relatively SIMILAR to the actual world. 24 In such a world it should still be 
the case that absence of rain has the drying out of the soil as a probable 
consequence, and that rich people may have the opportunity and the desire 
to buy a castle. In this respect, we may speak of ACCIDENTALLY 

COUNTERFACTUAL WORLDS and ESSENTlALLY COUNTERFACTUAL WORLDS. 

Probably little or nothing e1se would change if Peter were rich instead of not 
rich. The same laws of nature would hold, and only a slight dilTerence in the 
distribution of probabilities (eg in a lottery) would have been sufficient to 
make an accidentally counterfactual world. More systematically dilTerent, 
however, would have been a world in which lack ofrain does not cause drying 
out, all other things being equal (eg no irrigation possible)o Essential 
counterfactuals are of the type: lf 1 could.fly . o., lf the moon were made of 
green cheese . oo, etc. Such counterfactuals may become true as long as there 
are accessible worlds where the connection would holdo Sorne counterfac­
tuals, however, are IMPOSSIBLE and would hold nowhere (or rather: would 

lIf� 
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hold in some impossible world): Jf the ball were both round and square ..., Jf 
John were a bache/or but married . . " etc. If the conventional conceptual 
structure ofwords were slightly changed in sorne context, such sentences rnay 
of course be assigned a meaningful interpretation and be true in some world. 
It is difficult to draw a sharp line between accidentally and essentially 
difTerent worlds, because accidental facts are also particular instances of 
general facts, in which essentiallaws, principies or rules may be involved. We 
therefore have to add the c1ause 'all other things being equal' (ceteris paribus) 
to the conditions for counterfactuals, although strictIy speaking such a c1ause 
cannot be true, and would break the norrnallaws of causality. 

According to the nurnber of basic postulates holding in sets of altemative 
worlds, a DEGREE of similarity and difTerence may be assigned to sets of 
worlds. Thus, [60] would be true in a world 'c1oser' to the set of worlds in 
which the actual world exists (deve1ops) than [61], or would even be a 
mernber ofthe set OfNORMAL WORLD5. Given the basic relations established 
by the conditional, as for actualfhypothetical conditionals, the counter­
factual is also a sentential OPERATOR, deterrnining truth (exclusive1y) in 
altemative worlds, or in those actual worlds which are episternically non­
accessible. For instance: at the very moment when 1 utter [60] Peter rnay 
indeed have bought a castle out of his sudden lottery winnings; this would 
require [60] to hold in unknown actual worlds; or else [60] would be false, 
although appropriately and correctly uttered. 25 

We shalI use the operator CF to denote the counterfactual dirnension of 
the conditional, and translate [59] as CF(p o{J[}-o q) and [60] as CF(dJo-- s). 
80th the IF and the CF operator will provisionally be required to have 
compound (conditional) sentences as their scope. The difTerence between IF 
and CF in natural language is usualIy marked with specific tenses and/or 
auxiliaries. Counterfactuals used in non-compound sentences function as 
optatives: 

[61] If (only) he hadn't f1.unked that easy exarn! 

The relation between similarity and counterfactuals rnay be directly 
expressed in the connective as ij: 

[62] The whale rnade a noise, as if it were singing. 
[63] You are spending money, as ifyou were a millionaire. 

Characteristic for as ifis that the antecedent is true in the actual world and the 
consequent assumed to be false in the actual world (that is, it rnay be true in a 
non-accessible actual world), aithough a certain number of properties are 
shared with the fact holding in some aitemative world (where whales actual1y 
sing, and where you are actually rich). The use ofas ifmay therefore either be 
intended as a cornparison, as in [62], or denote an APPARENT sufficient 
condition ofthe fact expressed in the antecedent, in the sense that it LOOKSAS 
IF some fact were the case, but that the speaker is not certain whether the fact 
15 actually the case, as in: 
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[64]� You look as ifyou have passed your exam. 

In the latter case the conditional is clearly involved as may be seen from the 
sentence: 

[65]� If you had passed your exam, you would be looking like that. 

in which a possible condition is cited for a possible consequence. 

2.6 Contrastives 
2.6.1 
Things may be different from how they USUALLy are, ie in MOST NORMAL 

POSSIBLE WORLDS. Although dependencies may hold in general, there may be 
EXCEPTlONS, owing to particular circumstances. Such exceptions are in 
principie UNEXPECTED, if the properties and courses of events CONTRAST 

with the normal expectations about what normal worlds look like. Such 
unexpected or contrastive relations between facts are expressed by such 
connectives as but, though, although, yet, nevertheless, whereas, in spite of, 
notwithstanding, anyway, belonging to the category ofconjunctions, adverbs 
and prepositions. 

Sorne examples: 

[66]� John is very handy, but he made a miserable job of painting his 
house. 

[67]� Although we slept late, we were stiH able to catch the boat. 
[68]� Peter loves skating. Nevertheless, he wanted to stay at home. 

The exception to normal courses of events involved in these examples 
consists in the fact that the antecedent expresses a sufficient condition for the 
negation of the proposition expressed by the consequent. Just as in con­
junctions, both conjuncts must be true for the whole sentence or sequence to 
be true, with the proviso that the consequent be false in most alternative 
possible worlds which can be reached from the antecedent. From this 
condition it foHows that contrastives for just possible consequences are less 
acceptable in normal contexts: 

[69]� He feH off his chair, but did not break his neck. 

Contrastives do not only indicate exceptional courses of events but also 
states or events which are merely UNEXPECTED or UNDESIRED (defining their 
pragmatic aspects): 

[70]� I went fishing, but I didn't catch anything. 
[71]� Although Peter is very clever, he is not very kind. 

Catching a fish is not necessitated in any situation by fishing, but only 
possible. Not catching a fish, therefore, is merely in contrast with the purpose 
ofthe action described. Similarly, in [71], a 'positive' property of somebody is 
contrasted with a 'negative' property. Instead ofhaving the additional clause 
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P""" - q, we would here have a c1ause P & - q or P & r (where nl= q), to be true 
in at least sorne possible world compatible with the expectations of the 
speaker. 

Contrastives are also used to express the non-satisfaction of possible, 
probable or necessary conditions: 

[72] Peter wants to buy a car, but he does not have any money. 
(73] 1 wanted to learn Turkish, but it was too difficult. 

Note that this use of but does not allow the use of subordinative although in 
such sentences as [70] and [72-73]. Similarly, sentence-initial yet is less 
acceptable in such cases. Hence, contrastive and condition-unsatisfied hut 
seems to be difTerent from consequence-unsatisfied or unexpected­
consequence but, which is (semantically) equivalent with although and yet. 

The adverbs yet and nevertheless may combine with the unexpected­
consequence but, as in: 

[74] We slept late, but nevertheless we caught the boato 

The use of yet or nevertheless (either with but or with and) seems required 
even when a normally expected negated proposition is to be (positively) 
asserted: 

[75] He cannot fish, but nevertheless he caught a lot. 

Conversely, the use of but with yet or nevertheless (or of these connectives 
alone) is less acceptable in more general sentences, in which properties are 
contrasted and not actual facts (although intuitions are vague here): 

(76] The glass was very thick, but nevertheless it broke. 
[77] The glass is very thick, but nevertheless it is fragile. 

Apparently, the sentence adverbs yet and nevertheless rather express the 
unfulfilled expectations (ofthe speaker) at sorne moment, whereas but merely 
has the semantic role of contrasting properties or facts, with respect to 
normal courses ofe'(ents. As soon as unfulfilled expectations are involved the 
sentence adverbs may be used in order to denote this pragmatic aspect ofthe 
connection. We shall come back to these difTerences between semantic and 
pragmatic connectives later. 

2.7 Connectives combined 
2.7.1 
A recursive semantic account of natural connectives also must deal with 
sentences of the following form: 

[78]a: p.q.r •...� 
b:p.(q.r)� 
e: (p.q).r 
d: (p.q).(r.s) 
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where '.' is any connective. Earlier it has been shown that the usuallogical 
axioms and theorems do not hold for sentences of these forms, at least not 
always. Given the assumption that even conjunctions and disjunctions may 
have the asymmetrical nature of (weak) conditionals, and given the con­
ditions on connectedness, where the antecedent may codetermine the topic 
of conversation, a sentence wil1 in general have different truth or satisfaction 
conditions when the antecedent or the consequent is simple from when it is 
compound. This is the reason why [78]b is not equivalent with [78]c in aH 
models. Sentences of the form [78]a are ambiguous in this respect: each 
proposition may be connected with the preceding proposition or with the 
whole preceding sequence. Although it is impossible to discuss here al1 
possible combinations of the natural connectives introduced in the previous 
sections, we may give sorne examples and indicate briefiy how their in­
terpretation is built upon from the interpretation of their parts. It should be 
admitted, however, that our intuitions about the interpretation ofthe various 
examples are not always clear-cut. 
2.7.2 
Sentences of the form [78]a are of the ENUMERATIVE type, and mostly 
restricted to repeated conjunctions or disjunctions (but not both): 

[79]� John smoked a cigar (and/or) Peter smoked a pipe, and/or Charles 
smoked a cigarette. 

AH but the final connective in such cases may be deleted, preserving the 
same information. There is no sense in which it can be said that the conjuncts 
or disjuncts are grouped, other than by linear consecution: smoking a cigar 
and smoking a pipe do not belong 'closer' together than smoking a pipe and 
smoking a cigarette. Nor can it be said that either the first or the first and the 
second conjuncts/disjuncts constitute a situation for the following pro­
positions. It may be asked in which respect these enumerative ands and ors 
are binary connectives at aH: they do not seem to connect propositions 
other than by including or excluding them with respect to a set, where the 
only relation between the propositions is this actual or possible membership 
in the seto 

Conditionals may also occur in such a schema, but in that case the 
interpretation is normaHy based on the foHowing schema: 

[78]e: (p. q) and (q. r) and ... 

as in the foHowing example: 

[80]� 1 overslept, so 1 arrived late at my office, so John was no longer there, 
so 1 had to deal with Mr Robinson alone. 

The propositions are connected in pairs here by causejreason - consequence 
relations. It may be said that the last proposition is connected with the 
previous sequence as a whole when it denotes a causal chain, and therefore 
should be interpreted according to structure [78]c. Such an interpretation is 
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acceptable if the causal chain can be taken as a compound fact or event, 
which as a whole is a sufficient condition for the last proposition. The 
individual propositions of the sequence alone need not be sufficient con­
ditions in such a case. Hence the schema [78]c is not equivalent in such cases 
with: (p -+ r) and (q -+ r). It is not easy to decide which type of interpretation 
should be followed. As such, John's absence from the office is a sufficient 
condition for my being obliged to deal with Mr Robinson alone, whatever the 
reasons for John's absence. On the other hand, there are possible worlds in 
which John would not have been absent had I arrived in time, had I not 
overslept, such that the worlds in which the last c1ause is to be interpreted are 
more restricted in number if the previous c1auses codetermine the immediate 
reason for the last proposition. 
2.7.3 
A similar example may be devised where a compound condition with 
conjunctions must be either JOINTLY satisfied (as a complex causejreason) or 
DISJOINTLY (where each fact is a sufficient condition): 

[81]� John didn't come and Mary refused to phone Charles and I couldn't 
come away in time, so I had to deal with Mr Robinson alone. 

[82]� John was not there, and Mary refused to see him, and Charles had 
locked his door, so I had to deal with Mr Robinson. 

Clearly, such and other examples given are somewhat artificial. Under sorne 
further conditions we would at least have stylistic variations, eg use of while 
instead of and or the construction of several sentences. In order to be able to 
differentiate between the structure underlying [81] and [82], additional 
brackets C<' and ')') may be used to denote those compounds which enter 
further connections as a whole: <(p and q and r) so s. In that case the 
connection may not 'reach' within the brackets and relate to the individual 
members ofthe sequence, as in (p so s) and(q so s) and(rso s). These remarks 
hold for any connective being able to make compound facts in such a way 
that the component facts are not as such connected with the fact to which the 
compound as a whole is related. Disjunctive or (not its conditional reading), 
however, behaves like enumerative conjunction, because it does not derive 
facts from facts as the other connectives do. Take for example the following 
sentence: 

[83] I will either go to the movies or visit my aunt or take a walk 
downtown, so I have no time to see you. 

Here the structure (p or q or r) so s seems equivalent with (p so s) or (q so s) or 
(r so s), even if the latter structure were reduced to the former in surface 
structure, as in [83]. 
2.7.4 
Since naturallanguage does not use parentheses or brackets to disambiguate 
strings of the form p • q. r. s, there must be other means to express the 
different possible connections. Although we may have recourse to the use of 
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commas, semi-colons and periods in written discourse, in part corresponding 
to pause and intonation phenomena in spoken discourse, the main disam­
biguating factors are syntactic and semantic. 

Syntactically, the first rule will be that connections are established first 
from left to right: p. q, (p. q). r, «P. q). r). s, etc. Secondly, con­
junctions and disjunctions are connected before conditionals (inc1uding 
contrastives): (p and/or q) so/but r, p so/but (q and/or r), etc, as in: 

[84]� I'lI go to the movies or I'lI visit my aunt, but 1 won't stay at home 
tonight. 

where the contrastive has the disjoined clause as its antecedent, and not the 
disjunction a contrastive as its consequent. Thirdly, conditionals connect 
before contrastives, because we may not have contrastives as compound 
conditions or consequences, it seems. Hence, we have (p so q) but r,p but (q so 
r), but not p so (q but r), (p but q) so r: 

[85]� There was no rain this summer so the soil dried out, but we were able 
to irrigate the fields before the crop was ruined. 

[86]� There was no rain this summer, but we were able to irrigate the fields 
so the soil did not dry out. 

More problematic is the disambiguation of repeated conditions or con­
trastives. In general, the schema p but q but r is less acceptable, at least when 
expressed in one sentence. The same holds for p so q so r. Syntactic 
disambiguation may take place either by subordination of one of the clauses, 
such that subordinate and main c1ause are connected first and then main 
c1auses with main clauses, or the sequence of propositions is expressed in 
more than one sentence, where clause boundaries connect before sentence 
boundaries: 

[87]� ?John didn't work very hard, but he passed his exam, but his teacher 
gave him abad reporto 

[88]� Although John didn't work very hard, he passed his exam. But the 
teacher gave him abad report. 

[89]� ?There was no rain this summer so the soil dried out so we had to 
irrigate. 

[90]� Because there was no rain this summer, the soil dried out. So, we had� 
to irrigate.� 

The differences involved here, eg between [89] and [90] are often merely 
stylistic if the basic connections involved are equivalent. The main criterion 
in all cases is SEMANTIC: it is at this leve! where it is decided whether p • q is a 
condition for r (or for - r, as in contrastives), or p a condition for q. r. The 
first case would hold if the compound p • q is sufficient to bring about r (or 
imply r), but not p or q alone, whereas in the second case there must be a 
situation in which p alone may necessitate the compound fact q • r. In p so q 
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so r-structures like [89] the interpretation will depend on semantic-pragmatic 
criteria of presupposition or focus, to be discussed later. 

2.8 Connected sequences 
2.8.1 
Connectives not only make sentences (propositions) out of sentences (pro­
positions) but may also build SEQUENCES OF SENTENCES: 

[91]� We aH expected him to flunk his exam. And so he did. 
[92]� We aH expected him to flunk his exam. But he didn't. 
[93]� We may go to the beach and have a good swim. Or we'H have to stay 

home and prepare for our exam next week. 
[94]� John is a bachelor. So, he has no wife. 
[95]� I was ill that night. Therefore I couldn't come! 
[96]� I'H throw you out soon! Unless you stop talking my head off. 

Other examples have been given aboye. Indeed, the discussion about 
connection and connectives has not been limited to clausal connection. 
Connected PROPOSITIONS may be expressed either in composite sentences or 
in sequences. It will therefore be assumed that the semantic rules and 
principies holding for the sentential connectives also hold for those occurring 
in sequences. Of course, only coordinating conjunctions and sentence 
adverbs may connect sequences, not subordinating connectives like because, 
although, if . .. then. 

2.8.2 
Although part ofthe semanticconditions for the sequential usesofconnectives 
coincide with those for their sentential use, sequences have an additional 
number of properties constraining the interpretation of connectives. An 
important distinction to be made first is between the SEMANTIC and 
PRAGMATIC functions ofconnectives. This distinction wiH be treated in more 
detaillater. The semantic function of connectives is to relate facts, whereas 
pragmatic connectives relate sentences (or propositions), as for instance in 
inferences. Thus, in [94] the second sentence not only denotes a necessary 
consequence ofthe fact denoted by the first sentence, but the second sentence 
at the same time functions as a CONCLUSION of a partly implicit argumento 
The pragmatic function of connectives must be defined in terms of the 
STRUCTURES and SEQUENCING OF ILLOCUTIONARy ACTS. 

The SEMANTIC differences between sentential and sequential connectives 
are not very c1ear-cut. In many situations of spoken discourse, it is not even 
sure whether the sentence-sequence distinction is made. The usual phono­
logical clue for sentence initial (sequence forming) connectives is sentence 
intonation, and a pause after the connective, mostly represented as a comma 
in written discourse. The difference involved in sequences like [91] and [92] 
seems to be that the second sentence is satisfied at a different point of time 
and for different individuals as the first sentence. Transition to a new 
sentence aHows a CHANGE of world and/or of discourse referent. However, 
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such differences between sentences and sequences hold more in general, and 
are not to be considered as specific properties of sequential connectives. 
SimilarIy, in sentence initial or we have a disjunction of propositions which 
from a certain point of view are dissimilar. That is, or then denotes what 
could be called a STRONG ALTERNATIVE. 

Note that sentence·initial thereJore is ambiguous in the sense that it either 
indicates a consequence (when it is non-stressed and not followed by a pause) 
or a cause or reason of the fact denoted by the sentence in which it occurs 
(stressed, and followed by a pause). In the latter case the second proposition 
is usually presupposed. Pragmatically, such sequences function as EXPLANA· 

TIONS of certain facts. 
2.8.3 
Sequential uses of connectives further allow the connection between sen­
tences (or sequences) with whole previous SEQUENCES, as was discussed 
above for combined connectives. A fact may be a condition or a consequence 
ofseveral facts, occurring at the same time or in subsequent moments oftime. 
Similarly, the use of but or however may indicate a contrast with an expected 
consequence of a whole series of facts. 

The semantics for such cases is straightforward: instead of merely lettingp 
hold at sorne node we take a set or a sequence (p ¡ , P2, P3' ... ) as antecedent, 
to be true at sorne situation in the semantic tree, where q or a sequence 
(q¡, q2, q3' .. ) is the consequence to be true or false at sorne or all 
subsequent nodes, somewhere or anywhere in the tree. The major difficulty 
involved is the interpretation of the antecedent or consequent as sorne 
connected ·whole'. That is, we may use a contrastive, for instance, which does 
not contrast with the (consequences of the) individual sentences of the 
antecedent, but only with sorne complex situation as a whole. It should be 
made c1ear later how sentences or propositions are related, and thus may 
denote composite facts, by other means than connectives, so that a basis is 
provided for the interpretation of this sort of sequential uses of connectives. 
2.8.4 
Finally, it should be emphasized that sentential and especially sequential 
connection need not be expressed by explicit connectives. We already have 
observed earlier that we may use and also for stronger connections, if these 
follow from the connected propositions themselves. 

SimilarIy, the connections between propositions in sentences and se­
quences may be 'expressed' by the very co-occurrence of the sentences ex­
pressing them : 

[97] John smoked a pipe. Harry smoked a cigar. 
[98] John smoked a pipe. Mary didn't like it. 
[99] Peter had an accident. He is in hospital now.� 

[IOO] Of course Harry has been in France. He has been in Paris.� 

It is characteristic of disjunctions and if-eonditionals that they are not 
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expressed without their explicit connectives because the facts denoted do not 
necessarily hold in the actual world. In cases where or is not used to express 
disjunction. other modal expressions are used to denote the possible truth of 
the disjuncts in the actual world (l may go to the movies. 1 may visit my 
aunt . .. Who knows?). We may adopt it as a general rule that in sequences 
which do not use connectives (asyndetic sequences), the sentences are 
interpreted to have truth values with respect to a given topic ofconversation, 
relating them indirectly. As a second general rule it will be assumed that facts 
thus connected by one topic ofconversation are further to be connected in the 
closest possible way, viz as reason/cause and consequence, eg as in [99]. In 
cases where conditional relations are exceptional, ie do not hold in most 
possible situations. the explicit connective must be used: 

[101] John smoked a pipe so Harry smoked a cigar. 

One of the further aspects of this rule is the LEFT-RIGHT ORDERING of 
sentences as expressing linear (before-after) ordering of facts. Hence, first 
sentences express conditions, second sentences express consequences. In 
explanatory contexts, this ordering may be reversed, eg when we would take 
[99] in another ordering. SimilarIy, changes of tense may infiuence the 
interpretation of normal orderings. This and similar issues concerned with 
the ordering and distribution of information in.discourse will be dealt with in 
following chapters. 

It goes without saying that the mere absence ofconnectives does not mean 
that sentences are asyndetically connected. Especially when we change the 
topic ofconversation or the focus (see following chapter) in a discourse, two 
sentences may follow each other without being directly connected, although 
each being connected with difTerent but related topics of conversation. 

2.9 Connection and connectives: conclusions 
2.9.1 
Let us summarize the main characteristics ofnatural connectives as they have 
been discussed in this chapter. 

(i) Natural connectives are� INTENSIONAL. They do not relate truth 
values but propositions and values of propositions in possible 
worlds: facts. 

(ii) Natural connectives presuppose that clauses and sentences express 
intensionally CONNECfED propositions. Propositions are connected 
if the facts denoted are related in sorne possible situation and if they 
are connected with the same TOPIC OF CONVERSAnON. 

(iii) The difTerences between natural connectives are given along the 
following dimensions: 
a: strictness ofthe relation between facts (compatibility, probability, 

necessity) ; 
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b: generality of the relation (holding in sorne, most, all possible 
courses of events - subtrees); 

e:� intended possible world (the relation exists in the actual world, an 
epistemically non-accessible actual world, or a non-actual world); 

(iv) With the exception� of enumerative conjunction and disjunction, 
natural connectives are ofthe CONDITIONAL type in the sense that the 
consequent is to be interpreted in worlds determined by the ante­
cedent (together with the topic of conversation). 

(v) The usual axioms holding for LOGICAL CONNECTIVES are not valid 
for natural connectives (commutativity, associativity, transitivity, 
distributivity). 

(vi) Connectives have both SEMANTIC and PRAGMATIC functions: they 
denote relations between facts and may indicate relations between 
sentences or propositions in discourse based on these semantic 
relations (eg in inferences). 

(vii) DifTerences between the� SENTENTIAL and the SEQUENTIAL use of 
connectives are mainly pragmatic or are inferred from meaning 
relations between the propositions. In general the sentence-sequence 
ditTerences may be used for CHANGES in topic of conversation, 
discourse referent, focus or perspective. 

(viii) DitTerences between the� SUBORDINATING and the COORDINATING 

versions of each type of connective are, under normal ordering, 
related to presupposition and focus distribution in discourse. Hence, 
a/though-, because-, and if-clauses express propositions which must 
be (epistemically) true. Sentences which do not satisfy these con­
ditions may be true/false and connected/disconnected, but 
INCORREcr. 

2.9.2 
These general characteristics are certainly not exhaustive. Each of the 
connectives has more specific semantic, pragmatic (and syntactic, stylistic) 
properties which have not been discussed. Although sorne pragmatic aspects 
have been mentioned briefly, the major focus of the treatment was on the 
specific semantic aspects of the kind of connection involved for each type of 
connective. This semantics was given in terms ofconnected model structures, 
such that each model structure for a sentence/proposition is determined by 
the models (structure and interpretation) of the previous sentences/pro­
positions. The model structures, especially the notion of possible topic of 
conversation, however, have not been analysed further. We have discussed 
the relationships offacts as whole entities, but it should also be specified what 
sort of properties do establish such relations between facts. Just as a 
propositionallogic must be complemented with a predicate logic, the study of 
the semantic relations in discourse requires an analysis of the relations 
between PARTS of ditTerent sentences, eg between individuals, properties/ 
relations, operators, quantifiers, etc. Whether a sentence is connected with a 
topic ofconversation, and hence whether a sentence or sequence is connected 
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itself, depends on this internaL strueture of the respective sentenees/pro­
positions. This will be the topie of the next ehapter. 

Notes 
1 Thus a formal semantics may specify the way truth or satisfaction conditions 

may be given for sentences like It is possib/e that Peter is i// and that Mary is visiting 
him, ie ofthe following logical form o(f(a) & g(b, a)), but it will not specify what i// 
means, nor the conventional relation between eg the meaning of i// and the meaning 
of fever. The formal semantics will indicate only how each kind of expression is 
related to a particular kind of value, and how relations between values depend on 
relations between expressions (as is the case for the logical connectives, for 
instance). In other words, a formal semantics only specifiescertain properties ofthe 
notion of meaning of natural language expressions. It is one of the attempts of 
current logical theory applied in the study ofnaturallanguage to extend the domain 
of the study of these 'Iogical properties' of natural language, eg by devising so­
called non-standard logical systems. For surveys of linguistic semantics, see Leech 
(1969, 1974), Steinberg and Jakobovits, eds (1971), Bartsch and Vennemann 
(1972). 

2 The definition of causation has been very much simplified here and conceals many 
philosophical and logical problems. When we say that A is incompatible with the 
non-occurrence of B, in sorne possible world W¡, we thereby mean that both A and B 
occur in W¡ and in all possible worlds similar to W¡ (eg sharing the same set of 
physical and biological laws). In other words: A causes B if they are related 
NECESSARILY at least at sorne point of time (where A precedes B). 

3� We might be more specific still and reserve the notion 'topic ofconversation' only 
for conversations and give it a pragrnatic definition (in terms of intentions and 
knowledge of speakers, for instance), and then use the term 'topic ofdiscourse' in a 
more restricted, formal and semantic sense, viz as a property of sequences of 
propositions. Since this distinction is not elaborated in this book, we will use the 
terms 'topic of conversation' and 'topic of discourse' provisionally as being 
synonymous. 

4 We have used, provisionally, only the theoretical term 'connected', both for 
relations between propositions in composite sentences and sequences, and for the 
relation between propositions and topics of conversation. The latter might also be 
called (semantic) relevance. In that case, propositions would be connected if they 
are relevant to the same topic of conversation. Since, however, first conjuncts and 
in general previous discourse may constitute the topic of conversation, we have 
made no theoretical distinction between connection and (semantic) relevance. The 
latter term is mostly used in recent work in relevance logics. See references below. 

5 A similar 4-value interpretation is used by Groenendijk and Stokhof (1975) in 
order to account for correctness-eonditions (eg of modal expressions). 

6 One of the crucial methodological problems which cannot be fully c1arified in this 
book is the delimitation of Iinguistic semantics on the one hand from a cognitive 
semantics - in particular a theory of the acquisition, representation and use of 
'world knowledge' - on the other hand. The system of the knowledge of the world 
we have is ordered by conventional 'frames' as we wiU see in Chapters 4 and 5. 
Connection, coherence and topics of conversation are being determined not only 
by the general conceptual knowledge exhibited by the language system, but also by 
our knowledge as represented in cognitive frames. 

7 The question arises whether there would not always be such a concept, which 
would make any topic change acceptable. Formally, this would not be an objection 
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(if only the relevant concept is specified), but empirically we will want sorne 
constraints, eg that the concept be rather specific or even expressed in the discourse. 
In Chapter 5, dealing with macro-structures which are intended to explicate topics 
of conversation, sorne further constraints on topic change, ie on macro-structure 
proposition sequences, will be given. In principie the same constraints hold as for 
the connectedness of any sequence of propositions. In general, it may thus be said 
(which is empirically warranted) that connection of propositions and topics always 
holds ifthere is a proposition relative to which they areconnected.lflanguage users 
nearly always are imaginative enough to establish 'any' connection (in a particular 
discourse and context) this means that they are able to construct the required topic 
or common proposition. 

8 See Dik (1968) for a discussion of these and other grammatical properties of 
connectives. The most recent extensive discussion of connectives related to 
problems of coordination is given in Lang (1973). Sorne of our semantic notions 
used in the explication of connection and connectives are similar to those used by 
Lang. Besides these two monographs little attention has been paid in modern 
linguistics to natural connectives. Most work has been done within a philosophical 
and logical framework (see references below). See van Dijk (l973b, I974a). 

9� For a discussion ofphrasal connectives, see Dik (1968), Lang (1973), and references 
given there. See also R. LakofT (1971), who also gives a more general discussion of 
connection conditions (using the notion 'topic'). 

10 The major monograph about relevance logics, in particular logics of entailment, is 
Anderson and Belnap (1975). See the numerous references given there. 

11 For details of these definitions of compatibility (compossibility), consistency and 
related notions, see Routley and Meyer (1973). 

12 See Stalnaker and Thomason (1970) for a discussion about selection functions in 
the semantics of (relevant) conditionals. See also Lewis (1973). 

I3� See Gabbay (1972). Urquhart (1972) also introduces the primitive notion 'piece of 
information' with respect to which formulae are interpreted in a way similar to our 
use of the notion 'topic of conversation'. 

14� See Groenendijk and Stokhof (1975) for an explication of correctness, which is 
determined by the knowledge/ignorance language-users should have in order to use 
sentences adequately. Although the notions involved here are pragmatic, and will 
be discussed further in Part 11, the epistemic relations between possible worlds, as 
long as truth and connection are involved, are taken as belonging to the semantics 
(ie they are abstracted from the knowledge of language-users in particular 
communicativecontexts). We say that a world Wj is 'epistemically accessible' from a 
world W¡ (w,RXw j ), ifit is known in W¡ what is the case in wj (Rx may be indexed for 
sorne individual x). 

15� The fact that such 'actual' conditionals as those mentioned may also denote 
relations between facts in any world selected as a 'point ofview', would make the 
term 'actual conditionals' less appropriate if 'actual' would be understood in the 
strict sense of the 'actualized' (historical) world (past-now-future), and not the 
world I am 'actually' talking about. Since these two kinds of worlds will often 
coincide in natural language discourse we keep the term 'actual conditionals', at 
least provisionally and for want of a better term, and in order to distinguish them 
from the non-actual if-conditionals. 

16� For detailed discussion, both of the pragmatic and the semantic properties of 
presupposition, see eg the contributions in Pet6fi and Franck, eds (1973). For 
recent surveys ofthe discussions, see Kempson (1975) and Wilson (1975) and the 
references given there to the large linguistic and pbilosophical literature about 
presuppositions. 

17� At Jeast tbis would be one of the natural readings of natural negation or denial. 
Strictly speaking, as we will see below, we would in such cases have the negation of 
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the connective, ie a denial of the fact that causation is involved. In that case, 
however, the connective must be stressed, viz as a particular comment of the 
negated sentence. 

18� We omit a mathematical (graph-theoretical) characterization of these semantic 
trees, because we are uncertain of their precise philosophical properties: do they 
have roots (ie where time begins), are all trees connected, or should we postulate a 
set ofpossible trees, perhaps with different sets ofbasic postulates (eg time might be 
fiowing faster in other trees, which would be impossible in one tree, according to 
definition)? One of the properties we would like them to have is that courses of 
events cannot merge again, on the assumption that once the history of a course of 
events is different, its future will be also. 

19� Clearly, this is not the full philosophical or even semantic picture of causation. 
Note that the term 'sufficient condition' is ambiguous in the sense of being 
determined by possibility or necessity (or any value on a continuous scale of 
probabilities): sorne fact may be sufficient for another fact to occur in sorne 
situation (falling off a chair and then breaking one's neck) or in most of all possible 
situations (drinking sulphuric acid and then dying). Note also that 'sufficient 
condition' is defined in terms ofconsequence, not in terms of(possible or necessary) 
condition, which may easily lead to confusion. 

20 Note that it will simply not do to define causes and consequences in terms of sets of 
possible worlds or courses of events alone. We must have a 'double' system with 
(sets 01) trees and subtrees, in order to be able to account for the fact that even if 
sorne event causes another event only once (speaking ofevent types), this causation 
still involves necessity. In that case we require that sorne course ofevents may define 
only (at least) one subtree, but there, given sorne node p, ALL paths willlead to q­
nodes. In a strictly deterministic system, however, it would be appropriate to speak 
only about necessary consequences. The same holds if we could spell out the 
members of the set C codetermining q together with p: at any C-node, anywhere in 
the tree, q would follow in all immediately subsequent nodes. Again, further 
phiJosophical intricacies (eg regarding determinism) are ignored here. For re­
ferences about causation, see Chapter 6. 

21 In spoken language the explanatory Jor (unlike German denn and Dutch want) is 
mostly supplanted by other causal connectives, such as since or (be-)cause. This 
means that because may be ambiguous in the sense of denoting fact relations on the 
one hand and inferential relations on the other hand. See below. 

22 For this kind ofnon-standard quantifiers, see Altham (1971). 
23 From our discussion it follows that the material conditional should not be 

considered as the formal equivalent of natural if... then: firstly the material 
conditional (unlike the relevant conditional) need not exhibit connection or respect 
presuppositions or assumptions, secondly, it does not express the modality (viz 
necessity) and epistemic (non-)accessibility of if in natural language. Thus the 
material conditional is rather an abstraction from naturallanguage conditionals. 
For a different view, see eg Grice (1967). 

24 For the notion of similarity between possible worlds within the general framework 
of a discussion of counterfactuals, see Lewis (1973) and Rescher (1975). 

25 Along this dimension counterfactuals would differ from hypotheticals in their 
epistemic basis: the speaker would know, believe or assume that the antecedent is 
false in the actual world, whereas in the hypothetical he does not know (believe, 
assume) the antecedent to be either true or false in the actual world. 



Chapter 4 

Coherence 

1 Aims and problems 
1.1 
In this chapter we will analyse sorne properties of the semantic structure of 
discourse which determine its so-caHed COHERENCE. The notion ofcoherence 
is not weH-defined, however, and therefore requires explication. Intuitively, 
coherence is a semantic property ofdiscourses, based on the interpretation of 
each individual sentence relative to the interpretation of other sentences. 1 

The notion of connectedness, discussed in the previous chapter, apparently 
covers one aspect of discourse coherence, viz the immediate, pairwise 
relations between subsequent propositions taken as 'wholes'. Sentences or 
propositions in a discourse may form a coherent discourse, however, even if 
they are not aH connected to every other sentence or proposition. In 
particular, they may be related in pairs without being connected in the sense 
defined earlier, eg when relations exist between parts of two or more 
propositions. 2 In order to be able to delimit the object of our analysis, sorne 
examples of coherence relations in discourse will be given first. 3 

1.2 
The greatest amount of discussion, both for sentences and discourses, has 
been devoted to the relation of REFERENTIAL IDENTITY between individuals. 
Arguments of dilTerent propositions may have the same individual as their 
value, where the argument expressions themselves need not be identical: the 
same individual may be referred to by the proper name John. by the pronoun 
he, or by expressions Iike my brother, that boy or the pupil who has [ost a book. 

Such relations of identity can also be established for properties and 
relations: I may be iII, and so may Peter, and I may love Mary, and so may 
John. 

In a wider sense, identity is also involved when sorne fact holds in the same 
possible world, at the same place and/or at the same time. 
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In all these cases the model ofsome sentence Si is determined by the models 
ofthe sentences Sj, St, ... ,such that the same individual object, property, or 
world-place-time is being assigned. 
1.3 
Since we do not in a discourse continuously say the same thing about the 
same individuals, a coherent discourse will also have relations of 
D1FFERENCE and CHANGE. In the first place we may INTRODUCE new 
individuals into the universe of discourse, or assign new properties or 
relations to individuals which have already been introduced. Such differ­
ences, however, are of course subject to systematic CONSTRAINTS. It seems 
intuitively reasonable to require that newly introduced individuals are 
related to at least one of the individuals already 'present'. Similarly, we may 
expect that assigned properties also are related to properties already as­
signed. And finally a change of world or situation will also be constrained 
by some accessibility relations to the world or situation already established. 

In other words, changes must somehow be HOMOGENEOUS. That is, they 
must be operated within the bounds of some higher leve! principie determin­
ing the POSSIBLE individuals and properties of some universe of discourse. 4 

The notion of TOPIC OF CONVERSATION, introduced as a primitive notion in 
the previous chapter, seems to be involved here, and therefore requires 
further explication. 

Note that the semantics to be elaborated should account for these 
permanent changes in the models. An expression like the man in Si may not 
have the same referent as the same expression in some other sentence Sj' 

1.4 
Changes of individuals, properties or relations are to be operated with 
respect to individuals, properties or relations which are already GIVEN. Thus, 
in order to express the continuity of a discourse, each sentence will in 
principie express this relation between OLD and NEW information, viz as 
TOPIC and COMMENT respectively, along the simplified schema «a, b), (b, 
e), (e, d), ... ), or «a, b), (a, e), (a, d) ... ). One ofthe aims of a serious 
semantics of discourse is to account for these and other aspects of 
INFORMATION D1STRIBUTION in the discourse. 

1.5 
Natural language discourse, unlike formal discourse, is not fully EXPLI· 

CIT. Relationships between sentences or propositions may exist without 
being expressed. This is the reason why the theoretical construct of a TEXT is 
necessary in order to show how discourses can be coherentiy interpreted even 
if most of the propositions necessary to establish coherence remain IMPLICIT, 

eg as entailed propositions of propositions explicitiy expressed in the 
discourse. 

The problem at issue, then, is to formulate conditions which allow 
propositions to remain implicit, and to specify what sort of propositions 
must be expressed in order for the discourse to be coherent. Propositions 
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which are postulated to establish theoretical coherence ofa text but which are 
not expressed in the discourse will be caBed MISSING LINKS. 

We here touch upon a more general problem ofthe theory of grammar: in 
what way are missing Iinks to be caBed part of the underlying structure or 
semantic representation ofa discourse? Or should we rather assume that they 
are 'constructed', viz by rules of inference, or by rules and processes defined 
at the level of pragmatics or in cognitive theory? 
1.6 
The issues raised above cannot possibly all be treated in their fuB complexity 
within the space of one chapter or of one book. Therefore, those issues which 
are familiar in discussions about the semantic structure of sentences, eg those 
pertaining to referential identity (determining pronominalization, article 
selection, etc), will be passed over here. The main focus will be upon the 
ditTerent aspects of INFORMATION DISTRIBUTION in discourse: introduction, 
continuity, expansion, topicalization, focusing, etc. 

These specific phenomena of the semantic structure of discourse are 
GRAMMATICALLy interesting: they are systematicaBy associated with specific 
syntactic and morpho-phonological structures, which however cannot be 
treated in this book. s On the other hand, sorne of the close associations with 
pragmatic structures will receive particular attention in Part n. 
1.7 
In this chapter we wiB be concemed with what has been caBed LINEAR or 
SEQUENTIAL COHERENCE, ie the coherence relations holding between pro­
positions expressed by composite sentences and sequences of sentences. 
There are also semantic structures of a more global nature, not to be directly 
characterized by (relations between) individual propositions, but in terms of 
SETS of propositions, whole sequences and certain operations on sets and 
sequences of propositions of a discourse. These MACRO-STRUCTURES de­
termine the GLOBAL or overaB coherence of a discourse and are themselves 
determined by the linear coherence of sequences. 6 Thus, as we saw in the 
previous chapter, coherence relations between sentences are not only based 
on the sequential relations between expressed or interpolated propositions, 
but also on the topic ofdiscourse ofa particular passage. The notions of topic 
of conversation and macro-structure will be treated in the next chapter. 

2 The semantics of coherence 
2.1 
In order to characterize the coherence properties of sequences we need an 
appropriate semantics. Such a semantics is essentiaBy RELATIVE in the sense 
that sentences are not interpreted in 'isolated' models, but relative to the 
interpretation of related sentences in related models. The relationship 
between the sentences is defined in terms of these relative interpretations. 
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The simplest way to account for relative interpretations would be to 
interpret the sentences of sequences in the respective models of an ordered 
MODEL SEQUENCE (M'l , M 2 , ••• , M.). A discourse is then SATlSFIED in 
sorne model sequence if each of its sentences is satisfied in the respective 
model structures for the respective valuations. Such a model sequence will 
briefiy be called a D1SCOURSE MODEL. 7 

Coherence relations exist between parts of sentences (or propositions) and 
the model structures involved must therefore be such that values can be 
assigned to these parts (operators, quantifiers, predicates, arguments, etc). 
Characteristic of the discourse model, then, is that these valuations in sorne 
model Mi depend on the valuations in sorne model Mj' The same holds for 
the respective model structures themselves: they may also depend on each 
other. We may have identity, intersection or change of the respective 
DOMAINS (of individuals). 'During' the discourse, individuals may be 'in­
troduced' or even 'eliminated', in the sense that each sentence is to be 
interpreted with respect to its specific ACTUAL DOMAIN ofindividuals. As we 
have seen for the semantics of connection, the POSSIBLE WORLD in which a 
sentence is interpreted is determined by the interpretation of previous 
sentences in previous models of the discourse model. Similarly, QUANTIFIERS 

will also be interpreted for the domains which at sorne point in the discourse 
model have been established for the various possible worlds involved: 
expressions like all men normally refer to the men of a certain, previously 
mentioned group, not to all existing men, universally speaking, nor to all men 
of a certain world. 8 Finally, PROPERTlES OR RELATIONS, ie the values of 
predicates, wi1\ also change for a given individual at ditTerent time points and 
in ditTerent possible worlds. A discourse, thus, may have the propositions 
'John is ill' and 'John is not i1\', without being inconsistent. Less straightfor­
ward is our task to account for the fact that properties assigned to individuals 
in related models should somehow be 'homogeneous'. Thus, being iI1 and 
having a fever or calling a doctor are, intuitively, more homogeneous than 
being i1\ and being boro in London or having red hair. Apparently, part of 
this homogeneity is to be formulated in terms of conceptual implication and 
condition-consequence relations between facts. Predicates, or the properties 
denoted by them, have a certain RANGE, viz the set of possible individuals or 
individual concepts to which they can be assigned or applied. A sentence Iike 
The boy is i// is MEANINGFUL ifthe individual denoted actualizes an Individual 
concept ('boy') belonging to the range of the property 'ill'. Only meaningful 
sentences, ie sentences denoting a possible fact, may be satisfied in sorne 
possible world.9 Now first of all, properties assigned to the same individual 
must have overlapping ranges, otherwise they could not apply to the same 
individual. Thus, the ranges of 'fiowing' and 'walking' do not overlap such 
that 'boy' belongs to the intersection. Yet, 'having red hair' and 'being iII' 
may have overlapping ranges, although these properties are not as such 
directly related. These properties belong, so to speak, to ditTerent 
DIMENSIONS, eg the dimension of 'physical appearance' or 'having colour' 
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and 'health', respectively.1 o A dimension may be seen as a basic category 
defining sets of properties. Possible individuals may be COMPARED with 
respect to a certain dimension, and thus be more or less (DIS-)SIMILAR. Thus 
we call one object blue, but the other yellow with respect to the same 
dimension, viz 'having colour', and will not call an object blue, but the other 
round because two difIerent dimensions are involved here. 

Now, in a semantic theory of discourse it should be made explicit how 
notions such as RANGE, DIMENSION, COMPATIBILITY and SIMILARITY of 
meaning are involved in the definition of discourse coherence. A formal 
semantics, however, can only do this in a 'schematic' way, by giving general 
conditions on possible predication and meaning relations, whereas Iinguistic 
(Iexical) semantics on the one hand and cognitive semantics on the other 
hand will have to provide thc actual conventional 'content' of sentence and 
sequence meanings, and the probabilistic expectations based on our know­
ledge of the world, respectively. 
2.2 
Whereas we may have sorne idea what meanings and referents of arguments, 
predicates and sentences are, such concepts as meaning or referents of 
discourse are not so obvious. As for composite sentences, it may be assumed, 
however, that discourses denote certain FACT STRUCTURES, ie ordered sets of 
facts. A simple example of such a fact structure would be a sequence of 
causally related events, as represented by the tree semantics of the previous 
chapter. Other fact structures could be the state of a certain street at a certain 
time point, or the activities of sorne agent during a certain periodo 

Important, however, is the fact that only part ofthe individuals, properties 
and relations characterizing sorne state, event or action is being referred to 
explicitly by the discourse. That is, the description is INCOMPLETE from an 
ontological point of view. 11 Natural discourse merely denotes those facts 
which are PRAGMATICALLY RELEVANT, ie which the speaker thinks the 
hearer should know, bring about, etc. On this 'selection' among true 
propositions there are sorne specific constraints, eg regarding 'Ievel', to be 
discussed below. 

Another aspect of discourse semantics is the relationship between the 
ORDERING OF SENTENCES and the ORDERING OF FACTS. For actions and 
events the discourse ordering will be called NORMAL if their temporal and 
causal ordering corresponds to the linear order of the discourse. For 
descriptions of states, where the facts aH exist at the same time, it will be 
assumed that a normal ordering corresponds with the general-particular and 
the whole-part relations between facts. 

Under certain conditions these orderings may be transformed. One set of 
these conditions is pragmatic, pertaining to the communicative importance 
of certain propositions. Other transformations are, more generally, per­
ceptual and epistemic: not the ordering of the facts themselves, but the 
ordering of the perceptions and the knowledge about them determines the 
structure of the discourse. 
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These pragmatic and other constraints on the ordering of propositions in a 
representation will be discussed in Chapter 7. In the semantics, strictly 
speaking, we can only describe the relations between expressions (and their 
internal structure) and the structure of facts and situations, abstracting from 
pragmatic and cognitive properties of sequence ordering. This means that 
notions such as 'normal ordering' are purely theoretical; they do not imply 
that discourse is usualIy ordered Iike this, or that such orderings constitute a 
norm. 

3 Coherence analysis: sorne exarnples 
3.1 
In order to elaborate a theoretical framework for the semantic description of 
coherence in discourse, sorne examples should first be analysed. 

Consider the following passage from the beginning of a chapter in a crime 
story:12 

[I)a: CIare RusselI carne into the Clarion office on the folIowing morning, 
feeling ti red and depressed. She went straight to her room, took off her 
hat, touched her face with a powder puff and sat down at her desk. 

Her mail was spread out neatly, her blotter was snowy and her inkwell 
was filled. But she didn't feellike work (...). [p 59) 

Now, what conditions make such a passage coherent? A first determinant 
seems to be the INDIVIDUAL IDENTITY in the model sequence: 13 V(Clare 
Russell) =V(She). The other individuals, viz V(office), V(room), V(hal), 
V(face), V(powder puff), V(desk), V(mail), V(bloller), V(inkwell), are related 
in a less direct way. The relations involved are those of INCLUSION, 

MEMBERSHIP, PART-WHOLE and POSSESSION: a room may be part of an office, 
a desk be part of an office-room, maj), blotter and inkwell part of the objects 
characterizing a desk-'world'; similarly, a face is part of the individual, 
whereas a hat and powder puff are possible possessions of a human (female) 
individual. The individuals seem to cluster around two concepts, viz the 
'human (female) individual' and the 'office' concepts. A set of individuals 
thus related by identity or partiality (f) through successive models will be 
called a SERIES. In sorne sentences these two series are related, eg by verbs. 
The predicates in the successive sentences should also be related in order for 
the passage to be coherent. Predicate relations, however, need only exist 
between predicates assigned to the same individual or to the individuals of 
one series. Here the predicates are related because they denote a possible 
sequence of activities, bodily states and mental (emotional) states for the 
woman series, and related properties (along the 'neatness' or 'readiness' 
dimension) of the office-desk series. The passage is normally ordered with 
respect to the activity sequence. Finally, the passage is coherent due to 
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timejperiod and place identity associated with the activity sequence and the 
office-desk series. 

This is only a very informal and partial characterization of the coherence 
relations in the passage. The regularities as formulated would allow a great 
number of possible discourses which would be unacceptable. Further expli­
cation, thus, is necessary. 
3.2 
An important COGNITlVE condition of semantic coherence is the ASSUMED 
NORMALITY of the worlds involved. 14 That is, our expectations about the 
semantic structures of discourse are determined by our KNOWLEDGE about 
the structure of worlds in general and of particular states of affairs or courses 
of events. For abnormal worlds, we need specific indicators, eg the bul in the 
last sentence, indicating that not working is abnormal in an office-desk 
situation under further positive conditions (mail available, inkwell filled, etc). 
Under these normality conditions the following discourse alternatives would 
be much less acceptable: 

[2] ( ) took off her clothes (...) 
[3] ( ) threw her desk out of the window (. .. ) 
[4] (. ..) her mail was hanging on the wall (...) 
[5] (. ..) she drank her inkwell (...) 

As such, these clauses would express perfectly possible facts (propositions), 
and could occur in discourses in which such states or events are made 
plausible. Normality, therefore, is a relative concept. 

The set of propositions characterizing our conventional knowledge of 
sorne more or less autonomous situation (activity, course of events, state) is 
called a FRAME. 15 In our example we have an instance of an OFFICE-frame, 
viz a set of typical office individuals and typical activities in offices. The 
alternatives [2-5], in this respect confiict with an office frame. Note that 
such frames inc1ude propositions determining the possible orderings of facts, 
eg along the cause-consequence and general-particular or whole-part lines. 
The following passage would be less acceptable for that reason : 

[6] (...) carne into the office. Her inkwell was filled, and she sat down at her 
desk (...) 

The office-inkwell-desk ordering is abnormal because the relative dimensions 
and inclusion relations are not ordered in the whole-part relation, nor the 
local presuppositions determining the place of the inkwell on the desk. 

3.3� 
The discourse in [I]a continues as follows:� 

[I]b: She pushed themail away and stared out of the window. The sun was 
already hot and the streets looked dusty. Fairview wanted rain badly. 
There was a burnt up, frowsy look about the small, straggly town. (. ..) 

The first sentence is directly coherent with [I]a: V(she) and V(the maif) are 
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individuals already introduced in the models of previous sentences. The 
predicate 'pushing away', denoting a relation between V(she) and V(the 
mail), is coherent with [I]b because it determines a possible consequence of 
the fact denoted by the previous sentence (not feellike work). Window is a 
normal part ofthe OFFIcE-frame, over the general postulates 16 

[7]a: (\tx)[office (x) Gbuilding (x)] 
b: (\tx)[buildingD--(3y)(has(x, y)& window(y»] 

This is the basis for the definite article appearing in the first sentence before 
window, even if window has not been explicitly introduced by previous 
sentences (or known to the speaker from contextual information). The 
predicate 'staring (out of the window)' is related to the predicates 'being in 
the oflice' and 'not feellike work', assuming that working is incompatible 
with staring out of the window. 

The next sentence is less obviously coherent. First of aH an individual is 
introduced (definitely because ofits uniqueness) which does not belong either 
to the WOMAN- or to the OFFICE-series or -frames, viz the sun. The same 
holds for the other individuals, viz streets, rain, town. Fairview, the proper 
name of the town, has been introduced in previous chapters. None of the 
individuals introduced before re-appear in the models for these sentences. 
Without further rules, therefore, this passage would be incoherent with [l]a. 
We here have an example of a CHANGE in the TOPIC OF DISCOURSE, which is 
the discourse-based notion corresponding to the concept of a topic of 
conversation introduced earlier. Now, the question is whether this change is 
acceptable, ie whether the new topic of discourse can be 'reached' from the 
established topic. 

The link connecting the two topics is expressed by the clause [she] stared 
out 01 the window, which entails that she sees something outside. If an oflice­
building is part of a town, and if towns have streets, etc the implied 
introduction of the notion 'outside' (a building) aHows introduction of the 
ATMOSPH ER E-(sun, dusty, rain, etc) frame and the TowN-frame. The access 
to the new topic, established in a locally difTerent 'world', is provided by the 
looking outside relation, whereas it is understood in such a case that 
individuals in that world are objects of the seeing predicate. 

The new topic ofdiscourse induces the coherence of the next passage and is 
established by the ATMOSPHERE- and the TOWN- series and their in­
terrelations. Thus a hot sun and absence of rain are probable conditions for 
the probable consequence of dusty streets, and the 'burnt up' look of the 
town. 
3.4 
The new TowN-topic, however, is 'embedded', as may be seen from the 
following stretch of the discourse: 

[Ijc: Sitting there, she thought about Harry Duke. Most of the night, she 
had thought about him. Harry Duke and Peter. Peter and Harry Duke. 
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She had tossed about in the narrow bed, staring into the darkness, 
remembering all the small details of what had happened. She could see 
Harry Duke very clearly. She could see his powerful shoulders, his 
narrow, dark head and his close-clipped moustache. She could almost 
feel the power in him. 

He would only have to stretch out his hand and she would put hers in 
his willingly. And she knew that he knew it. That frightened her. (...) 

The first topic, in which the woman is in an office, sitting at her desk is being 
'picked up' again, by the phrase sitting there. The local adverb there in that 
case does not automatically refer back to the closest previous place ex­
pression, but to the location associated with the position of the woman 
referred to in the main clause of the first sentence of this passage. 

At the same time, however, a new topic is introduced by the 'world­
creating' predicate Oto think'. The subsequent sentences, therefore, are to be 
satisfied in models with worlds accessible by a thought relation. Indeed, the 
individuals introduced then (Harry Duke, Peter, bed, etc) do not belong to 
the actual office series. The second sentence is to be satisfied in thought or 
recall worlds of the past actual world, in which again a thought relation 
exists. The individual persons, referred to by their proper names, have been 
introduced in previous chapters of the story. Thus, past thought or recall 
worlds are coherently introduced if they are related to the present actual 
world of the agent. The auxiliary had indicates this past world, and the past­
past world is accessible from the remembering predicate holding in the past 
world. The she in those sentences denotes the same individual as in the 
previous sentences, or rather the COUNTERPART of V(C/are Russe/l) in the 
thought and recall worlds. We see that the notion of an individual is an 
abstraction, viz a function which may take actual or non-actual values in 
different possible worldS. 17 The same holds for the individual (Harry Duke) 
which is the object argument ofthe see-relation. Seeing, here, can only mean 
osee in imagination', 'mentally represent', in order to account for the fact that 
Harry Duke is not really in the office. 

The embedded recalled and imagined worlds must, as was observed aboye, 
be introduced coherently too. The night will refer to the night preceding the 
following morning introduced in the first sentence of [1 la. Night, darkness, 
and bed form a homogeneous series in normal worlds, and the predicate 
'tossing about' is a possible implication of the concept of 'sleeplessness' 
which belongs to the NIGHT-Series. Similarly, such individuals as shoulders, 
moustache, head and power are essential or accidental properties of the 
human (male) individual introduced before. 

In this imagined world where V(she) sees V(Harry Duke) another world is 
initiated, viz a counterfactual world with the same individuals (or rather: 
their counterparts), and possible interactions, where stretching out a hand 
and putting a hand in a hand are again to be conditionally related. From the 
actual point of view of the agent there is access finally to the 'epistemic 
worlds' of the individual Harry Duke, and from there to the counterfactual 
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world referred too The anaphorical demonstrative that in the last sentence 
then refers to the content of the epistemic predicate of the previous sentence, 
viz 'that he knew it', where 'it' refers to the facts in the counterfactual world. 
Although the relations between the worlds involved here are rather complex, 
it appears that coherence first of aH seems to be guaranteed by the 
permanence of individuals. The worlds in question are related if the world­
creating predicates are coherently introduced for the actual individuals, 
where for each world there must be a coherent series of activities 
(reason/cause-consequence) and properties. 

Whereas for the coherence relations discussed until now we may use such 
terms as frames, series, implications or meaning postulates, only part ofthem 
can be reconstructed in a (Iinguistic) semantics. Thus, our knowledge of the 
world contains information about the typical behaviour of people in love 
(thinking/seeing the loved one, sleeplessness, etc) or of the probable con­
sequences of mental power, which associate the imagined feeling of power 
with the counterfactual actions. It is c1ear that a semantic theory of discourse 
coherence cannot hope to cope with such particular postulates of normal 
worlds, unless an encyclopedic data base is elaborated, which is not the task 
of a grammar. A discourse semantics, then, can only specify the general 
forms and functions of these constraints, relations, etc determining the 
coherence of a discourse'with respect to such a data base. 
3.5� 
Let us now summarize the main COHERENCE CONDlTIONS for this passage:� 

(i) Each SITUATION (Wi' ti' li> of each model Mi of the discourse model 
(for this passage) is either identical with an actual (represented) 
situation (wo' to, lo> or accessible from this situation; 

(ii) There is at least one INDIVIDUAL (function), di, such that di E Di (for 
each Mi of the discourse model), for aJ] counterparts of di, or there is 
an individual djE Dj , such that (di' d) is a value ofa relationfin sorne 
model M j - k , preceding M j ; 

In our case: V(Clare Russel/) =V(she) =di , and the sun or Harry Duke 
= dj, related to di, by seeing or thought relation; 

(iii) For aH other individuals dk , there is a SERIES (dk , d) or (dk , dj> 
defined by relations of partiality (inclusion, part-whole, membership, 
possession) ; 
Examples: V(hat) f V(she), V(streets) f V(town). V(moustache) f 
V(Harry Duke); 

(iv) For each PROPERTY (or relation) ({Ji' applied to the same individual di 
in the successive models of the discourse model, there is a more 
comprehensive property 1/1 such that <Pi is a possible component of 1/1, 
or there is a dimension b such that <Pi is a member of the set 
characterized by b. 
Examples: V(come in/o [the office D, V(go [to one's room D, V(sit down 
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[at a desk)) are components of human working activities, whereas 
V(hot), V(dusty), V(burnt up) are members of the tempera­
turejatmospheric condition dimensiono 

(v) For each FACf¡; in the subsequent models ofthe discourse model there 
is a factij such that¡; is a condition ofij, andfj is a consequence of¡;, or 
there is a fact fk, such that both ¡; and ij are conditions for or 
consequences of j,., in the respective temporally ordered models; 
conditionjconsequence may be weak (possible) or strong (necessity); 
Examples: the sun's being hot is a possible condition for the streets 
being dusty, it is possible to think for somebody in the situation of 
'sitting at their desk', being in someone's power is sufficient reason for 
being frightened. 

These (still incomplete) conditions hold for identical topics of conversation 
or discourse and for actual courses of events. Thus, we need an extra 
condition in order to allow COHERENT WORLD AND TOPIC CHANGE: 

(vi) A sequence� of sentences consisting of two coherent sequences (as 
under conditions i-v) is coherent if there is a relation such that 
individuals or properties of the two topics or frames satisfy this 
relation in the discourse, or if the first sequence contains a predicate 
giving possible access to the possible worlds in which the second 
sequence is satisfied. 
Examples: [She] stared out of the window; She thought about Harry 
Duke; Thatfrightened her. 

Especially this latter condition is only a first approximation of the condition 
ofcoherent topic change. In fact, we still need a sound definition of the notion 
'topic of discourse' or of the more general notion 'topic of conversation'. 

4 Fact ordering and sequence ordering 
4.1 
After the preliminary analysis of a concrete example we must now try to 
refine, step by step, the various theoretical concepts involved. If sentences 
denote facts (in sorne possible world), SEQUENCES OF SENTENCES would 
denote SEQUENCES OF FACTS. In sorne cases the structure of sequences is 
structurally isomorphous with the structure of fact sequences, viz in those 
cases where there is a one-to-one mapping from a sequence of linearly, 
temporal!y ordered facts onto a sequence of linearly ordered sentences of a 
discourse. 

In most cases, however, the relation between 'words and the world' is less 
straightforward. First of al!, a discourse usual!y mentions only a very small 
part ofthe facts ofsome situation. Secondly, the ordering offacts may, due to 
pragmatic and cognitive constraints, correspond to a different order in the 
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discourse. Thirdly, facts are often not Iinearly ordered. but for instance 
spatially or hierarchicalIy, which raises the issue about their 'canonical' 
representation in a discourse, ifthere are ordering constraints involved at alI. 
4.2 
The relation between ACTION SEQUENCES and ACTION DISCOURSE may 
simply be one-to-one, as in our earlier example 

[1 la: CIare RusselI carne into the Clarion office (...). She went straight to her 
room, took off her hat, touched her face with a powder puff and sat 
down at her desk. 

The interpretation of this sequence is such that each action referred to occurs 
in a subsequent model for the respective cIauses. This ordering of the 
discourse has been calIed NORMAL. 

Normal orderings may undergo structural changes of several types. The 
ordering <Si' Sj), if temporal. may become <before Sj, Si) or <Sj after S¡), 
where before Sj and after Si are subordinated lo Si and Sj. respectively. 
Similarly. a coordinated structure is possible with sentence initial Previously: 
<Sj' Previously S¡), where Previously is folIowed by a pause (or comma), has 
specific intonation, and where, as in a subordinated after-clause in final 
position, a pluperfect tense is obligatory: 

[8]a: She went straight to her room and, before she sat down at her desk, she 
took off her hat and touched her face with a powder puff. 

b: She went straight to her room and sat down at her desk, after she had 
taken off her hat and had touched her face with a powder puff. 

e: She went straight to her room and sat down at her desk. Previously, she 
had taken off her hat and had touched her face with a powder puff. 

Although the same sequence of facts is denoted by these altemative versions 
of the second composite sentence of [1 la, there are nevertheless differences 
due to differences in the presupposition-assertion structures of [8]a-c. or 
differences in topic or focus, to be discussed later. Intuitively, it seems that the 
embedded cIauses are expressing less 'important' information, or infor­
mation which is already known. In [8]a this produces the rather specific effect 
that taking off one's hat and doing one's make-up is more important in the 
particular situation than sitting at the desk. If'importance' is defined in terms 
of SETS OF POSSIBLE CONSEQUENCES, it would be required that taking off 
one's hat has more consequences. This is not the case in the present passage, 
however, where sitting at the desk is a condition for working, which is a 
normal part of the OFFlcE-frame. In [l]a itself these acts are at the same 
(coordinated) level, but it seems as ifthe final position in compound sentences 
has more 'informational value' assigned to it than the initial or intermediate 
positions, at least in normal orderings. The concepts introduced here, such as 
'importance', and 'informational value' are vague and need further expli­
cation. Part of this explication will have to be given in pragmatic terms, 
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because neither meaning nor truth/satisfaction or reference are involved, but 
degrees of knowledge and attention of speech participants. 
4.3� 
Another way to change the normal ordering is a change in situation (world­�
time-place) by the appropriate adjectives, temporal adverbs, verb tenses and� 
verbs, as in:� 

[9] Sitting there, she thought about Harry Duke. Most of the night she had 
thought about him. 

Verbs Iike think, believe, remember, etc, folIowed by past tenses or adverbs 
Iike yesterday, or adjectives Iike previous, give access to past-time models with 
respect to actual-time models. 

In these cases, however, there is no changed representation ofthe order of 
the facts, because, the past events are, as it were, 'embedded' in the presento In 
[9] the sitting and thinking events are normally ordered, where the past events 
occur in a world which belongs to a SUBMODEL of the model in which the 
sentence She thought (...) is satisfied. 
4.4 
Normal ordering is also used in a stronger form of temporal relations 
between facts, viz in CONDITION-CONSEQUENCE orderings of facts, discussed 
in the previous chapter. Initial states or initial events are mentioned before 
intermediary/final states or events of a course of events. Structural changes 
are operated with final beeause-clauses, coordinated sentences with initial 
Therefore, or simply with coordinated c1auses of which the second un­
ambiguously denotes a conditional fact: 

[1O]a: John was ilI. He didn't come. 
b: John was ill, so he didn't come. 
e: Because John was ilI, he didn't come.� 

[11]a: John didn't come. He was ilI.� 
b: John didn't come. So, he was m. 
e: John didn't come, because he was ilI. 

The reversed order in [11], as for the temporal examples, also has specific 
semantic and pragmatic functions. First ofalI, presupposed propositions wiJl 
norma\ly be expressed by initial subordinate c1auses. Secondly, according to 
the principIe that final position is assigned more informational value, the 
'focus' of these sequences is on the cause, reason or condition of sorne 
presupposed or asserted fact. In particular, the examples given in [11] are 
typical for EXPLANATORY contexts in which inductive reasoning is used in 
order to draw conclusions from present facts about possible or 'lecessary 
conditions. In the [11] examplcs it will further be assumed that thc first c1ausc 
exprcsscs a proposition cohcrent with previous propositions, as in: 

[12]a: We went to the movies. John didn't come. He was iII. 
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Here the actions of the first two sentences are coherent along the conditions 
given earlier. That is, the topic of the discourse is 'going (or not) to the 
movies'. Being ill, then may be added as an explanation of one of these facts, 
but is itself not coherent with the topic. This is the reason why [12]a seems 
more natural than : 

[I2]b: We went to the movies. John was il!. He didn't come. 

The initial (cognitive) interpretation strategy will first try to link subsequent 
propositions. Hence, there may arise an interpretation in which John is 
(became) i11 in the cinema. This interpretative hypothesis will be rejected after 
interpretation of the last sentence, which would be incompatible with the 
first, hypothetical interpretation. We see that besides semantic and pragmatic 
constraints, there are cognitive constraints determining the 'optimal' order­
ing of information in discourse. 

4.5 
Whereas normal orderings for the representation of courses of events or 
actions, together with initial and final states, are due to structural isomorphy, 
the ordering of STATE DESCRIPTIONS must be normal on the basis of other 
criteria. Again, the main constraint is of course the necessary preceding of 
presupposed elements: the phrase (her) lace can be interpreted only if a 
(human) individual has been introduced first, according to general coherence 
conditions. Sorne state descriptions have FREE ORDERING: 

[B] Her mail was spread out neatly, her blotter was snowy and her inkwell 
was filled. 

An ordering is free if each permutation is equivalent, semantically and 
pragmatically, with each other permutation of the sentences or clauses. In 
[13] the objects denoted are all objects located on the desk introduced in the 
previous sentence, such that no individual or predicate is part of or otherwise 
related to the individual or predicate in the previous sentence or clause. 

The other orderings of descriptions depend on the RELATIONS between 
'individuals or properties denoted by the subsequent sentences. The overall 
constraints determining normal ordering of state descriptions are the follow­
ing: 

[14]a: general- particular 
b: whole - part/component 
c: set - subset - element 
d: including - included 
e: large - small� 
¡- outside - inside� 
g: possessor - possessed 

These relations are mapped onto a preceding-following relation over se­
quences of sentences, and would make the next sequences normally ordered : 
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[15] Peter always comes late. He won't be in time tonight either. 
[16] She could see Harry Duke. She could see his powerful shoulders (...) 
[17] Many girls had applied for the jobo Sorne of them were invited to a 

meeting with the staff. 
[18] There was a large glass on the table. In it was a pinkishjuice. 
[19] Peter c1imbed upon the hill, which was covered with pine trees. Under 

the trees were thick bushes. 
[20] We carne to an isolated inn. The Iights were already on. 
[21] Peter was shabbily dressed. His jeans had large holes in them. 

The normal ordering ofdescriptions as it is assumed here is based not only on 
constraints of semantic information distribution (presupposition), but also 
on general COGNITIVE PRINCIPLES, eg of perception and attention. Thus we 
will usually perceive a whole object before its parts, a large object before a 
small object in its neighbourhood. In general the interpretation of an object 
or fact requires its 'Iocation' in a spatial context. Thus, we will hardly give 

\- descriptions Iike: 

[22] There was a glass in the room. Under it was atable. 
[23] There were still sorne leaves. They were attached to the trees in the park. 

Under certain conditions normal orderings of objects or properties as 
represented in discourse may be CHANGED. A first possibility is again the 
context of EXPLANATION, in which a particular fact may be explained by 
asserting a more general proposition: 

[24] Peter was late again. He never comes on time. 
[25] The house had not been painted for years. In fact the whole town looked 

dilapidated to uso 

Another important condition changing normal ordering, holding both for 
state and event descriptions is sorne SPECIFlC order of PERCEPTION or 
KNOWLEDGE ofthe facts. There are situations in which the general, the whole 
or the possessor are identified later,just as we may interpret a certain fact as a 
cause after having perceived the consequences. Characteristic examples of 
these epistemic orderings are: 

[26] There was a small figure sitting beside the road. It was one of the local 
gipsies, who settled here last year. 

[27] Yesterday I found a gold watch. It turned out that it belongs to Harry. 

A specific case ofabnormal ordering ofinformation in discourse is perceptual 
and epistemic FOCUSING. It may be that a particular object is consciously 
focused upon, eg because it has specific properties assigned to it, because it is 
searched for, etc. Then the identification of the individual object and the 
predication made about it may precede specification of time, space and 
conceptual range: 
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[28] After a search of several days the body of the victim was found. It was 
hidden under sorne bushes in the nearby foothiHs. 

[29] We landed on the smaH airstrip. It had been cut in the middle of the 
jungle. 

Other constraints on ordering, as we said above, are stiH more clearly 
pragmatic (to be discussed in Chapter 7). 

In the examples given and their tentatively formulated underlying con­
straints we find ourselves in sorne iH-defined domain involving semantic, 
pragmatic and cognitive notions. We have provisionaHy discussed them in 
this semantic part of our investigation because the principal notion involved 
is still reference, viz relations between sorne kind of expression ordering and 
the ordering of facts in the world AS THEY ARE MENTALLY REPRESENTED. 

The !atter clause expresses a referential condition ofa rather specific type, but 
there seems to be no a priori reason not to consider it as a component of the 
interpretation of a sequence. 

5 Explicit and implicit information in discourse 
5.1 
It has been remarked several times that natural language discourse is not 
EXPLICIT. That is, there are propositions which are not directiy expressed, but 
which may be INFERRED from other propositions which have been expressed. 
If such implicit propositions must be postulated for the establishment of 
coherent interpretations,18 they are what we caHed MISSING LINKS. The 
problem at issue is: under what conditions may or should propositions 
remain implicit in a given discourse? Important from a grammatical point of 
view would be the question which linguistic properties of sentences and 
sequences of sentences 'indicate' implicit propositions and aHow the in­
ferences involved. We here touch the close1y related issue of PRE­

SUPPOSITIONS and their role in the semantics of discourse. 
5.2 
A first distinction should be made between (IN-)COMPLETE and 
IMPLICIT/EXPLICIT discourse. If a discourse is taken as a state and/or event 
description, it is complete if aH the facts constituting a certain situation are 
represented. In particular, an action discourse is complete if it mentions aH 
actions of a given course of action. The same holds for state descriptions. The 
number of facts (aH existing individuals, aH their properties and relations) 
characterizing a situation, however, is very large, and discourses are not, and 
need not be, complete for that reason. If possible at aH, fuH descriptions are 
impracticable and pragmatically inappropriate: most information would be 
redundant or irre1evant in the conversation. 

Hence, from the large set defining 'possible information' a SELEcnON is 
made. Thus, in the example from the crime story we have been examining, 
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only a few facts (actions) of a possible course of events are mentioned: 
entering the office, going to one's room, taking one's hat off, powdering 
oneself and sitting at one's desk. Each of these actions, however, in the 
fictitious possible world involved, will have initial conditions, component 
actions, intermediary state descriptions, agent descriptions, such as opening 
and c!osing doors, walking up stairs, meeting people, thinking particular 
thoughts, the physical make-up of the office, and so on. In sorne discourses 
such details may be given for aesthetic or practical communicative purposes, 
eg in sorne modern novel or in a police reporto Apparently, there are not only 
DEGREES OF COMPLETENESS but also LEVELS OF COMPLETENESS. A de­
scription of a course of events may be relative!y complete for a certain leve!, 
but at another ('lower', more specific) level be incomplete. I may relate my 
actions of the afternoon, but will omit all component actions, descriptions of 
the environment, etc, as was indicated aboye. Such a description will be even 

\- more incomplete from a physiological, chemical or physical point ofview. On 
the other hand, in the annual report of a big business company, we will not 
find mention of the particular actions of particular employees on one 
particular afternoon. At that level the description wo'uld be too specific, and 
in a sense OVER-COMPLETE. The level of description depends on the topic of 
conversation and, in a wider sense, on the purposes ofthe communicative act. 
If the topic is something like 'actions of a big company over·a penod of a 
year', the description of actions of one employee during one afternoon, al 
least if these do not affect the more general conduct of the company, would 
yield a PARTIALLy OVER-COMPLETE discourse. Differences of temporal; local 
and causal 'scope' determine that two topics of conversation are involved 
which cannot appropriately be combined in one coherent discourse. It need 
not be the case, however, that all descriptions within one discourse are ofthe 
same leve!. In a description about my particular acts on one day, I may insert 
general statements, eg as explanations of particular facts. Conversely, talking 
about more general facts, eg in a sociological treatise, allows mention of 
particular facts as examples or illustrations. Perhaps each type of discourse, 
given a certain topic of conversation, has an UPPER BOUND of generalization 
and a LOWER BOUND of particularization or specification. One of the 
hypotheses which might hold in this respect is that the constraints on 
particularization are stricter than those on generalization : sorne discourses 
will allow generalization but not specific descriptions of particular ('small') 
facts. 

Completeness and incompleteness may take different forms. A discourse 
may omit reference to certain facts in a state of affairs or course of events 
either because these facts were not 'relevant' in the conversational context, or 
because they are indirectly referred to by a description of a higher level fact of 
which they are necessary or probable components. In the second case there is 
incompleteness of LEVELS: more detailed levels of description are not given. 
In the first case we could speak of SELECTIVE incompleteness (at the same 
level): only sorne facts of the same order of generality are se!ected for 
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description. When we speak of incompleteness we will in general mean this 
type of selective incompleteness. In those cases where facts are necessary 
conditions, components or consequences of other facts which have been 
referred to, we will rather speak of implicitness than of incompleteness. 

Sorne examples may illustrate the distinction made above: 

[30] Johncame home at 60'c1ock. He took offhiscoatand hungit on the hat­
stand. He said 'Hi, love' to his wife and kissed her. He l9 asked 'How was 
work at the office today1' and he took a beer from the refrigerator before 
he started washing up the dishes (...) 

[31] John carne home at 6 o'c1ock and had his dinner at 7. 
[32] John carne home at 6 o'c1ock. Walking to the main entrance ofthe flat he 

put his hand in his left coat pocket, searched for the key to the door, 
found it, took it out, put it into the lock, turned the lock, and pushed the 
door open; he walked in and c10sed the door behind him (...) 

Discourse [30] is a relatively complete action discourse: all actions of roughly 
the same level have been referred too At the same level [31] is incomplete 
because it does not mention John's activities between 6 and 7 o'c1ock. At 
another level ofdescription these may ofcourse not be relevant, eg in a police 
report describing John's activities ofthat day. On the other hand [32] would 
be over-complete relative to the leve! of description of [30]. All or nearly all 
component actions are described which are normal constituents ofthe action 
of 'coming home'. In this respect [30] is level-incomplete or implicit with 
respect to the information given in [32] whereas [31] is selective!y incomplete 
with respect to the information given in [30]. In a rather wide sense of 
'inference', we may say that [32] can be inferred from [30], in particular from 
the first sentence of[30], whereas [30]2° cannot possibly be inferred from [31]. 

Note that the following version of [32] would be leve!-incomplete and 
incoherent, because sorne details are given and other comparable details, 
necessary components of the complex action, are not given: 

[33] (...) He put his hand in his left pocket and searched for the key. He 
turned the lock. He c10sed the door (...) 

Apparently, there are sorne forms ofincompleteness which are unacceptable. 
If a discourse c1early aims at a full description of component actions/doings, 
all necessary constituents must be referred too A discourse like [33] may 
therefore be called UNDER-COMPLETE. Ifwe inserted [32] into [30], we would 
have an OVER-COMPLETE discourse, because details are given of one action 
but not of the other actions: there would be 'too much' information, given 
the level of description established by the rest of the discourse. 80th under­
completeness and over-completeness are conditions of discourse in­
coherence,21 whereas incompleteness is natural for the pragmatic reasons 
given aboye. 

The examples given are action discourses. Completeness and incomplete­
ness are relative to type. All examples are incomplete with respect to object 
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and situation (place) description: we do not know what John (and his wife) 
look like, nor his flat, nor the actions (eg replies) of his wife, and so on. The 
same remarks may be made for further state descriptions. We may mention 
that the flat was big, pleasantly furnished, etc, but also give a more or less 
precise description ofeach object. Such state descriptions would only make a 
coherent discourse together with the action description if these states were 
conditions or consequences of the actions. If not, they would be irrelevant 
from the point of view of the action discourse (or conversely). From a 
pragmatic point of view, given the assumption that action discourse is an 
essential component of narrative, the detailed description of objects would 
be inappropriate in the act of narration. Again, these (still rather informal) 
constraints may be violated under specific conditions, eg for aesthetic 
purposes in novels (ef over-eompleteness of state and action descriptions in 
the nouveau roman). 
5.3 
Given a relatively complete or (mostly) incomplete discourse at sorne level of 
descriptive generality and with respect to sorne major kind of facts (eg 
actions), what information is or must be EXPLICIT and what information is or 
must be IMPLICIT and what are the consequences for the coherence of the 
discourse? 

The distinction between implicit and explicit information is not clear-eut. 
First of all, explicitness of information is to be defined in terms of pro­
positions, and not in terms of pragmatic concepts like the assertion of 
propositions. Thus, in a sentence like 

[34] Peter sent a letter to his aunt. 

the proposition 'Peter has an aunt' is expressed without being explicitly 
asserted. On the other hand, the proposition •An aunt ofy is a female human 
being x, such that x is the sister of one of the parents ofy', is neither asserted 
nor expressed in [34]. Yet, both propositions are ENTAILED by [34], although 
in a difTerent way: the truth of the first proposition entailed by [34] may be 
afTected by the falsity or inappropriateness of [34], whereas the truth of the 
second proposition is not thus dependent on [34]: it holds in general because 
it is a MEANING POSTULATE of the language. The same holds for the 
proposition 'If x sends a letter, then x is human', defining 'sending' as a 
human action. Whether propositions are true or false, they entail meaning 
postulates: the latter merely determine POSSIBLE PROPOSITIONS. Meaning 
postulates together with a particular proposition p yield, by modus ponens, 
the particular implications of p, eg 'Peter is human' in [34]. Implicit 
information will be restricted to the set OfPARTICULAR propositions entailed 
by each proposition of the discourse. 

This notion of implicit information, taken as the sets of (non self-) 
entailed22 propositions of a given discourse, may be extended from con­
ceptual information to factual information, even if the boundaries between 
them are hard to make precise. Inferences, however weak, may be drawn 
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about the further structure ofthe facts referred tO. These inferences are based 
not on our knowledge of the conventional meanings of the language, but on 
our knowledge of the world. It is likely that, if x sends a letter to y, x has 
written this letter, has put the letter into an envelope, put a stamp onto the 
enve1ope, and so on. This information is part of our 'Ietter-sending' know­
ledge subset, or FRAME. 

The set of conceptual and factual implications of each sentence of a 
discourse may be very large and, from a cognitive point ofview, most ofthese 
implications are irrelevant for the comprehension of the discourse. In terms 
of a formal semantics this means that only a subset of the implicit infor­
mation may be necessary for the interpretation of subsequent sentences. In 
order to keep the notion of 'implicit information' manageable and linguist­
ically interesting, it will be identified with this SET OF lMPLlCATIONS 

NECESSARy FOR THE INTERPRETATION OF SUBSEQUENT SENTENCES. Thus, in 
order to be able to interpret the subsequent sentence [35], following [34], 

[35] Owing to the postal strike, it carne a week too late. 

we should be able to infer the implicit proposition that Peter sent the letter by 
mail. 
Similarly, the following discourse 

[36] We carne to a deserted house. White smoke carne out of the chimney. 

is coherent only ifthe first sentence implies that houses in general (may) have 
chimneys, which identifies the chimney referred to in the second sentence if 
the particular inference is made that the particular house also has a chimney. 

The linguistic relevance of postulating implicit information is that there 
may be grammatical features, eg the definite article in the second sentence of 
[36], indicating this implicit information. 

From examples like [36] it is clear that implications need not be LOGlCAL or 
necessary, but may also have an INDUCTIVE nature. The set of relevant 
implicit information is determined by the interpretation conditions of 
following sentences. This means that relevant implicit information of a 
discourse, as defined here, is a subset of the set of PRESUPPOSITIONS of the 
discourse. Part of the presuppositions of the discourse, ie the union ofthe sets 
of presuppositions of each sentence, however, are explicitly expressed in 
previous sentences. Other implicit information and presuppositions are 
based on the structure of the communicative CONTEXT and will be discussed 
later. 

Although in many respects textual presuppositions have the same formal 
status as contextual presuppositions, there are reasons to distinguish them. 
Similarly, sorne information is textually implicit, other information, eg that 
entailed by the use of sentences in certain speech acts, is co-textually implicit. 
5.4 
With the provisional characterization of implicit information in discourse, 
we now must try to formulate the CONDITIONS which determine the necessary 
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or optional implicitness of certain propositions. Why would a discourse like 

[37] We carne to a deserted house. It had a chimney from which carne white 
smoke. 

be less acceptable than [36]? The most obvious reason is that information 
which is necessary or probable need not be specificalIy expressed and asserted 
if it is implied by an asserted proposition. This is not the case for a discourse 
Iike 

[38] We carne to a deserted house. The old man told us that the next vilIage 
was eight miles from there. 

from which a proposition Iike 'An old man was sitting on the porch' has been 
deleted, such that [38] becomes incoherent because the referent of the phrase 
'the old man', has not been identified. Nothing in the concept of house or our 
factual knowledge of (deserted) houses incIudes the information that an old 
man is related to it in sorne way. This means that in any case we would need a 
subsequent sentence Iike: 

[39] (... ) The old man sitting on the porch told us (...) 

in which this link is established in the complex noun phrase. 
We now have the following conditions: 

[40]a:� a proposition q is (may be) IMPLlCIT itI q determines the interpretation 
of a subsequent proposition r and if q is entailed (but not self-entailed) 
by a proposition p, preceding r; 

b: a proposition q is (should be) EXPLlCIT itI q determines the in­
terpretation of r and if there is no proposition p such that p entails q (or 
if p self-entails q). 

What has been formulated here for (conceptual) entailments holds in a 
similar way for weaker forms of implication, holding in most normal possible 
worlds. Note that these rules do not say that all explicit propositions in a 
discourse must determine the interpretation of subsequent propositions: 
much of the descriptive details may very well be RELATIVELy IRRELEVANT in 
this sense, eg the fact that the smoke was white in the previous examples. 

In many cases there is not only one implicit proposition necessary to 
establish coherence, but a set or sequence of them, eg in the example we have 
analysed earlier: 

[41] (...) [she] stared out of the window. The sun was already hot and the 
streets looked dusty. 

Staring out of the window weakly implies seeing things outside a building, 
where one of these things may be the sun, and, if it is further known that the 
building is in a town, other things may be the streets ofthe town. It appears at 
the same time that implicit information may be implied by sets of explicit and 
(other) implicit information. Thus, the rules in [40] should not mention 
individual propositions but sets of propositions. 
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6 Topie. eomment. foeus. and their 
funetions in diseourse 

6.1 
In this and the previous chapters the notions TOPIC OF CONVERSATION and 
TOPIC OF DISCOURSE have been used in order to define connectedness of 
sentences and coherence of discourse. It has been assumed that such topics 
are to be defined in terms of propositions, sets of propositions and/or 
propositions entailed by such sets. At the level of sentence structure another 
notion of TOPIC has been used in recent linguistics,23 often in combination 
with the notions of COMMENT and FOCUS. In that research a sentence may be 
assigned, besides its usual syntactic and semantic structures, a binary TOPIC­

COMMENT STRUCTURE. The definition of such structures is specified both in 
semantic and pragmatic terms of information and information distribution 
in sentences and their canonical or transformed syntactic and morpho­
phonological expression. The intuitive idea behind the assignment of such 
structures in a grammar is that in a sentence we may distinguish between 
what is being said (asserted, asked, promised ...) and what is being said 
'about' it, a distinction closely parallel to the classical SUBJECT-PREDlCATE� 

distinction in philosophy and logic.� 
Thus in a sentence like:� 

[42] John is rich. 

the part 'John' is topic because it denotes the thing about which something is 
asserted, whereas 'is rich' is the comment or focus of the sentence, denoting 
the thing (property) said about (predicated 01) John. This comment may be 
much more complex as in sentences like: 

[43] John inherited a large estate from his old uncle who lived in Australia. 

where John could be assigned the topic function and the rest of the sentence 
would be assigned the comment function. 

Now, although our linguistic intuitions about the topic-comment distinc­
tion may be correct, the theoretical reconstruction is by no means straight­
forward. Confusion about the levels of description and about their appropri­
ate definition is widespread in the literature. 
Sorne of the questions arising are for example the following: 

(i)� is the topic-comment distinction to be defined in syntactic, semantic 
or pragmatic terms, ie do these terms denote parts or functions of 
syntactic structures of sentences, of meaning or reference of propo­
sitions, or of contextual structures of speech acts, knowledge and 
information transmission? 

(ii) do all sentences have such a structure, and by what explicit rules and 
procedures can topic and comment be assigned? 

(iii) do� sentences have topic-comment structure independent of text 
structure and/or of their use in communicative contexts? In other 

lIIf� 
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words: can the 'sarne' sentence have ditTerent topic-cornrnent struc­
ture in ditTerent (con-)texts? 

(iv) what are the relationships to notions such as 'subject' (grarnrnatical, 
logical, psychological) and 'predicate', presupposition and assertion, 
etc? 

(v)� which grarnrnatical, in particular rnorpho-phonological and syntac­
tic, structures are systernatically related to the topic and cornrnent 
functions? 

(vi) what are the relationships to notions like topic of a conversation or of 
a discourse as used serni-technically aboye? 

These questions cannot possibly be answered here in a systernatic and explicit 
way. Sorne of thern relate to characteristic properties of sentence structure 
which are outside the scope of this book. Our attention, therefore, will be 
focused upon the role of the topic-cornrnent distinction in the account of 
discourse coherence. 
6.2 
However, sorne preJirninary rernarks about the theoretical status oftopic and 
cornrnent are necessary. Frorn sentences such as [42] and [43] it seerns as ifthe 
topic of a sentence coincides with, or is expressed by, the subject of the 
sentence, which in turn is norrnally associated with the left-rnost (or first) 
noun phrase of the sentence, as also in: 

[44] The estate John has inherited frorn his rich uncle is in Australia. 

where the topic is expressed by the cornplex noun phrase. The cornrnent, thus, 
would in that case be related to the predicate, or the predicate phrase, ofthe 
sentence. This general, inforrnally formulated, rule holds for what could be 
called the NORMAL ORDERING of sentences in English, but not for sentences 
such as: 

[45] Lóndon is a town I like! 
[46] No, Péter has stolen the book. 

where the first noun phrases have particular stress. For such sentences the 
grarnrnatical subject or the first noun-phrase does not carry the topic 
function: the first sentence is not about London but about towns I like, the 
second not about Peter but about sorneone who has stolen a book, intuitively 
speaking, whereas it is asserted that London and Peter are individuals 
satisfying the particular property or relation, respectively. That is, cornrnents 
are norrnally in second (predicate) position or in positions with particular 
stress. In the latter case, the cleft sentence construction (it was ... 
who/which ...) rnay also be used to rnake cornrnents out of categories with 
topic function. By particular stress assignrnent or cleft sentences, nearly any 
grarnrnatical category can thus be assigned cornrnent function, the rest of the 
sentence becorning topic: 
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[47]0: Hárry paid for the book with a ten-dollar bill. 
b: Harry páid for the book with a ten-dollar bill. 
c: Harry paid for the bóok with a ten-dollar bill. 

and so on for the major categories (and in sorne cases also for prefixes, 
suffixes, prepositions, articles, demonstratives, etc). 

Without giving a more precise analysis and syntactic description of these 
examples, it will be assumed that the notions of topic and comment cannot 
possibly coincide with or be identical to particular syntactic categories, and 
that they must at least have a semantic status. This semantic status most 
clearly manifests itself in a further analysis of the 'intuitions' referred to 
above: a topic is sorne function determining about which item something is 
being said. Similarly, a topic is often associated with what is 'already known' 
(to the hearer) in sorne context of conversation, or what is 'presupposed' (to 
be identified) by sorne sentence. The comment, then, associates with what is 
'unknown' (to the hearer) and asserted. An explication ofthese terms would 
have to be framed in a referential semantics and a pragmatic component. 

The link between topic and presupposition in the given examples shows in 
the fact that, for instance, [47]0 presupposes the proposition 'Someone paid 
for the book with a ten-dollar bill', and [47]c presupposes 'Harry paid for 
something with a ten-dollar bill', where it is asserted that the variables 
'someone' and 'something' are identical with 'Harry' and 'the book', re­
spectively. Note also that eomments do not simply denote 'unknown' 
individuals (objects, properties, relations or facts); both Harry and the book 
are 'known' in the given examples: they are identified by the hearer (the 
speaker uses, characteristically, the definite article in the phrase the book). It 
is only unknown that Harry and the book have the specific (complex) 
property referred too 

By examining the semantic functions of normal sentence orderings or of 
stress distribution, we may often decide which sentence part expresses the 
topic and which part expresses the comment. This is less easy in the normal 
form of [47]0-c: 

[47] Harry paid for the book with a ten-dollar bill. 

It is not at aH obvious whether this sentence is about Harry, about the book, 
or even about both, especially since both referents are 'known'. Could a 
sentence have two topics or should we perhaps speak ofone compound topic, 
eg the ordered pair ('Harry', 'the book') of which it is asserted that the first 
bought the second with a ten-dollar bill? 

A typical test for establishing the topic-eomment structure of sentences is 
to use preceding questions. If [47] is used as an answer to the question 

[48] What did Harry do? 

we may eonclude that 'Harry' or 'Harrydid something' is the tapie of[47].1f 
the question were; 
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[49] What happened to the book? 

it would be 'the book' which would be the topic. Similarly, after a question 
like: 

[50] What did Harry do with the book? 

the ordered pair <'Harry', 'the book') would be the topic. What is being 
established by questions can be established by PRECEDING DISCOURSE in 
general: 

[51] At last Harry found the book he wanted to give Laura as a present. He 
paid for it with a ten-dollar bill (...) 

CharacteristicaHy, noun phrases with topic function may then, or must be, 
pronominalized. Thus topic can be associated with the logical category of 
BOUND VARIABLES, ranging over both individuals and properties or rela­
tions. Less strictly speaking, it may be said that topics are those elements of a 
sentence whichare BOUND by previous text orcontext. We should therefore in­
vestigate how topic-comment structure is to be determined relative to (con-)­
textual structure. 
6.3 
In order to understand the topic-comment articulation of sentences and their 
(con·)textual dependence, sorne remarks are necessary about the COGNITIVE 

BASIS OF INFORMATION PROCESSING in communicative contexts. 24 

As will be shown in detail in the next part of this book, sentences 
(discourses) are uttered within the framework of specific speech acts and 
speech interaction. Thus, one of the purposes of the act of asserting a 
proposition is that the hearer be informed about a certain matter. This 
information increase is an enlargement or other change in his set of 
knowledge and beliefs, brought about by understanding of the meaning of 
the perceived utterance. The details of the actions involved here are less 
important for the momento The point is that all 'new information' is usuaHy 
integrated into information already known. Thus, when I say that Peter is iH, 
it is assumed that my speech participant already 'knows' Peter, ie knows that 
Peter exists, and knows his main properties. In this case, general or specific 
knowledge about Peter is 'enriched' with the proposition 'that he is iH (now)', 
to be attached to the complex 'Peter' concept already present in the hearer's 
knowledge. 

Now, the topic of a sentence has the particular cognitive function of 
selecting a unit of information or concept from knowledge. This may be a 
more general concept (like love or renting a flat) or an individual concept 
(Peter, this particular book, etc). In the latter case, the individual referred to 
may already have been 'introduced' into the context ofcommunication either 
by direct action or perception of certain objects (That chair must be painted 
red) or by previous sentences of the discourse. In such a way many objects 
may be introduced into the context, and for each sentence it must be 
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established which of these objects is (again) 'picked up', ie referred to, in 
order to make a statement about it. 

Cognitively, this 'topicalization' of certain phrases is probably a process 
whereby knowledge of certain individuals is 'foregrounded', ie taken from 
long-tenn mernory stores to sorne working memory, in which the established 
information may be combined with the incoming new information. 

This new information, usually called the 'COMMENT' or also the 'FOCUS' of 
the sentence, rnay be in various fonns: it may assign a general or particular 
property to a known and identified individual, or a relation between 
individuals ofwhich one or more are known (Peter met a girl. He kissed her), 
or the instantiation by one or more individuals of a known property or 
re1ation (Péter hasn't commitled the murder), or the assignrnent of various 
higher level properties or operators to events or propositions (The robbery 
had been planned cleverly. Your appearance was really unexpected, you know). 
From these assumptions it follows that in principIe any phrase of a sentence 
rnay express topic function, or even several, discontinuous phrases like 
subject noun phrase and (in-)direct object noun phrase. 

6.4 
This is roughly the general theoretieal basis for the topie-eomment articu­
lation in natural language: it is mainly a result of the eonstraints of effeetive 
information processing. Now, what are the implications for the structure and 
interpretation of discourse? 

The first point to be rnade here is that, according to the principIes adopted, 
certain sentences beginning a discourse or a section of discourse (eg a 
paragraph) rnay not always have a topic, viz in those cases where no 
individual object or property known to the hearer is selected for 'eomment', 
asin: 

[52] Aman was walking slowly along a beach. 

Here, individuals (person, place) and a relation are introduced at the same 
time. Although, intuitively, we might say that this sentence is 'about' aman, 
according to the canonical topie-eomment mapping onto the subjeet­
predieate strueture ofthe sentenee, there is, formally speaking, no topic in [52] 
but topie introduetion. In eognitive terms: the hearer's knowledge 'slate' is 
still clean with respect to a topic of conversation. Note, however, that 
sentenees like [52] are rather unusual, and oeeur more in literary narrative 
than in everyday, natural narratives, where we would have something like: 

[53]a: This afternoon a strange man carne to my office (...) 

Again, we could speak oftopic introduction, but there is already established 
knowledge (time: a speeific afternoon, determined by time of context of 
communication, and place: a particular, known, office), which is formally the 
topie of[53]a. In other words, [53]a is not primarily about a strange guy, but 
rather about what happened this afternoon, to me, in my office. 
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We see that the notion of ABOUTNESS is not very precise, and, at least for 
sentences, not always decidable. A sentence like [52] may be about aman, his 
walk or about a beach, or about all of them. More in general, aboutness 
should be established in (con-)textual terms, perhaps in such a way that a 
discourse or a passage of the discourse is about something if this 'something' 
is referred to by most phrases with topic function. In this case, however, we 
no longer deal with the topic of a sentence but with a TOPIC OF DISCOURSE or 
a TOPIC OF CONVERSATION. We here find ourselves at a more globallevel of 
discourse description, to be discussed in the next chapter. Such a topic may be 
'a strange man' even if in the individual sentences the topics may be 'his 
cigarette', 'his trousers', '1', etc, ie those referring phrases of which the 
referents are associated with the strange mano It will appear, however, that 
aboutness at this more globallevel is again ambiguous: a story may be about 
Romeo, about Juliet, about both, about a specific (forbidden or impossible) 
love or about certain political structures in the middle ages. Often, however, 
the 'aboutness' pertains to a given individual object or person, if most 
properties and relations are assigned to one permanent referent or to those 
objects/persons introduced in relation to it. 

Topics are established not only with respect to explicit previous infor­
mation but also with respect to implicit information as defined aboye. If we 
continued [53]a with a sentence like 

[53]b: His nose was nearly purple (...) 

the phrase his nose would be assigned topic function even if its referent has 
not been explicitly referred to before. 25 However, the concept 'man' entails 
the meaning postulates of being a human adult male and of having a nose. 
The proposition 'a has a nose' is therefore implied by [53]a, referred to 
definitely (by possessive pronoun) in [53]b, and therefore implicit. In cog­
nitive terms: the hearer already knows that if there is a man he also has a 
nose. Topics, thus, may be expressed by any phrase referring to an individual 
(con-)textually identified by the hearer, but also by all other expressions for 
individuals or properties belonging to what may be called the EPISTEMIC 

RANGE oC that object. 26 

In this semi-formal framework, topic function may be related to any object 
of previous models, also to facts or possible worlds. This would explain the 
notorious difficulty of assigning topic-eomment structure to such sentences 
as 

[54] It is hot. 
[55] It was raining. 

It would express a topic by referring to sorne particular time-place or 
world. 27 Similarly, in sentences like [52] which have no apparent topic part, 
but in which sorne particular real, fictitious, or narrated world is taken as the 
(implicit) topic. In fact, the sentence specifies a number ofproperties ofsuch a 
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world (that there is aman, that the man is walking, that the man/his walking 
is slow, and that the walking takes place along a beaeh, in the past). 

Note that this textual approaeh to the problem of sentential topies does not 
always guarantee that the subjeet of a sentenee is automatieally the topie of 
that sentenee, even in normal ordering. After the question .. What happened to 
the jewels?", we may have 

[56] They were stolen by a eustomer. 

where the topie funetion is indeed assigned to the first noun phrase (subjeet), 
but we may also have a sentenee like 

[57] Peter has sold them to a diamond merehant from Antwerp. 

where the topie is assigned to the predieate noun phrase them, although 
aeeording to sorne theories of topie the phrase Peter would be assigned 
topie funetion. Besides syntaetie ordering and stress distribution, we thus 
have indieations from definite artic1es and pronouns about the topie funetion 
of certain phrases. 

It should be stressed that (eon-)textually identified individuals determining 
topie funetion need not be 'expressed' by the same lexieal units: 

[58] Now, Fairview had had its golden age (...) The little town's methods of 
produetion eould not compete with the modern faetories (...) [Chase, 
p 5]. 

In this passage from the same erime story taken as an earlier example, part of 
the eomplex noun phrase of the second sentenee, viz the little town is topie, 
due to referential identity with Fairview, introdueed before. In case the 
epistemie range ofthe eoncept oftown inc1udes the existenee offaetories and 
henee of methods of produetion, the whole noun phrase the little town's 
methods 01production would be assigned topie funetion, as is also indieated 
by the definite artic1e. 

In general, topieal noun phrases may be used even in those cases where the 
referent is not an essential (necessary) part of a previously introduced 
referent with whieh it is associated. The definite noun phrase in a later 
passage, 

[59] The more progressive businesses had transferred to Bentonville (...) 

would in sueh a case receive topie funetion, although no progressive 
businessmen have been introdueed above. 

Theoretieally speaking this is possible only ifwe assume that a proposition 
like 'Fairview has progressive businessmen' is introdueed as a missing link. 
This would mean that sorne topies still have an IMPLIClT COMMENT funetion. 
Conversely, we might speak of IMPLICIT TOPIC funetion in those cases where 
previously identified referents are assigned to a previously identified property 
or relation : 
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[60] Paul stole the diamonds! 

where the phrase Pau/ (with specific stress) has comment function ifthe topic 
is 'Somebody had stolen the diamonds'. In case we should, for theoretical 
reasons, be reluctant to assign comment function to referring phrases, and 
especially to those referring to previously identified referents, sentences ofthe 
type exemplified by [60] may be considered as having a relation as comment, 
viz IDENTlTY, according to the following logical schema (3x)( . .. x . ..) & 
(x = a), as is also expressed in the naturallanguage variants of [60]: 

[61] It was Pa'ul, who stole the diamonds. 
[62] The one who stole the diamonds was Pa'ul. 

Note that in such examples (initial) stress does not only mean that a phrase 
which would have topic function in normal ordering now has comment 
function, but also that CONTRAST and implicit DENIAL are involved. In those 
cases where it is assumed by the hearer that x=a, and it is asserted by the 
speaker that x = b, the noun phrase (viz its last main category) referring to b 
has marked stress. The reverse applies to explicit internal (phrasal) negation, 
as in: 

[63] Paul did not stéal the diamonds. 

where slea/ has marked stress: the speaker assumes sorne belief in the hearer 
to the efTect that the relationship 9 between Paul and the diamonds, is that of 
stealing: 9 = 'steal', and it is asserted in the comment that 9 #- 'steal'. Taking 
natural language negation as an expression of a specific speech act, as the 
'converse' of assertion, namely of DENIAL, the whole sentence would have 
topic function and the 'new' element would be a change in illocutionary force. 

6.5 
At this point it becomes necessary to say something more about the precise 
status of such categories as topic and comment. It has been shown that they 
cannot possibly be syntactic, but must at least have a SEMANTlC nature. It has 
also been shown that there are no meaning relations involved : phrases may 
be assigned topic function even if related to phrases with difTerent meaning 
in previous sentences. The topic-comment distinction essentially is a struc· 
ture relating to the REFERENTS of phrases: in general a phrase is assigned 
topic function if its value in sorne possible world has already been identified 
as a value of expressions in preceding implicit or explicit (con-)textual 
propositions. 

In a more formal way we may reconstruct this hypothesis as follows. Given 
a discourse model <MI' Mz, ... , M¡_ ¡, Mi, ... M.), we take a set L\k as the 
union of all sets of individuals which are the values of any expression of 
sentence SI" .. ,Sk' respectively, in the models MI" .. , Mk. In other 
words, L\k is the set of all things referred to in the previous discourse. This set 
ineludes proper individuals (objects), and also properties, relations and facts. 
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We then introduce a binary TOPICALIZATION FUNCTION T, taking as argu­
ments any expression and an index i, and having either a value 1or a value O. 
The assignment of value 1 means that the particular expression has topic 
function, the assignment of Othat the particular expression has comment 
function. The basic conditions (to be modified for special cases) are thus as 
follows: 

[64] T(cp, i) = l ifT V(cp, ¡) =15 and 15 E ~i-l; 

T(cp, i)=O ifTV(cp, i)=ó and órt~i-l' 

That is, any expression in a sentence which denotes something denoted 
before is assigned topic function, whereas the other expressions are assigned 
comment function. 

This is the most general statement about topic-comment functions in 
sentences. This proposal, however, should be made more specific. First ofall, 
it might be assumed that all (formal) INFORMATION IS PROPOSITIONAL, 

whatever the precise cognitive implications of this assumption. That is, we 
reconstruct knowledge as a set of propositions. A simple argument and 
predicate like 'the book' or 'is open' are not, as such, elements ofinformation, 
only a proposition like 'the book is open'. For the expression cp in rule [64] 
this means that it denotes propositions, ie an intensional object, taking FACTS 

as values at sorne index i of the discourse model. In still simpler terms: at 
sorne point i of the discourse the participants know a common set of facts, 
namely those denoted by the (propositions expressed by the) previous 
sentences. Note that such atomic propositions may be expressed simply as 
phrases of senteQces. That is, the fact 'that there is a girl' is expressed in the 
verb phrase ofthe sentence Peter met a gir/. In a following sentence The gir/ is 
from Ita/y this information is also expressed, or rather embedded in the 
definite expression the gir/ ('The only x such that x is a girl'). lf this 
proposition denotes the same fact as the one denoted in the previous 
sentence, then the phrase expressing this proposition is assigned topic 
function. 

This approach to topic-comment structures, however, is clearly too rigid. 
First of all, it would become problematic to assign topic function to those 
phrases which are not likely to have underlying propositional structure, like 
the pronoun in She is from Ita/y. Secondly, the notion of (propositional) 
transmission of information should rather be made explicit in pragmatic 
terms. Here we are concemed first of all with giving a semantic characteri­
zation of topic-comment structure. Finally, it may be assumed that the 
assignment of topic function to a phrase, PRESUPPOSES propositional infor­
mation, without expressing it as such. Thus, even in She is from Ita/y it is 
presupposed that there exists a certain female human being (or other object 
pronominalizable with she). 

We may therefore uphold the hypothesis that all categories may be 
assigned topic function, where the topic is assigned to contextually bound 
elements of the atomic or complex proposition. These bound elements may 
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denote objects, but also properties, relations, facts or possibly functions. The 
'free' (comment) elements would then be assigned to the expressions denoting 
properties of (known) objects, relations between (known) objects, objects of 
(known) properties or relations, propenies of facts, etc as was indicated 
earlier. According to these principIes, any phrase with the referential charac­
ter mentioned would be assigned topic function. 

Note that, strictly speaking, this formal condition also holds for those 
examples where the surface structure phrase denoting an individual which 
has already been introduced (and which hence is known to the hearer) seems 
to have comment function, as in 1 met hím, where him has heavy stress. That 
is, both the speaker and the referent of him have been identified, and hence 
are assigned topic function. Comment function, then, is assigned to that part 
of semantic structure which is not yet introduced, that being the fact that, 
given the propositions (3x)(meet(1, x» and (3y)(Peter = y), w = y. In other 
words, it is the identity of Peter with the one I met which is the (asserted) 
comment of this sentence. English has only Iimited possibilities to express 
such comments, for instance by stressing the phrase expressing pan of !he 
relation. In this case the sense is ambiguous: the stress may either be inter­
preted as expressing the fact that there were several people I could have met, 
but that it actually was (the known) man, eg Peter, or else it may be 
interpreted as expressing the fact that the speaker denies or contradicts an 
assumption of the hearer, in this case (.. .)&x=z. The first use could be 
caIled 'contrastive' or 'selective', the second 'contradictive' or 'corrective', 
which means that the specific stress is semanticaIly determined in the first 
usage, and pragmaticaIly in the second. Contrastive selection is not Iimited to 
cases where the predicate (relation) is already known, as may be seen in; 
Finally 1 /istened to him, and ignored hér. 

It follows that rule [64] is stiIl theoretically correct if assumed to operate on 
expressions of sorne semantic language: topic-comment assignment is not 
always unambiguous for phrases in surface structure. The rule seems to apply 
correctly when only one such phrase is expressed ; 

[65] Peter is ill. 
[66] Peter met a girI. 
[67] That Peter met a girl was unexpected. 

As soon as we have several phrases denoting identified individuals, the 
situation is less straightforward. Earlier it was suggested that in that case we 
might assume several topics, or one complex topic: 

[68] The boy went with the girl to the cinema. 

Here, two or possibly three referents have been identified. The simplest 
solution is to assume as topic the triple ('the boy', 'the girl', 'the cinema'), 
and to assign comment function to the predicate this triplet belongs to, viz 'to 
go' and the past tense. This assumption is not in accordance with the intuitive 
way in which topics are established, eg by question tests like "What about the 
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boy?", or "What did the boy do?", which would identify the boyas the 
phrase expressing the topic function. Instead of assigning a particular 
relation to a pair or triplet, we then seem to assign a complex property ('going 
to the cinema with the girl') to a certain object, as in the c1assical subject­
predicate distinction. Along the same line, the pair ('the boy', 'the gir!') 
would have topic function in [68] when it answers the question "What did the 
boy do with the girl?". Such questions are means of expressing a certain 
communicative situation: they indicate where the interests ofthe hearer are, 
what he wants to know or expects to be informed about, given a certain 
context and part of discourse. In an explicit account it should be made c1ear 
how such questions 'follow from' a certain part of the discourse. Whereas the 
knowledge deficit ofhearers, or rather the speaker's assumptions about what 
the hearer may want to know should be treated in pragmatic terms, this 
account should first of all be semantic. 

Take as sentences previous to [68] the following: 

[69] Mary was glad to go out that night. 
[70] Peter was glad to go out that night. 

It is understood that the boy and the girl (or their pronominal forms) are 
referentially identieal with Peter and Mary, respectively. Given [69] as 
previous discourse, we eould say that [68] is saying something about the girl, 
at least primarily. Similarly for the boy after [70]. Apparently, the topieality 
of 'the boy' or 'the girl' depends on the topieality of referential1y equivalent 
phrases in the previous sentenee, as is also the case in the test questions 
establishing a eertain epistemic contexto Ifthis sort of 'relative' establishment 
of topies held, we would have to eonclude that 'the boy' is assigned topie in 
[68] after a sentence like Peter met agirl this afternoon, in whieh 'a gir\' is not 
topie but part of the eomment according to rule [64]. And the same for 'the 
gir\' after a sentenee like That afternoon Mary met a boyo After such 
sentenees, as after [70] and [69], respectively, the sentenee [68] would be 
interpreted as being primarily about the boy or the girl, respectively. 

However, apart from other diffieulties, the rule of relative topie assignment 
(if there is more than one topieal phrase in a sentenee, then the phrase eo­
referential with the last topieal phrase has topie funetion) meets with 
diffieulties. That is, after the sentenee Peter met a girl this afternoon we may 
have the sentenee The girl was very pretty. According to the rule, this would 
mean that 'the girl' would be assigned topie funetion in [68], although it may be 
maintained that the sentenee is primarily about the boy - intuitively speak­
ing at least. This intuition may be based on the faet that the girl has been 
introdueed after the introduetion of the boy, and relative to it, viz as the 
'object' of the meeting relation. This intuition is not always accurate, as 
shown by this simple story: 

[71] Once upon a time there was an old king. 
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He had seven daughters. 
One of them was called Bella. 
She loved her father very mucho 
(...) 

Although the daughter Bella has been introduced relative to her father the 
king, we would not say that her father in the fourth sentence has (primary) 
topic function: the sentence is intuitively about Bella, introduced in the 
previous sentence. Note that the sentence He was her best friend would be 
unacceptable as a fourth sentence in [71], whereas the sentence He /oved her 
most ofa// would be acceptable, as well as the full version Her father was her 
best friendo The first of the acceptable sentences would re-establish the 
'father' as the topic, or at least the pair ('the father', 'the daughter'>. In the 
second acceptable sentence the expression her father may not be pro­
nominalized, apparently because it does not express a topic but part of the 
comment, where she or her best friend are topic (or derived topic). 

The difficulty arising in these cases seems in part due to the fact that the 
establishment of topic function in individual sentences with several bound 
elements also depends on what could be called the topic of the passage, or the 
topic of discourse in general. Thus, in [71] we intuitively know that in the 
third sentence the topic ofthe discourse changes to the daughter. This is not 
the case for 'intermediary' sentences such as She was very pretty after which 
'Peter' can still stay topic of the discourse taken as an earlier example. How 
topics of (parts 00 discourse are to be defined is a problem for the next 
chapter. It will be provisionally assumed however that if a phrase has topic 
function and if a phrase in the next sentence is co-referential with it, then the 
topic will be 'continued'. A change of topic seems to follow automatically 
with reference to previously identified things referred to by comment­
phrases: 

[72]a: I am looking for my typewriter. 
b: It is no longer on my desk. 

Whereas the contextually identified 'I' is assigned topic function in [72]a the 
topic is changed to the argument referring to the typewriter in [72]b. It will 
however be difficult to maintain that since 'I' is assigned topic in [72]a this topic 
remains the same in the subsequent sentence: 

[72]c: I do not see it in my office. 

which seems to be also about the typewriter (as is indicated by the pro­
nominalization it). As before, we thus must assume that sets or ordered pairs 
may be topics in a sentence (if no further information is established about 
topicality by the whole passage/discourse). 

Note, incidentally, that arguments referring to identified members of the 
context (eg speaker and hearer) need not be explicitly introduced into the 
discourse in order to be topic. With normal ordering and stress they always 
have topic function. 
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Note also that not aH definite noun phrases must express topie funetion. 
Definite noun phrases are also used in those cases where there is obviously 
only one object of the kind in the universe of the particular discourse. In 
order to beeome topie, however, sueh individuals must first be introdueed 
into the set of referents: 

[73] Leonard ran ofTwith the maid. 

Here 'the maid' may weH belong to the eomment. 
6.6 
It is not easy to draw unambiguous CONCLUSIONS from these observations 
about the topie-eomment artieulation in sentenees, not even for sentenees in 
(eon-)text. We have a c1ear formal eriterion, viz [64], possibly eorresponding 
to a eognitive principIe of information expansion, but our intuitions do not 
always seem to match with these rules. At the same time it is not simple to 
distinguish at this point between sentential topies on the one hand and 
sequential or diseourse topies on the other hand. How diseourse topies may 
be defined is a problem for the next ehapter. Resides the referential eonditions 
stated aboye, the assignment of sentential topie funetion also seems to be 
determined by rules of topie eontinuity and topie ehange, and further by 
pragmatie faetors Iike 'interest', 'importanee' or 'relevanee',28 rather vague 
notions to be further discussed in Chapter 8. It has been c1ear in this last 
seetion that eertain problems of diseourse semanties are still very puzzling: 
even if there are sorne fairly general rules, there are many very subtle 
difTerenees whieh seem to obey other eonstraints. 

Notes 
I Other terrns are used to denote similar concepts. Halliday and Hasan (1976) use the 

term COHESJON, though sornetirnes in a broader way than we use the term 
'coherence'. In other writings, especially in psychology and philosopy, the term 
CONNECTEO(NESS) is used to denote discourse coherence. Frorn our discussion it 
fol1ows that connectedness in our terminology is a very specific kind of coherence, 
viz the set of conditions determining the relations as pairs, ie interdependencies, 
between facts, as expressed by cornposite sentences and sequences, and relative to 
sorne possible world and sorne possible topic of conversation. For a philosophical 
discussion of coherence and truth, see Rescher (1973). 

2� For exarnple, the relations between the following sentences. which are not 
connected sernantically, but which have other coherence relations: They wenl lo Ihe 
zoo. Never had Ihey been in azoo before. Other exarnples will be given below. 

3� We rnerely treat sorne aspects of coherence. An analysis of relations of lexical 
rneaning, reference, etc has becn given in ourearlier work (eg van Dijk, 1972a, and 
the references given there). We also refer to the inventory of coherence relations 
given by Halliday and Hasan (1976) 

4 Thus in a discourse about a tea party in sorne ftat in London, sayo the introduction 
of protons and elephants as individuals will be rnost unlikely (except of course in 
possible discourses produced during that party). Part of this kind of PRAGMATlC 

unexpectedness will be reconstructed in terms of SEMANTIC coherence, requiring 
relations between individuals and properties of individuals, on the one hand, and 
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abstract functions, viz topics of conversation, detennining sets of possible facts in 
which these individuals and properties are involved. 

5� See especially Halliday and Hasan (1976) and for some of the grammatica1 
properties of discourse, viz syntactic structures expressing semantic coherence 
relations in discourse, van Dijk (1972a), Dressler (1970), and the references given in 
these works. 

6 There should be made a methodological and theoretical distinction between the 
notion of detennination in a grammar or a logical system (eg semantics) and 
detennination in actual processes of language production and comprehension. As 
will briefiy be explained in the next chapter, a reader starting to read a discourse will 
not have a full macro-structure at bis disposal, but will make hypotheses about the 
topic of conversation which may be gradually confinned, changed, or rejected in 
further reading. In the grammar we only have to do with theoretical dependence, eg 
relative interpretations of expressions with respect to an (also theoretical) topic of 
conversation 'as if this topic were already there. In this respect the grammar more 
c10sely models the reader's 'final comprehension' - still in a very abstract way - ofa 
discourse or part of it. Further methodological intricacies involved will not be 
discussed here. 

7� For a similar notion (text model) see eg Ballmer (1972). It should be noted though 
that, as yet, the notion of discourse model or other kinds of model sequences is not 
well-defined in logical theory (see Groenendijk and Stokhof, 1976, however, for a 
similar concept needed for the interpretation of certain composite perfonnative 
sentences). Recall that a MODEL STRucrURE is an abstract semantic reconstruction 
of 'what there is' (sets of worlds, individuals, properties, etc). Together with a 
valuation function (relating expressions of a language to these various semantic 
'things'), such model structuresconstitute MODELS (see Chapter 2). Characteristic of 
a discourse model would be, for instance, the fact that the respective domains 01 
individuals would at least intersect (together defining what most literally may now 
be called a 'universe of discourse'). See below. 

8� For this kind of'restricted quantification' or 'sortal quantification', see Altham and 
Tennant (1975), and the references given there to earlier work on that topic. See 
also van Dijk (1973a) for a discussion about quantification in discourse. 

9 See section 6 of Chapter 2 and for formal details on tbis issue also Goddard and 
Routley (1973). 

10 For the notion of 'dimensiono' of meaning and similar concepts, see the references 
given in note 18 ofChapter 2. 

11� A COMPLETE DESCRIPTION ofa situation would consist ofall sentences being true (or 
satisfied) with respect to that situation. In particular, it might be required that if a 
proposition p did not belong to the set, - p would be a member. In general such sets 
will be CONSISTENT: if p belongs to it, - p does noto They will be MAXIMALLy 

CONSISTENT if in addition any proposition were a member ofthe set without making 
it inconsistent (so, either a is a member or - a for any a). 

12� The crime story from which we take several examples, here and e1sewhere is James 
Hadley Chase, JUSI Ihe way il is, 1944. We quote from the 1975 Panther Book 
edition. 

13� Recall that the expression V(a) means 'the value of a', ie it stands for the thing 
denoted by the expression a (see Chapter 2). 

14� We here touch upon the difficult methodological probIem of distinguishing a 
(fonnal) semantic characterization of discourse coherence on the one hand, and a 
specification of pragmatic and cognitive determinants fonnulated in tenns ofworld 
knowledge, interpretation strategies, expectations, etc. In the passages that follow 
we will not always bother to make the distinction explicitly. It should be borne in 
mind, however, that for the semantics, expectations, world knowledge, etc are 
merely specific sets of propositions, relative to which sentences are (formally) 
interpreted. It is NOT the task of a formal or linguistic semantics to spell out these 
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propositions, but only to fonnulate the more general interpretation conditions for 
coherent sequences involving such knowledge/expectation sets. 

15� The notion of FRAME comes from recent cognitive psychology and artificial 
intelligence, and has been coined by Minsky (1975). See further discussion and 
references in the next chapter. For the relations between frames and discourse 
interpretation (comprehension), see van Dijk (19760). 

16� The postulates given are one of the possible REPRESENTATIONS of (cognitive) 
frames. They are given here to indicate the assumption that the office-frame would 
not itself contain the infonnation that offices have windows, but that this 
information is subsumed under the more general building-frame. Again, we see that 
semantic coherence, detennining comprehension and hence acceptability, is based 
on relations between facts as they are conventionally known, and hence present in 
frames. 

17� See the discussion about 'possible individuals' in Chapter 2 and in Rescher (1975). 
Note that the real Ciare Russell as she exists in the past actual world is not strictly 
identical with the Ciare Russell as conceived in sorne thought-world of the real, 
present-actual Ciare Russell. The philosophical intricaeies will be ignored here, the 
upshot of our analysis being only that 'referential identity' in a discourse may 
involve identity across several worlds, which must satisfy certain constraints (eg 
that these worlds are accessible from a given world). 

18� Note that the interpretations involved here are those of an abstract semantic 
theory, viz those assigning intensions and/or extensions to expressions. We do not 
claim that such a theory can be translated directly into a theory of cognitive 
semantic information processing (comprehension), but even in such a cognitive 
theory it should be assumed that language users construct sorne form of pro­
positional missing link in order to connect superficially disconnected sentences (see 
Kintsch (1974) for empirical evidence for this assumption). 

19� How compelling conventional frames can be in the coherent interpretation of 
discourse by language users, may be illustrated by the fact that one ofthe readers of 
the first draft of tbis book thought that he was a typing error for she. 

20� This inference would be based on the lexical and frame-like conceptual structure of 
the concepts in [30). What we do in fact is operate a certain EXPANSION, viz specify 
(generally known) details of certain actions at a 'Iower' level of representation. 

21 It may be argued that completeness of various kinds does not belong to discourse 
coherence in the strict sense, but either constitutes a different kind of semantic 
property ofdiscourse or a typical pragmatic property detennining appropriateness 
relative to sorne context (involving communicative intentions). We do however 
consider (in-)completeness as a condition of (semantic) (in-)coherence ofdiscourse. 

22 Since for any proposition ex it holds that it also entails ex, (self-entailment), the self­
entailed proposition ofan expressed (explicit) proposition is of course not implicit. 

23 See Dahl (1969), Sgall, Hajicová and Benesová (1973) and the references given 
there. 

24� One of the recent papers in psychology about the cognitive basis of the G1VEN-NEW 

contract is Clark (1973). See also Dahl(l976) for a linguistic point ofview. In fact, 
most current work on semantic infonnation processing deals with the more general 
problem of how incoming infonnation is integrated into the already present 
conceptual structure. See the references in the next chapter, and the discussion in 
Chapter 8. 

25� We here again touch upon the difficult probJem of the precise STATUS of the notions 
of topic and comment, ie the levels and tenns in which they should be described. 
Although our discussion is mainly framed in semantic tenns (reference), pragmatic 
and cognitive elements are also involved (knowledge of hearers, etc). Speaking 
loosely, one may say however, that a syntaetic phrase together with a specific stress 
and intonation pattem are ASSIGNED, or EXPRESS, topic and comment function. 
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This means that we take these functions to be specific properties of the semantic 
structure of sentences, viz a property to be defined (at that level, at least) in terms of 
re1ative interpretations. 

26� The 'epistemic range' of an object is taken to mean the set of propositions known, 
by someone, to be true of that object. For our purposes this might be strengthened 
such that only general, conventional knowledge about sorne individual is involved, 
but this would exclude the topic-comment functions that operate on the basis of ad 
hoc or other particular knowledge about objects as it is shared by speaker and 
hearer in sorne particular context of communication. 

27� This would at least explain the use of il in English and the use of similar 'pronouns' 
in other languages. For languages like Latin, ltalian and Russian no such 
explanation would be necessary, since only a third person ending is used to express 
impersonal events. There is no reason, however, to assume that such morphemes 
would not also express topic function (as do the other person morphemes ofverb­
endings), requiring specific personal pronouns when having comment-function 
(which, however, is impossible for the impersonal expressions). 

28� Parallel to the notion of topic-comment articulation, the Prague School has 
discussed a still more elusive concept, viz that of COMMUNICATIVE DYNAMISM, 

required to explain the notions of 'relevance' or:importance' of certain expressions 
and possibly correlated phenomena as stress, intonation and word order to be 
explained in terms of topic-comment transformations or contrast. See Sgall, 
Hajicová and Bendová (1973) for a discussion of this notion. 



Chapter 5 

Macro-structures 

1 Introduction 
1.1 
In the previous chapters it has already been indicated that a semantic 
characterization of discourse structures should also be given on a level of a 
more global organization, that of MACRO-STRUCTURES. In particular it has 
been shown that conditions of semantic coherence are to be formulated 
relative to such notions as TOPIC OF CONVERSATION or TOPIC OF DISCOURSE. 

In this chapter sorne of the semantic properties of these and related notions 
will be made more explicit. 
1.2 
It is not the aim ofthis book or ofthis chapter to provide a sound THEORY of 
macro-structures, which would certainly be a premature enterprise. I On the 
one hand such a theory would c1early pass the boundaries of the dómain of 
grammars or Iinguistic theory in general, extending to a more inclusive study 
of discourse in psychology, the social sciences and poetics, and on the other 
hand observations and descriptions with respect to linguistic properties of 
macro-structures are still too vague to warrant theoretical generalization. 
This chapter, then, will be Iimited to sorne observations about the 
LINGUISTIC, and in particular the SEMANTIC, nature of macro-structures, 
referring only indirectly to cognitive evidence which has been provided in the 
last few years for the hypothesis that macro-structures constitute a separate 
level of linguistic analysis. 
1.3 
Let us first enumerate sorne QUESTIONS and PROBLEMS which seem to require 
a formulation in terms of macro·structures. 

First of aH, as we mentioned aboye, it is necessary to c1arify the status of 
such concepts as TOPIC OF CONVERSATION and TOPIe OF OISCOURSE. In the 
previous chapter, where the notion TOPIC for sentences has been discussed, 
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we tried to answer questions like "In what respect can we say that a sentence 
is 'about' something?". Similar questions may be formulated for sequences 
of sentences and whole discourses. Our linguistic behaviour shows that we 
can say that a discourse, or part of it, was 'about' something. That is, we are 
able to produce other discourses, or partsofdiscourses, expressing this 'about­
ness', eg in summaries, titles, conclusions or pronouncements in any formo 

Now, the question is whether this notion of discourse topic can be made 
explicit in semantic terms and, if so, whether we are able to establish 
systematic relations between such a notion and the semantic representation 
of the sentences of the sequence or discourse. Should we speak about one 
(theoretical) topic of a passage or discourse or may we distinguish several, 
theoretically possible, topics of the same passage or discourse? What is the 
relation between the respective topics of discourse-parts and what is the 
relation between such a topic structure and the macro-structure of a 
discourse? And finally, what linguistic (grammatical) evidence can be found 
for introducing the notion topic of discourse? 
1.4 
In a broader sense, it should be investigated whether it is possible to 
formulate general RULES relating sentence and sequence structures with 
macro-structures of discourse. And assuming macro-structures to have 
semantic status, it should be asked whether specific CATEGORIES should be 
introduced to characterize macro-structures in general and macro-structures 
of specific types of discourse in particular. And again: what intuitions or 
other manifestations of linguistic 'knowledge' in conventional language 
utterances indicate the presence of macro-structural rules and categories? 
1.5 
Another set of problems which has had little attention in linguistics concerns 
the RELATlONSHlPS BETWEEN OISCOURSES, both systematically ('para­
digmatically', as we used to say in classical structural linguistics) and in 
conversation ('syntagmatically'). On the one hand, how do we assign a 
summary, an abstract or a paraphrase to a discourse, and how can we say 
that a given sentence or discourse is ENTAILED by another discourse, which 
again presupposes that we can significantly apply the notion of truth to 
discourse. On the other hand, just as sentences combine with sentences to 
form discourses, discourses combine with discourses in order· to form 
DIALOGUES and CONVERSATlONS: which relations between discourses in 
conversations require a macro-semantic characterization? In the next part of 
this book it should also be investigated which properties of discourse and 
conversation structure are to be given in PRAGMATlC terms. 

2 Topies of diseourse 
2.1 
Instead of starting with a speculative hypothesis about the status and� 
structures of macro-levels, or about the cognitive constraints on complex� 

---- ~-------

lIf� 
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semantic information processing, the notion of macro-structure will be 
approached from a more concrete point of view, viz the explication of the 
intuitive notion of TOPIe. In this respect the discussion provides a necessary 
basis for the coherence conditions given earlier and at the same time 
completes the discussion about the notion 'topic of a sentence'. 

2.2 
The notion TOPIC OF D1SCOURSE (or TOPIC OF CONVERSATlON, two terms 
which for the moment we take to be synonyrnous) seems to be even more 
vague than the notion 'topic of a sentence'. For the latter notion we at least 
are able to assess certain phonological and syntactical structures indicating 
an assumed topic-eomment articulation. On the other hand, terms like 
'topic', 'theme' or 'being about' are intuitively applied to longer stretches of 
discourse and conversations. It is also in the latter sense that, even in 
sentences, it is (con)textually determined whether the topic is, for example, 
'lohn', or 'Mary', or <'lohn, Mary') or 'making a trip around the world'. 
Sentential topics, as we have seen, determine the distribution ofinformation 
along sequences of sentences, whereas discourse topics seem to reduce, 
organize and categorize semantic information of sequences as wholes. 

2.3 
In order to make these intuitive assumptions more precise let us examine 
sorne examples. 

The beginning of the crime story by Chase, of which we analysed the first 
passage of Chapter 9, runs as follows: 

[1] Fairview was dying. In the past, it had been a go-ahead, prosperous little 
town and its two large factories, specializing in hand-tools, had been a 
lucrative source of wealth. 

Now, Fairview had had its golden age. Mass production had seen to 
that. The Httle town's methods of production could not compete with the 
modero factories that had sprung up overoight in the neighbouring 
districts. 

Mass production and Bentonville had put paid to Fairview. Bentonville 
was a rapidly expanding manufacturing town sorne thirty miles away. It 
was a mushroom town. A town for the younger generation with brightly 
painted shops, neat, cheap little bungalows, swift trolley cars and a young, 
vigorous beating heart of commerce. 

The youth of Fairview had gone either to Bentonville or farther north; 
sorne even went to New York. The more progressive businesses had 
transferred to Bentonville as soon as the writing appeared on the wall. 
Only the less enterprising smaller shops were left to carry on as best they 
could. 

Fairview was defeated. You could see it in the shabby houses, the 
unkept roads and the quality ofgoods in the shop windows. You could see 
it in the dignified shabbiness ofthe small colony of retired business people 
who had done well in the golden age and were content to Iive out their days 
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in this sad, stagnating little town. And you eould see it partieulariy in the 
numbers of unemployed who gathered at street eomers, indifTerent and 
apathetie. 

Asked what the topie or theme of this passage is, or more simply 'what this 
passage is about', a native speaker will in general be able to answer something 
like: "Fairview, a lit/le lown", "The decline of Fairview", "The decline of 
Fairview due lo mass produclion and lo compelilionfrom a neighbouring lown, 
Benlonville", and such answers would be intuitively and conventionally 
acceptable. The question is: what are the (semantic) rules or procedures 
underlying this ability oflanguage users? 

An obvious beginning would be to indicate that the topic of this passage is 
expressed; in fact it is expressed several times: 

[2]� Fairview was dying. 
Fairview had had its golden age. 
Mass production and Bentonvi1le had put paid to Fairview. 
Fairview was defeated. 

These somewhat metaphorical sentences are quasi-paraphrases of the same 
underiying semantic representation. Yet, how do we know that just these 
sentences express the topic of the whole passage? 

Similariy, taking "Fairview" as topic, we may say that it is also functioning 
as� topie in many sentences of the sequence. Hut again, sueh a purely 
'quantitative' answer to the problem would hardly be satisfactory. 

The specific status of sentences like those of [2] must be sougllt in the 
relation between their meaning and the meaning ofthe other sentences ofthe 
sequence. More particularly, we may say, intuitively, that the other sentences 
SPECIFY this meaning. Thus the concept of 'decline' (of a town, eountry or 
culture) implies that of previous eeonomic and/or cultural prosperity and 
that of actual stagnation. This eontent of the concept of decline is indeed 
expressed in the passage (In Ihe pasl ... Now ...). At a still more detailed 
level of specification the reasons for components of this prosperity and 
stagnation are expressed. Here our semantic (conceptual) knowledge and our 
knowledge of the worid allow us to relate the eoncept of eeonomie prosperity 
to the existence of luerative factories. Similariy, we know that eompetition 
may be a suffieient condition for economic decline, and that in tum mass 
production is a possible component of successful competition. Futhermore, 
the consequences of economic decline are possibly the appearance of the 
town (shabbiness ofhouses, streets) and a socio-economic state as unemploy­
ment, in turn causing indifTerence and apathy. Conversely, if B successfully 
competes with A, it follows that B beeomes richer, a propertY which may 
show in urban expansion, appearance, etc of B. Finally, the concept of 
'economic progress' is related to that of 'modern', 'young', 'vigorous', that of 
'decline' to 'old', 'old-fashioned', 'retired', 'sad', etc. 

In other words, a concept or a conceptual structure (a proposition) may 
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become a discourse topic if it HIERARCHICALLy ORGANIZES the conceptual 
(propositional) structure of the sequence. 

It will be assumed that the abstract notion of discourse topic is to be made 
explicit in terms of PROPOSITIONAL STRUcrURES (or formally equivalent 
structures). This means, for our passage, that the topic would not be Fairview 
or decline, but at least decline (Fairview) or decline (a) & lown (a) &small 
(a) & (a =Fairview). From the informal discussion given aboye it then follows 
that given a discourse sequence ~;, and a proposition ex, ex is theTOPIC of~¡, ifT 
~¡ ENTAILS ex. In our example this is trivially the case because ex is also a 
member ofthe propositional sequence ~i' In general the definition must also 
hold, however, for those sequences where ex is not an e1ement of 1:¡. In that 
case we require that the ordered sequence 1:; of propositions JOINTLY and 
non-trivially entails ex. In a formal description we would have to PROVE that 
such a relation is indeed satisfied. This would require explicit statement of a 
set ofmeaning postulates and a set ofpropositions representing conventional 
knowledge of a part (here: socio-economical structures) of the world, of 
which sorne examples have been given in a naturallanguage version aboye. 
Instead of such a (very complex) proof we may give a hierarchical repre­
sentation of the conceptual and factual relations involved. 

As a hypothesis we take the complex proposition underlying the sentence 
A (Jillle) lown (called Fairview) is decJining because il cannol compele wilh 
anolher lown (called Benlonvil/e). In somewhat more formal notation the 
underlying proposition would in that case be something Iike: 

[3]lown(a) & lown(b) & [ '" CAN. (compele wilh (a, b))](e) &� 

cause (e,f) & [decline(a)](f).� 

This is a simplified notation, in which the constants e and f are event 
constants,2 and where the causal relation is expressed by a two.place 
predicate over events (instead of a specific causal connective as used in 
Chapter 2). Now, the proposition decline(a) entails the following pro­
position: 

[4] prosperous(a, I¡) & '" prosperous(a, 1;+) 

Given certain propositions from the set F of factual knowledge, we may 
infer: 

[5] [Iown(a) &prosperous(a)]+{] [}+[have(a, c) & induSlry(c) & lucralive(c)] 

Note that the semantic relations can be established both ways: on the one 
hand it is (economically) necessary or alleast probable that lucrative industry 
in a town implies that this town is (economically) prosperous, and on the 
other hand it may be possibly concluded that if a town is prosperous it has 
lucrative industry. On the basis of the first relation the establishment of the 
topic is operated. The second relation determines hypothesis formation in the 
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interpretation process conceming POSSIBLE CONTINUATlON of a discourse. 
That is, once we know a town is prosperous, we may reasonably expect the 
information that it has lucrative industry. In other words, we may expect 
information about the CONDlTlONS of a certain evento 

Similarly, the notion of'competition' involves methods ofproduction, and 
'modero factories' implies 'modem methods of production' which, with 
further factual information, yields: 

[6] -CAN.(eompete with(a, b». 

In addition to [4] we may infer from [3] that 

[7] prosperous(b, ti + j), 

a proposition which follows from a joint sequence of propositions like 

[8]a: expand(b) 
b: have (b, heart ofeommeree(d» & vigorous(d) & beating(d). 

The set of these and further propositions expressed in the passage form 
what has been called a FRAME, ie a subsystem of knowledge about sorne 
phenomenon in the world like economic prosperity and decline. In more 
specific terms such a frame contains information about COMPONENT states, 
actions or events, about NECESSARY OR PROBABLE CONDITIONS and 
CONSEQUENCES, as defined in the previous chapters. Thus, the propositions 
expressed in the third paragraph of this passage, describing the town 
Bentonville, JOINTLY imply that this town is prosperous (ef[7]) owing to the 
information in the frame associated with the concept ofeconomic prosperity. 
The same holds for the description of decline of Fairview in the fifth 
paragraph, eg by 

[9] a: [shabby(a') &part of(a', a)] G shabby(a) 
b: shabby(a) G - prosperous(a) 

In the COMPETITION-frame we would further expect information about the 
transfer of business and preference of employees to work for the successful 
competitor. Finally, the fact that the decline of a is indeed caused by the 
inability to compete with b follows from the propositions in the second and 
third paragraph ('had put paid', 'had seen to that'). 

In this slightly more precise way we have given an indication of how we 
may 'derive' the components ofthe complex proposition [3] functioning as a 
topic of this passage. Sufficient propositional information is given in the 
respective sentences to infer the specific conceptual frame (PROSPERITY, 
COMPETlTlON) and individual (small-scale, micro-) proposition (pros­
perous(a». The connections and hence the inferences (entailments) involved 
are to be defined with respect to the specific subset of actual postulates 
defining the set of worlds in which this story is satisfied, viz the set of socio­
economic laws of a capitalistic society. 
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2.4 
We have reconstructed the notion of topic of (a part of) a discourse as a 
proposition entailed by the joint set of propositions expressed by the 
sequence. In case there is more than one proposition satisfying this require­
ment we may speak of alternatives. The set ofthese alternatives will be called 
the TOPIC SET of that part of the discourse. 

According to our definition the topic must be entailed by the sequence as a 
whole. This is true also for the atomie parts ofthe topical proposition ifthat is 
complex as in [3]. And indeed, it may also be said that this passage is about a 
town, about two towns, about the decline of a town, or about competition. 
We see that this use ofthe notion oftopic is to be construed as a component 
atomic proposition ofthe topic. In such cases we will speak about SUBTOPICS 

or ATOMIC TOPICS. That such subtopics cannot be the whole topic is shown by 
the fact that other sequences of sentences ofthe passage entail further atomic 
propositions. This means that only those propositions entailed by (a part of) 
a discourse are topies which OOMINATE aH semantic information of the 
sequence: 
[lO] A proposition T is TOPIC of a sequence of propositions 

~ = (PI' Pl, ... , Pn) iff for eaeh Pi E ~ there is a subsequenee ~k of ~ 

sueh that PiE ~k' and for eaeh sueeessive ~k there is a Pi sueh that ~k ~ Pi 
and T~ Pj' 

In faet this definition3 should be formulated in a reeursive way, because it may 
be the case that there is a sequence ofentailed propositions (Pi' Pi + I , . .• ) 

which in turn entail a proposition Q¡ entailed by T. Thus, in our example, the 
subset of propositions expressed in the last paragraph entails the proposition 
'The town is declining', which is part of(entailed by) the eomplex topic ofthe 
whole sequence. 

Sentences expressing (sub-)topieal propositions directly, as those in [2] will 
be called TOPICAL. Such sentences NEED not occur, but are often given to 
emphasize the topic. They have a specific function in the cognitive processing 
ofdiscourse: they either 'announce' the topic of a passage or, after a passage, 
confirm the hypothetical topic established by the reader. In this sense the 
other sentenees may be viewed as 'explicating' or 'specifying' the information 
of the topical sentences. 
2.5 
The definition of topic given aboye needs sorne further specification. One of 
the provisos to be built in is that the entailed propositions are not too 
GENERAL. Thus, in our example, Fairview is a town, but this in turn implies 
that Fairview is an inanimate thing. Similarly, that Fairview is declining, 
implies that Fairview is subject to a certain process. In order to keep the topie 
of a discourse as SPECIFIC as possible, we must require that the entailment 
relations involved are DIRECT or IMMEDIATE, ie define the SMALLEST 

SUPERSET of a set. The eoncept defining this smallest superset will be ealled 
the IMMEDIATE SUPERCONCEPT of a given eoncept.4 Thus, the immediate 
superconcept of'house' is 'building'. The same will be required to hold for the 
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assignment of frame concepts: given the description of a state, action, event, 
etc they will be integrated into the smallest possible frame. Thus, the 
occurrence of houses, shops and streets will be assigned the TowN-frame, 
and not the COUNTRY-frame. 
2.6� 
The characterization of the notion of topic of (a part 01) a discourse given� 
aboye is identical with what we intend MACRü-STRUCTURES to have. That is,� 
a macro-structure of a sequence of sentences is a SEMANTIC REPRESEN­�
TATIüN of sorne kind, viz a proposition entailed by the sequence of pro­�
positions underlying the discourse (or part of it). First of aH, this assumption� 
implies that the macro-structure of simple sentences may be identical with 
their underlying propositional structure. s The macro-structure of the dis­
course Peter is going to París next week would then simply be its underlying 
proposition, something like [go to (Peter, Paris)]e & next week(e). 

Secondly, we should speak of several LEVELS üF MACRü-STRUCTURE in a 
discourse. Given the definition, any proposition entailed by a subset of a 
sequence is a macro-structure for that subsequence. At the next leveI these 
macro-structural propositions may again be subject to integration into a 
larger frame, ie entail,jointly, a more general macro-structure. Thus, the last 
paragraph of the passage we analysed has as a hypothetical macro-structure 
a proposition like 'Fairview is (economicalIy) declining' or 'Fairview is not 
prosperous'. The latter proposition, together with the proposition entailed 
by the first paragraph ('In the past F. was prosperous'), would yield 'Fairview 
is declining'. Now, when we speak ofTHE macro-structure of a sequence we 
refer to the most general macro-structure, entailed by the other macro­
structures, 'dominating' the whole sequence. 6 The proposition 'Fairview is 
declining' could not as such be THE macro-structure of our passage because it 
does not contain the information that decline was due to competition with 
another town, nor any information about this other town. 
2.7 
Before we can apply our observations to macro-structures in general, we 
should at least give a tentative analysis of another passllge. Whereas the 
Fairview passage is 'descriptive', ie pertains to a certain state of an object, it 
should be investigated whether the assessment of a discourse topic is also 
possible for action and event discourse, eg for narrative. Consider, for 
example, the following passage from Boccaccio's The Decameron (Second 
Day, Fourth Story):7 

[11] This Rufolo, then, having made the sort of preliminary calculations that 
merchants normally make, purchased a very large ship, loaded it with a 
mixed cargo of goods paid for entirely out of his own pocket, and sailed 
with them to Cyprus. But on his arrival, he discovered that several other 
ships had docked there, carrying precisely the same kind ofgoods he had 
brought over himself. And for this reason, not only did he have to sell his 
cargo at bargain prices, but in order to complete his business he was 
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practically forced to give the stuff away, thus being brought to the verge 
of ruin. 

Intuitively, the topic of this passage may be expressed by a sentence like A 
merchant wants to trade but is ruined by competition. The topic, as we see, is 
partially identical with that ofthe previously analysed passage, viz 'ruin due 
to competition'. The differences are that here the competition is not in­
dustrial but mercantile, and that it happens to a person instead of a town. 

The procedures by which the topic for this passage is obtained are similar. 
First ofall, the complex concept of'trading', as an action, is constructed from 
the first propositions ofthe sequence: ifx wants to trade, he will have to make 
calculations, buy goods, transport them or have them transported, and will 
try to sell them at a higher price than he bought them al. This is, in a succinct 
form the content of the TRADE-frame. We see that such an action frame 
consists of the following elements: PREPARATORY ACTIONS (making calcu­
lations), AUXILIARY AcnONS (purchasing a ship), and COMPONENT AcnONS, 
according to the definitions of these terms given in Chapter 6. The com­
ponent actions are those which are necessary parts of the compound or 
complex action: they define the concept in question. Here: buying cargo, and 
trying to sell il. The component of transport is spelled out here by the 
propositions 'a sailed to Cyprus' and 'a arrived in Cyprus'. 

The next event, viz the fact that R. is meeting competition, is constructed 
from the proposition 'that there are others with the same cargo', which is a 
necessary component of mercantile competition. Finally, the event of his 
being ruined is composed by propositions like 'a had to sell his cargo at 
bargain prices' and 'a practically had to give the stuff away'. As is expressed 
in the passage itself, these two events constitute probable CONDlTIONS of 
mercantile failure, which is itse1f a probable CONSEQUENCE ofthe condition­
ing events. Again, we see that information implied by a sequence of sentences 
may also itselfbe expressed in the discourse (thus being brought to the verge 01 
ruin). On the other hand, neither the concepts of trading nor that of 
competition are themselves directiy expressed: they are implied by the 
successive subsequences of this passage. 

2.8 
Language users not only have the ability to produce or interpret (parts of) 
discourses with respect to a given topic, they are also able to CHANGE a topic 
and to perceive such a topic change in a discourse or conversation. We are 
now in a position to make this intuitive notion more precise. The obvious 
road to take is to make use of the formal criterion that for a sequence to have 
a topic, each sentence (or its underlying propositions) must 'satisfy' this 
topic, directiy or indirectiy. A sequence with this property is coherent with 
respect to topic or, more broadly, to MACRO-STRUCTURE. Thus, we may 
expect a change of topic to occur if one of the sentences of a discourse no 
longer 'belongs to' a given topic and if the sentence is the first member of a 
sequence with a different topic: that is, if a sentence introduces an argument 
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or a predicate which cannot be subsumed under higher order arguments or 
predicates of the given topic. 

In our Fairview passage we thus witness the introduction ofa new subtopic 
with the introduction of a new individual in the first sentence of the third 
paragraph,8 viz the town Bentonville. Although Bentonville is an argument 
of the topic of this passage, we do not know yet whether this argument is 
'local' or more global. In the latter case, Bentonville would occur as an 
argument also in other topies of the story, as will in fact turn out to be the 
case. 

A characteristic example of a topic change is the sentence following the 
Fairview passage [1]: 

[12] But there was still one spark of !ife to be found in Fairview (...) when 
Fairview was at the peak of its prosperity Harman had founded a 

l' newspaper for the town (...) 

In this passage first ofall a new individual is introduced, viz a newspaper, and 
secondly it is asserted that it constitutes an exception to the decline of the 
town. That is, the predicate ('x is a spark oflife') cannot be subsumed under 
the topical predicate of decline of the first passage. That this newspaper has 
topical function will appear from the rest ofthe passage initiated with [12]: a 
description of the newspaper, viz its history, building and editors are given. 
In the same way, the topic then changes to/with the introduction ofthe 'main 
character' of the story, as follows: 

[13] (...) The stafT consisted of the editor, Sam Trench, Al Barnes, three 
somewhat inefficient clerks and Ciare Russell. 

Ciare was the mainspring of the e/arion. The office, the stafT and the 
copy revolved round her. She was responsible for the small spark of !ife 
that remained in the newspaper (p 6). 

Although it is a normal part of a TowN-frame that there is a newspaper, this 
newspaper is specifically 'thematized'. It is not only introduced !ike the 
'unemployed' in the previous paragraph, but a series of predicates are 
assigned to it, such that it acquires independent topical character. Similarly, 
Ciare Russell is not merely named as one of the editors, but she acquires 
topical 'independence' by an elaborate description of her career, her charac­
ter and her appearance. Since she will re-appear throughout the whole story, 
she is not only locally topical, but more globally so. Moreover, her local 
topical role is further assessed by the fact that she is the cause of the specific 
exceptional property ('spark of !ife') of the newspaper in Fairview, just as 
Bentonville is the cause of Fairview's decline. 

One clear surface manifestation of underlying 'global structures' such as 
topics, is the use of but at the beginning of[12]. According to our satisfaction 
conditions for natural but, we expect it to connect propositions. In this case, 
but does not connect the last proposition in [1] with the first in [12], but in fact 
connects the whole sequence of [1] with [12], not individual propositions of 

, '--.".­
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m.1t will be assumed, then, that there is a contrast of the first proposition of 
[12] with the TOPICAL PROPOSITION 'Fairview is dedining'. This would also 
be the case if the first passage did not have topical sentences like 'Fairview 
was defeated', etc, so that we cannot construct but as a connective of these 
particular sentences. This is one ciear LINGUISTIC reason why the assumption 
about semantic macro-structures in discourse must be made. Below, we will 
give sorne more evidence of this kind. 

Changes of topic are subject to certain constraints within the same 
discourse or conversation. Whereas in casual everyday conversations topics 
may follow each other without much of a systematic connection (often a 
common argument or predicate is sufficient as a condition of change: "By, 
the way, talking about Harry: .. .", "Now you talk about unemploy­
ment: ...", etc), topic sequencing in discourses following stricter con­
ventional rules must satisfy a number ofconditions similar to those determin­
ing the linear connection and coherence of sentences. In our example we see 
that although the predicate of the topic changes, there is at least a common 
argument (Fairview). Expressed in a simpler way: the story continues about 
the same town. More particularly, the argument introduced in the second 
topie, viz the local newspaper, is a regular element of a normal TO WN-frame. 
Finally, the two topics are eonnected by the eontrastive relation 
'deciine'j'spark of life' underlying the use of but. In more formal semantic 
terms: 'In most possible worlds where a town would be declining, its 
newspaper (among other things) would also be deciining' is the pre­
supposition of such a use of contrastive but. 

These relations between topical propositions are the familiar semantic 
(referential and conceptual) relations discussed in the previous chapters. 
They are the linguistic basis for another kind of structural relations determin­
ing the specific super-structural (or schematic) properties of various sorts of 
discourse, eg of narratives, arguments, etc, to which we will turn below. 
2.9 
Although it is not the aim of this book to present a theory of DIALOGUE and 
of CONVERSATION in general, it should be assumed that the remarks made 
above about topies and macro-struetures are also valid for the identification 
of TOPICS OF CONVERSATION. Mueh in the same way as (monologue) 
discourse is to be globally coherent, a dialogue is coherent due to the 
assignment of the various utterance meanings to one macro-structural topic. 
Take for example the following conversation from James Joyce's 'Ivy Day in 
the Committee Room' (Dubliners) between Mr O'Connor and Old Jack, the 
caretaker. We quote a slightly edited version, where sorne descriptive phrases 
of the situation and the speech eontext (eg ...," said Mr O'Connor") have 
been deleted : 

[14] OLO JACK 

Ah yes, it's hard to know what way to bring up ehildren. Now who'd 
think he'd turn out like that! I sent him to the Christian Brothers and I 
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done what 1 could for him, and there he goes boozing about. 1 tried to 
make him somewhat decent. Only I'm an old man now I'd change his 
tune for him. I'd take the stick to his back and beat him while 1 could 
stand over him - as 1 done many a time before. The mother you know, 
she cocks him up with this and that. 
MRO'CONNOR 

That's what ruins children. 
OLDJACK 

To be sure it is. And little thanks you get for it, only impudence. He takes 
th'upper hand ofme whenever he sees I've a sup taken. What's the world 
coming to when sons speaks that way to their fathers? 
MRO'CONNOR 

What age is he? 
OLDJACK 

Nineteen. 
MRO'CONNOR 

Why don't you put him to something? 
OLDJACK 

Sure, amn't 1never done at the drunken bowsy ever since he left school? 
"1 won't keep you," 1 says. "You must get ajob for yourself." But sure 
it's worse whenever he gets a job; he drinks it aH. 

Although this conversation is from a literary short story, it comes close to 
casual everyday conversations, which ofcourse should constitute the empiri­
cal basis for a sound theory of conversation. 9 

Intuitively, we would say that the possible topics of this dialogue are Old 
Jack's son, the difficulty of bringing up children, or a form of self­
justification. Evidence for the second topic is the initial topical sentence, 
announcing the content ofthe briefnarrative ofOld Jack. At the same time, 
this topic ('H is difficult to know how to bring up children') may be said to 
'follow from' the narrative, much in the sense of a MORAL or general 
implication. The narrative, within this perspective, is an instantiation of this 
general truth, but has as its own topic something like 'Although 1did my best 
(for him), my son turned out a drunk'. The first proposition is expressed in 
the discourse, and subsumes propositions like '1 sent him to the Christian 
Brothers' and '1 beat him'. The second proposition is also expressed (he goes 
boozing about) and subsumes the assumed reason for the son's behaviour: the 
actions ofhis mother. This explanation is confirmed by the general statement 
of Mr O'Connor, which is in turn accepted by Old Jack. The EDUCA T10N­

frame also contains the information that in certain situations the unaccept­
able behaviour ofchildren is punished, which requires the excuse of being too 
old to beat him now. Another possibility of correction, suggested by Mr 
O'Connor, is work, whereupon Old Jack supplies the information that this 
did not work out either. Note that the question ofO'Connor about the age of 
Old Jack's son pertains to the information necessary for O'Connor to make 
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his suggestive question. In the next chapters of this book it will be analysed 
how sequences of speech acts are thus related to the distribution and 
communication of information in conversations. The point here is that the 
statement and questions of O'Connor are topically related to the semantic 
structure of Old Jack's narrative in the way described in the informal 
paraphrase given above, and summarized in the following informal and 
partial representations of frames: 

[15]� EDUCATION 

x brings up y 
x sends y to school 
x tries to make y decent 
if y shows unacceptable behaviour then x punishes y 
if Y is spoilt then y has unacceptable behaviour 
y must respect x 
if y is grown up, x sends y to work 

DRUNKENNESS� 

- is often hereditary� 
if x is a drunk and if x has money, x drinks his money.� 

These tentatively formulated 'facts of the world' (known to the particular 
speech participants) together with general semantic postulates, yield the 
summarizing global information '1 tried to bring up my son decently' and 
'My son became a drunk'. The semantic information would for example 
specify that beating is a form ofpunishment, and punishment a corrective act 
after misbehaviour. Clearly, these sorts of postulates give general infor­
mation which cannot always be distinguished from the factual, ie more 
incidental information about the world. In that case the meaning of punish­
ing is the ESSENTIAL part ofa possible PUNISHMENT frame, which may, for 
example, contain the information that punishment may be executed by 
beating someone, and that beating is often executed with a stick: ie non­
essential information about punishment. Characteristic of this kind of 
(narrative) dialogue is that the addressee, with his general frame knowledge, 
has certain assumptions about the development of the narrated events, and 
thus may ask questions seeking confirmation for his anticipatory hypotheses, 
or give confirmation of events by invoking general truths from the respective 
frames. 

It will be investigated below what other properties such dialogues and 
conversations have. We now have a first indication, however, that they also 
may have topical macro-structures, just like monologue discourses. One of 
the systematic differences in that case is that in (oral) conversation, discourse 
referents need not always be introduced explicitly. The presence of sorne 
object or property in the conversational situation may be sufficient to identify 
these for the hearer, and may also be sufficient reason to be included in the 
topic of a conversation, at least under sorne further pragmatic conditions. 
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3 Macro-operations and 
semantic information reduction 

3.1 
It will be suggested below that one of the cognitive functions of macro­
structures is the ORGANIZATlON, in processing and memory, of COMPLEX 

SEMANTlC INFORMATlON. In particular, it will turn out that language users 
can not, and need not, store all the propositional information of a given 
discourse in verbal processing. Hence, this information will, at least in part, 
be REDUCED to the macro-structures as they were discussed aboye. A certain 
number ofexamples of this sort ofsemantic information reduction have been 
given. The general property holding for this reduction is that the reduced 
information must be entailed by the 'full' semantic information of the 
discourse. In this section, we shall attempt to specify the relationships 
between the propositional structure of sequences and macro-structures. 

3.2 
First of all it should be emphasized again that macro-structures are not 
merely postulated in order to account for cognitive information processing. 
The hypothesis is that they are an integral part of the meaning of a discourse, 
and that, therefore, they are to be accounted for in a semantic representation. 
The basic idea is that the meaning of a sequence is not merely the 'sum' of the 
propositions underlying the sequence, but that, at another level, we should 
speak of the meaning of the sequence as a whole, hierarchically ordering the 
respective meanings of its sentences. 

It is a sound principIe of explicit semantic theories, however, that the 
meaning of compound or complex units is to be defined in terms of the 
meanings of their component units. 80th the 'sequential' meaning and the 
global meaning of a discourse have been represented by an ordered set of 
propositions. It will be assumed therefore that macro-structures are related 
to micro-structures - as we may briefiy call the semantic structure of the 
sequence of sentences - by sets of SEMANTlC MAPPINGS. In other words: in 
order to obtain macro-structures of any sequence we must apply a number of 
operations. Since, as we saw, a certain amount of more detailed information 
gets 'los1' during these operations, we may speak of operations of SEMANTIC 

INFORMATlON REDUCTlON. On the other hand information is not just 
'deleted' in such operations, but also INTEGRATED. That is, a certain number 
ofpropositions may be replaced by one (macro-)proposition 'subsuming' the 
more detailed information at a MORE GLOBAL LEVEL OF REPRESENTATlON. It 
is this macro-proposition which then accounts for the fact that the original 
sequence of propositions forms a semantic unit RELATlVE TO the level of the 
macro-proposition. 

3.3 
The various operations and their specific conditions will be tentatively 
formulated with respect to the examples discussed earlier in this chapter. 

A first general constraint, holding for al! rules, is as follows: 
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[16] For any sequence 'f. =<PI' P2, ... , P.> of propositions of a discourse 
and for any Pi E 'f.: if there is a proposition Pj E 'f., such that Pi is a 
presupposition of Pj, thenpi may not be deleted by macro-operations. 

More particularly [16] may be given in terms of presuppositions holding 
between topics (macro-structures), such that the rule guarantees that the 
semantic macro-structure is semantically 'well-formed'. Thus, in our first 
example [1], we may not omit the information that a (Fairview) is a town, 
because this is presupposed by further information about the presence of 
factories, shops, streets, etc. Similarly, at the macro-structural leve1, this 
topical proposition may not be deleted because it is a presupposition for the 
following topics in the story (about the local newspaper). 

A first rule of information reduction is, very simply, DELETION: infor­
mation is simply left out, along the following schema 10 (where -denotes the 
semantic mapping): 

[17lfx&gx-fx 

Example: 

[18] town(a)& little(a)-town(a) 

The disadvantage of this traditionallogical representation is that we cannot 
read from the formula that 'little' is an ATIRIBUTE of 'town', so that we can 
not, more specifically, formulate the rule to hold for certain attributes. Note, 
incidentally, that a need not be liule in general, but only relative to the 
normal size of towns. It is not our aim to provide a sound formallanguage . 
and logic for attributes, so the traditional notation will have to do. Now,only 
those propositions may be deleted according to [17] which have an attributive 
predicate, and not those which have what may be called an 'identifying' or 
'conceptual' predicate. The latter predicates identify a thing, assign it to a 
category of things of a certain kind, defined by a number of essential 
properties. Attributive predicates will provisionally be characterized as those 
referring to accidental properties (not holding in all possible worlds/times). 
Rule [17) may apply to example [18] because the size of the town is an 
accidental property (it may grow, for example), and because the proposition 
'little(a)' is not a presupposition of any other proposition in the sequence, as 
is specified by constraint [16]. 
The same rule would apply in our passage to such information as: 

[19] the factories are specializing in hand-tools� 
Bentonville is a manufacturing town� 
Bentonville is thirty miles away� 

This sort ofACCIDENTAL INFORMATION may be left out without changing the 
meaning or influencing the interpretation of the subsequent sentences of the 
discourse. 

Note that information deleted by [17] is IRRECOVERABLE, given 
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its macro-structural result. That is, the mappings are unlike syntactic trans­
formations such as those in generative-transformational grammar: after 
semantic deletions ofthis kind we do not know which propositions have been 
deleted. 

There is another deletion rule, but operating under different conditions. 
Here the information which is deleted is not 'accidenta!' as described aboye, 
but is CONSTITUTIONAL of a certain concept or frame. That is, it specifies 
normal or expected causes and consequences of events, reasons and con­
sequences of actions, preparatory and auxiliary actions, normal component 
events, actions or objects, and the 'setting' (time, place, world) of the object, 
action or event. The schema for this rule would be something like: 

[20]� (fx&gx&hx)-gx� 
Condition: gxG-(fx&gx&hx)� 

The brackets in the antecedent ofoperation [20] denote any ordering between 
the facts (cause, consequence, part of, etc). Thecondition makes it that in most 
situations the facts ·/X11 and ·hx wil1 co-occur with ·gx. That means that 
the deleted information is at least INDUCTIVELy RECOVERABLE - which wilI 
have its consequences in cognitive processing. 
Examples in passage [1] to which operation [20] may apply are: 

[21] a has factories� 
the factories are the source of a's prosperity� 
the (other) factories are in the neighbouring districts� 
b (BentonvilIe) has shops� 
b has trolley-cars� 
b's shops are brightly painted� 
a has shabby houses� 
etc� 

These propositions need not be taken up into the macro-structure ifthere are 
propositions weakly implying the propositions in [21]. Thus, it is normal that 
towns have factories, and that if the town is prosperous the factories are one 
of the causes of prosperity. Similarly, in most normal worlds, towns have 
shops and streets, and bright paint is a normal sign of prosperity, whereas 
shabbiness is a normal sign (component) of decline. 

A third operation is that of SIMPLE GENERALIZATION. Whereas in the 
previous operations� the information deleted was accidental and con­
stitutional ('norma!'), respectively, the information deleted in generalizations 
is essential. Thus, ifwe generalize from a cat to an animal, we abstraet from 
inherent properties of the cat species. The interesting maero-semantic role of 
this rule is that several objects or properties of the same superordinate c1ass 
may be referred to, globalIy, with the name of the superordinate c1ass: there 
were toys /ying around would express a macro-proposition for a sequence like 
There was a ball, a doll, a toy-car, ... , /ying around. The schema for this 
operation would be: 
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[22]� <fx&gx)-hx 
Condition: (fxG hx) & (gxG hx) 

As for the first rule, the information in this case is irrecoverable. 
The last operation is also a form of generalization and also involves 

essential information, but, as in the second operation, this deleted infor­
mation denotes essential properties, causes, components, consequents, etc of 
a higher level fact. That is, the information is not as such deleted but 
COMBINED or INTEGRATED. Thus, the sequence (1 bought wood, stones and 
concrete; 1 laid foundations; 1 erected walls, 1 made a roof . .. ) may for 
example be subsumed under a proposition Iike '1 built (a house)'. The 
essential information of the sequence is in that case recoverable. because it is 
part of the more general concept or frame. The tentative schema for this 
operation of integration is: 

[23]� <fx&gx)-hx 
Condition: hxir<fx&gx) 

Note that aH operations satisfy the ENTAILMENT relation. That is, after the 
application ofany operation the resulting macro-propositions are entailed by 
the micro-structure (ie the sequence of sentence-propositions). We now see 
that the macro-operations are indeed reducing information by several kinds 
of ABSTRACTlON: irrelevant detail, normal properties or constituents, subset 
specifications, or necessary properties and constituents are not referred to by 
the macro-propositions. In other words: the operations define what is 
RELATlVELY IMPORTANT in a passage. On the one hand this importance is 
relative to information occurring in the same sequence, and on the other 
hand this importance is a property of a (macro-)proposition relative to the 
propositions of the original sequence, ie of the WHOLE with respect to the 
PARTS. Note also that the first and the second rule are SELECTlVE, whereas the 
third and the fourth rule are CONSTRUCTlVE. The selective operations are of 
the deleting type, whereas the constructive operations are of the substituting 
type. 

The macro-rules formulated aboye are RECURSIVE: whenever there is a 
sequence ofpropositions satisfying the conditions a new macro-structure at a 
more generallevel will be formed. This means that a text may have several 
LEVELS OF MACRO-STRUCTURE mi' m 2 , .•• , m., where m. is the 'general' 
macro-structure of the text as a whole (in a macro-structurally non­
ambiguous text). It has already been emphasized that m. must be the LEAST 

GENERAL macro-proposition, in order to guarantee enough specific 'content' 
in a macro-structure. That is, the component macro-propositions in m. are 
not themselves, individually, further generalized. For example, from the 
proposition 'a town is declining' we do not generalize to 'something is 
declining' or 'something has some property'. Constraint [16] in this case will 
guarantee that no macro-propositions are deleted or generalized which are 
presuppositions of other macro-propositions at the same leve!. Furthermore, 
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the operations will apply only if the input is at least two propositions (see 
note S below). 
3.4 
A certain number ofrestrictive remarks should be added to the principIes of 
information reduction formulated aboye. 

First of all, at this moment it cannot be proved that the various operations 
are SUFFICIENT for an adequate account of semantic information reduction 
in grammar (and/or cognition). At the same time it may turn out that the 
rules are too POWERFUL, and that further constraints must be supplied. 

Secondly, it should be emphasized that the formation ofmacro-structures, 
although theoretically based on a relation of entailment and thus having a 
'deductive' nature, may in fact often have an INDUCTIVE nature. It may be the 
case, for example, that a macro-proposition '" is entailed by the sequence 
(epI> epz, ep3), but that, eg, only a sequence (epI> ep3) is expressed in the 
discourse, which, as such, does not entail "'. Now, in case proposition epz is a 
normal consequence of ep l' or a normal condition or presupposition ofep3, we 
may inductively INFER epz from (ep¡, ep3), and hence also (epi' epz, ep3) such 
that the macro-proposition '" can be constructed. This inductive procedure is 
normal in all sorts of information processing: we make hypothetical con­
clusions with partial evidence. At the level ofperception and (inter-)action we 
may observe somebody building walls, etc and conclude he is building a 
house even if we do not yet see him making a roof for example. The same 
holds in the actual interpretation of discourse: we do not need all essential 
components of a concept or frame in order to infer the general concept. 

A third restriction pertains to the generality of the proposed principIes. 
Although it may be maintained that they are general principIes of semantic 
information reduction, information reduction and hence macro-structure 
formation may be difIerent for various TYPES OF D1SCOURSE. In more 
concrete terms: what is 'important' information in one discourse or con­
versation may be less important for other types of discourse. It may be 
assumed that in narrative discourse, for example, event and action de­
scriptions are more important (with respect to macro-structures) than state 
descriptions. This means that the macro-structure of a narrative should also 
contain several action/event descriptions and not merely a description of the 
initial and/or final state of an episode. As we shall see below, narratives also 
have narrative 'macro-structures'. It will therefore be necessary to provide 
for the possibility that the various discourse types each have their own 
constraints in the application of the principIes, even if the principies 
themselves are type-independent. 

Finally, the principIes are not only general, but also 'ideal' and theoretical. 
They do not indicate how individual language users will in fact construct 
macro-structures from a given discourse. Due to various cognitive factors, 
the actually constructed cognitive macro-structures may be difIerent for 
difTerent language users, or difTerent for the same language user in difTerent 
pragmatic contexts or social situations. Again the actual APPLICATION ofthe 
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rules may be variable (within certain bounds) but the rules themselves are 
general (gramrnatical) and thus may only provide theoretical predictions of 
actual behaviour or processing. We here again touch upon more general 
methodological problems of psycho-linguistics, the empirical nature of 
grammatical theories and their relation to cognitive models. 

4 Macro-structures and the conditions of 
connection and coherence 

4.1 
In previous chapters we have discussed a set of conditions determining the 
linear connection and coherence of pairs and sequences of propositions. One 
of the elements in the formal semantics of connectives in naturallanguages, 
however, remained undefined, viz the notion TOPIC OF CONVERSATION. It 
was argued that for two propositions to be connectible with a connective the 
facts denoted by these propositions must be related. This relation should 
hold in the same possible worId or situation, or in otherwise related or 
accessible worlds. At the same time it was pointed out that this relation 
between facts is not a sufficient condition of natural connection: propositions 
are connected only with respect to a topic ofconversation. In this chapter this 
notion has been treated in more detail, and we now must see in what ways 
topics ofconversation/discourse, ie macro-structures, really determine linear 
connection, and the coherence of sequences. 
4.2 
In order to illustrate our hypothesis we may construct the following example 
of a compound sentence: 

[24] The houses in the town were shabby, and a lot of unemployed people 
were hanging around at street comers. 

Now, the two main clauses can be said to be connected first of all because of 
the identity of worlds or situations or of certain individuals ('town '), but it is 
further required that the facts referred to be related. Such a relation between 
the shabbiness of houses and unemployment and its consequences does not 
exist, at least not in a direct way. Still, sentence [24] is perfectly acceptable. 
We therefore will have to assume that the clauses are connected by the topic 
of conversation of the particular passage, viz 'The town was declining'. In 
that case, both propositions are probable consequences of the macro­
structure proposition. To use other terms: they both belong to the same 
frame, viz that of economic (urban) decline. 

On the other hand, the sentence 

[25] John was born in Manchester, and we are going to the beach. 

will be disconnected if there is no macro-proposition defining a topic of 
conversation with respect to which both are relevant, whereas 
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[26] John was boro in Manehester, and he went to primary school in 
Birmingham. 

[27] John was boro in Manehester, but his parents were from Scotland. 

are acceptably eonnected by a superordinate topie like 'the major events of 
John's life'. 
4.3 
Similar remarks may be made about the eoherence of a sequence of sentenees 
in general. We have seen that referential identity, both of individual objeets 
or of properties, or identity or other relations between worlds, are not 
suffieient to establish eoherenee. Thus, the following sequenee appears 
unacceptable in most eontexts, although there are semantie relations between 
its underlying propositions: 

[28] I bought this typewriter in New York. New York is a large eity in the 
USA. Large eities often have serious financial problems ... 

Sequences of this type may perhaps be said to be linearly eoherent, but at 
another level ofeomprehension they do not make sense owing to the laek ofa 
specifie topie of eonversation. In [28] the topie of eonversation must at least 
eontain the eoneept of a typewriter, or of buying typewriters, but sueh a topie 
does not eontain information about large eities in the world or speeifie 
finaneial issues. 

On the other hand, a passage sueh as that about Fairview at the beginning 
of this ehapter is linearly eoherent also because it has a maero-strueture. In 
faet, sueh a maero-strueture even allows subsequent sentences to be semanti­
eally unrelated if both are related to the same maero-strueture. 

5 linguistic evidence for macro-structures 
5.1 
Some briefremarks are neeessary about the status ofthe LINGUISTIC evidenee 
for our hypothesis that, at the semantie level, the coherenee of discourse is 
determined also by maero-struetures. 

Often the question of evidenee for eertain rules, eategories or levels of 
deseription is formulated in terms of certain linguistic 'forms', sueh as 
properties ofmorpho-phonologieal or syntaetie struetures of sentenees. That 
is, for example, semantic or pragmatic differentiations should only be made 
in a theoretieal framework if sueh differentiations can be or are regularly and 
conventionally 'expressed'. Conversely, in a FUNCTIONAL view oflanguage, 
it is assumed that systematic morpho-phonological and syntactic differences 
correspond to semantic and pragmatic differences. 

Within the perspeetive of this chapter it might therefore be asked whether 
macro-structures have direct linguistie manifestations. Ifnot, such structures 
might be ofinterest only in a cognitive account ofinformation processing, for 
example. 
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Besides the evidence drawn from linguistic 'form', however, we should also 
admit evidence from implicit or explicit linguistic knowledge (intuition) of 
language users, and the actual USE which is made of language in production­
interpretation processes. To this kind of evidence belong the specific re­
actions to the sequences lacking a macro-structure: "What are you talking 
about?", "You are all mixed up!", "That does not make sense", etc. Such 
reactions are typical for specific SEMANTIC deficiencies of the utterance as 
they also appear in judgements about semantically less acceptable, ie less 
interpretable, sentences. Hence the first sort of empirical evidence we have is 
the trivial fact that the set of sequences which do not have macro-structures 
is normally unacceptable in communicative contexts. 
5.2 
The other sort of evidence for semantic properties of utterances is, as was 
indicated aboye, what 'shows' in the UTTERANCE itself, viz in intonation, 
stress, syntactic structure and lexical units. Sentences and clauses thus 
express propositions and properties of propositions, eg certain relations 
between arguments, predicates, modal operators, etc. Macro-structures, 
however, are much less directly related to actual sentences because they are 
higher level properties of sequences of propositions. A certain number of 
surface structure phenomena will however now be listed which seem to 
indicate the presence of macro-structures. 

In the passages we have been analysing it occurred that macro­
propositions are sometimes directly expressed, viz as what we called TOPICAL 

SENTENCES, often at the beginning or at the end of a passage. The cognitive 
function of such sentences is obvious: they directly provide the macro­
structure of a certain passage instead of leaving the construction of the 
macro-structure to the hearer/reader, ie they facilitate comprehension. Such 
sentences also have specific grammatical properties however. As we said they 
typical1y occur at the beginning or at the end ofa passage. Moreover, they do 
not seem to directly belong to the sequence ofpropositions, as in the case of 
the first or the last member. Such sentences cannot be embedded in 
neighbouring sentences, and cannot be connected with them by even the most 
general connective and: 

[29] Fairview was dying and in the past it had been a go-ahead, prosperous 
liUle town (. ..) 

A sentence like [29] is unacceptable because the propositions following the 
first sentence/proposition are specifications of this more general content. It 
fol1ows that sentences expressing macro-propositions have a specific gram­
matical status. 

A second piece of evidence has already been mentioned before: if macro­
structures of passages are to be constructed as propositions, we may expect 
these propositions also to be CONNEeTED. Such macro-eonnections may 
indeed be expressed by natural connectives likefurthermore, but, however, so, 
etc. In [12] we saw that but does not connect the sentence But there was still 
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one small spark 01 lije to belound in Fairview with the previous sentence, but 
with the macro-proposition underlying the first passage ('Fairview was 
dying'). In fact this bUI connects the first passage with the whole second 
passage, ie a macro-structure with a macro-structure. 

The third way in which macro-structures appear in linguistic structure is 
through REFERENCE: we may use pro-forms and demonstratives to denote 
facts referred to earlier only by a macro-structural proposition, as in: 

[30] Fairview was defeated. You could see il in the shabby houses (...) 

where this proposition is previously expressed, but also in those cases where 
this is not the case and where no particular referent would be established 
without a macro-structure: 

[31] He would only have to stretch out his hand and she would put hers in his 
willingly (...) She knew that the moment ofmeeting had done something 
to both of them (...) 

11 had never happened to her before. She had been in love several times 
(...). 

The pronoun il apparently refers to the fact that she (CIare Russell) had fallen 
in love, which is indeed the macro-proposition inductively entailed by the 
previous passage: the sentences of that passage clearly express the con­
ventional information ofthe FALLING IN LOVE-frame. There is no word, 
proposition or sentence with which il could be co-referential in the previous 
passage, and the hypothesis that it must be sorne sort of 'implicit' (entailed) 
information is confirmed by the next sentence She had been in love several 
limes which in this context presupposes that she is or might be in love now, or 
at least that 'being in love' is now the topic of conversation. Besides the 
pronoun we therefore also may have PRESUPPOSITIONS which are only 
macro-structurally present in the text. 

In fact, what may be expressed by a pronoun may also be expressed by a 
noun phrase with a 'full' noun. In that case we would expect the noun phrase 
to be DEFINITE, even if there has not been a co-referential expression in the 
previous part of the discourse. Take for example the following example: 

[32] A man in a fast car stopped before the bank. He quickly got out and ran 
into the bank. He drew a pistol and shouted to the cashier to hand him 
the money in her desk (...) The hold-up did not last longer than three 
minutes. 

The definite article in the last sentence can only be explained ifwe assume that 
the previous passage contains an argument or predicate which is co­
referential with respect to the same event as the word hold-up. 

We see that not only full macro-propositions may be expressed in the 
discourse itself, but also parts ofit, viz the macro-structural predicates. This 
means that there is also LEXICAL evidence for the existence of macro­
structures, viz in the expression of the concept containing the concepts in the 

~.'
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rest of the passage, at least in sorne sort of relaúonal structure (frame: 'x 
requires money', etc). 

This is probably the most conspicuous and straightforward way macro­
structures are expressed: they determine for a discourse or part of it the range 
ofpossible CONCEPTS which may be used and thus are a global constraint on 
lexical insertion. Thus, for instance, the HOLD-uP-frame will not usually 
contain the concept of 'daisy', whereas the LovE-frame will not usually 
contain the 'North Pole' or the 'elephant' concepts. Those concepts which do 
not belong to the frames initiated by the macro-structure must then belong to 
frames initiated by concepts belonging to the macro-structure frames. That 
is, there must always be an INDIRECT link with the macro-structural 
proposition and its concepts. 12 

Finally, there may be macro-structurally determined identity oftime, place 
or modality. A passage giving a narrative will normally be in the past tense, or 
we may give part of our personal plans in a counterfactual mode or we make 
guesses which are pertaining to facts which are only probable. The modal 
nature in such cases may belong to the sequence as a whole, and need not 
always be expressed in each sentence of the sequence, eg when 1 tell about 
what 1dreamt. Besides MODAL OPERATORS we also have specific PREDICATES 
(nouns, verbs) determining the possible world in which a whole sequence 
must be interpreted, eg in the mentioned dream example. It may be assumed 
that such predicatesand operators have macro-structural propositions as 
their 'scope'. The macro-structural proposition may in that case also be 
referred to by a pro-form, as in: 

[33] 1 dreamt it. 
[34] That is impossible. 

That in [34] may refer to one fact, denoted by a previously expressed 
proposition, but also to a more global fact, expressed by a whole passage (of 
which each of the propositions, taken alone, might have been possible). 
5.3 
We have enumerated sorne strictly linguistic indicators of propositional 
information entailed in the meaning representation of discourses, but not 
made explicit: specific topical sentences, pro-forms for macro-propositions 
and predicates from such propositions, the use of connectives between 
macro-propositions, definite articles without explicit co-referential ante­
cedents, macro-structural presuppositions of sentences, and the general 
constraints on the conceptual structure and the mode/modality, including 
time/tense, of passages of a discourse. 

Besides these types of syntactico-semantic evidence there are various sorts 
of MORPHO·PHONOLOGICAL and GRAPHICAL indications ofmacro-structural 
organization of discourse. First of all, in writing, we have rules for 
PARAGRAPH indentation which have a macro-structural nature: they mark 
sequences which somehow 'belong together', ie which belong to the same 
topic. A new paragrapb tbus indicates (sub-)topic change. In spoken lan­
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guage we have pauses, intonation and specific particles like 'now', 'well', etc 
to indicate such paragraphs. Othe~ languages have specific morphemes in 
order to mark beginnings and endings of stretches of discourse which are to 
be theoretically defined in terms of semantic macro-structures (see note 8). 
Finally, there are PRAGMATIC properties ofcommunication requiring macro­
structures: speech acts may have a whole sequence as their scope (see Chapter 
9). 

6 Macro-structures and discourse types 
6.1 
In principie, the macro-structures discussed thus far characterize any dis­
course ofnaturallanguage. They were taken as general properties ofcomplex 

\- semantic structures and as principies of semantic information reduction. 
Macro-structures may in turn be subject to certain rules and constraints 

varying for ditTerent TYPES Of D1SCOURSE. For example, a macro-structural 
proposition may be assigned to a certain CATEGORY representing a specific 
fUNCTION in the discourse. These categories and functions, although based 
on linguistic (semantic) macro-structures, do not themselves belong to 
linguistic theory or grammar proper, but are to be defined within the 
framework of a more general THEORy Of D1SCOURSE or subtheories, like the 
theory of narrative, the theory of argumentation, of the theory of pro­
paganda, belonging to various disciplines, eg poetics, rhetoric, philosophy or 
the social sciences. Such theories would require separate monographs and we 
therefore may only briefiy discuss the relation with linguistic macro­
structures as they are treated in this book. 
6.2 
The first passage of the crime story analysed aboye could be assigned a 
macro-structure like 'A town, Fairview, is declining owing to competition 
from another town, Bentonville'. In the particular discourse, a specific type 
of NARRATIVE, such a proposition may have a function within the discourse 
as a whole, or rather within the NARRATIVE STRUCTURE13 as a whole (the 
discourse may express several narrative structures). For instance, the town 
Fairview may become the setting of a certain number of events and actions. 
In a narrative, then, we may postulate a specific category subsuming those 
elements indicating time, place or other circumstances of a certain episode, eg 
the theoretical category SETIING. The specific function of such a category 
would also be, for example, the introduction ofthe characters ofthe story. In 
our example, we thus witness the introduction of Ciare Russell, after the 
introduction of the local newspaper. Time, place and individuals are at the 
same time assigned one or several specific and identifying properties, eg the 
decline of Fairview, the spark of life in the newspaper and the smartness of 
Ciare Russell. These properties are CONDlTIONS for certain events and 
actions described later in the discourse. 
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Note that the individual sent~nces or propositions do not, as such, have 
this narrative function, but only the macro-structural proposition entailed by 
a sequence of propositions. It is possible in that case that the sequence 
determining a macro-proposition with such a specific narrative function is 
D1SCONTINUOUS. Characterizing properties of times, places, backgrounds, 
characters, etc may be given throughout the whole story, thus either 
conditioning or explaining certain actions and events. 

In the same way the structural analysis of narrative has postulated 
categories or functions such as COMPLlCATlON and RESOLUTlON defining the 
EPISODE of the story, which may be followed by an EVALUATION and a 
MORAL. Similarly, in fairy tales or other simple narratives, we may have more 
specific 'semantic' functions like arrival 01the hero, departure 01the hero, trial 
01 the hero, reward, etc. These are proper macro-categories because they 
dominate sequences of propositions of the narrative discourse, or rather the 
macro-proposition related to such a sequence. 

The narrative rules and categories, abstractly defining the narrative 
expressed by the discourse (or by sorne other semiotic language, eg pictures), 
may be RECURSIVE. Narratives may be embedded under various categories of 
a higher level narrative. In the SElTING we may have the story about 
Fairview's decline or about Ciare Russell's career. This narrative grammar 
will not be further specified here. What matters are its relationships to the 
semantic structure of the discourse. 

Certain narrative categories have specific constraints on their macro­
structural basis. A SErrING in a narrative structure wilJ for example be 
'expressed' by a state description or a process description, like 'Fairview is 
dying', 'There is still a small spark of life'. On the other hand, a 
COMPLlCATION requires a sequence of propositions together interpreted as 
an event description, whereas the RESOLUTION must at least 'contain' an 
action description. It must be stressed that these constraints pertain to 
macro-structures, because in the actual sequences of the discourse we may 
well have state descriptions in the COMPLlCATION or RESOLUTION parts. The 
same holds, in a more particular way, for narrative 'content' categories like 
ARRIVAL, DEPARTURE or TRIAL. The macro-rules defined aboye are able to 
explicitly link the sequence of sentences of a story with these particular 
narrative categories or functions. 

Together with the macro-structures on which they are based the narrative 
categories determine the overall structure of the discourse. Without the 
narrative categories we could produce a linguistically acceptable, ie an 
interpretable discourse, but such a discourse would have no 'point'. In our 
example, we could in that case have a discourse which only gives a detailed 
description of the decline of Fairview, the exact causes and consequences, 
and so on, and the story would no longer be a narrative but sorne sort of 
socio-economic reporto We see that the type of categories and rules 
determining the overall organization of a discourse at the same time identify 
the TYPE of discourse involved. They enable us to differentiate between a 
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story and a political artiele in the newspaper, between an everyday con­
versation about the weather and an advertisement. Note that the categories 
involved are not only STRUCTURAL ('syntactical') - determining the linear 
and hierarchical ordering of macro-structures of a discourse - but also 
CONCEPTUAL ('semantic'): they stipulate what the discourse is about (actions 
of heroes, world politics, the weather or certain products). 
6.3 
The remarks made about a welI-known type of discourse, the story, could be 
extended for other discourse types. AlI sorts of argumentative discourses 
have global categories like PREMISES and CONCLUSION, possibly with ad­
ditional subcategories like WARRANT or CONDITlON. Psychological artieles 
have a linear structure like INTRODUCTlON-THEORV/PROBLEM-EXPERIMENT­
COMMENT/CONCLUSION, with the subcategories DESIGN, METHODS, 
MATERIAL, RESULTS within the EXPERIMENT category.14 GeneralIy, scien­
tific discourse may be assigned a global structure like INTRODUCTlON­
PROBLEM-SOLUTlON-CONCLUSION with embedded argumentative structures 
of various kinds. It is the task of a general theory of discourse to elassify and 
define such categories, rules and their specific textual functions. Ifdiscourse 
types were merely differentiated according to different semantic content 
(topic), we would have a potentially infinite number of discourse types. It is 
more interesting to elaborate a more abstract theory which relates structural 
categories to conceptual categories. The structure of an argument, for 
example, should be assigned independently of whether it is about engineer­
ing, linguistics or child-care. 

FinalIy, such a theory would also have to inelude rules of a more 
PRAGMATIC kind, pertaining to the specific FUNCTIONS of discourse types in 
certain contexts and social situations. The intentions, knowledge, beliefs and 
preferences of speakers and hearers are different when they telI stories from 
when they try to convince each other with an argumento This wilI be a topic in 
Part II. 

7 The cognitive basis of macro-structures 
7.1 
FinalIy, sorne brief remarks are necessary about the COGNITIVE BASIS of 
linguistic (and non-linguistic) macro-structures, ie about the role macro­
structures play in the production and comprehension of discourse. Research 
in this domain has just begun, but a certain number of interesting provisional 
conelusions may already be made. 1s 

Whereas cognitive psychology and psycho-linguistics have addressed 
tbemselves first to the processing of words and phrases and of syntactic and 
semantic structures of sentences, the question now arises: what specific 
models sbould be postulated for the processing of discourse and, more in 
general, OfCOMPLEX INFORMATION. 
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For discourses, this means an aceount ofhow we understand them, which 
information from the discourse is stored, how this information is organized 
in memory, and how it is retrievable for different tasks, such as recognition, 
recall, problem solving, inference and action. 

7.2 
Whatever the precise properties ofthese processes may be, there are a certain 
number of constraints which are beyond doubt typical for any sort of 
complex information processing. 

First of all, as is the case for (longer) sentences, surface structures 
(morpho-syntactic structures) are only used in order to organize semantic (eg 

propositiona1) information. Most ofthe surface structure is therefore stored 
only in short-term memory and soon forgotten, whereas only semantic 
information may be processed such that it can be stored in long-term 
memory.16 There are a number of exceptions in which surface information, 
eg of a stylistic kind, may also be stored. There is little insight into the 
conditions ofthis kind of(episodic) memory, however, and they will not be 
discussed here. I 7 

The major problem at issue for discourse is however whether all pro­
positions are stored in memory. This is c1early not the case when we look at 
free recalls of discourses of more than about 200 words. 18 That is, beyond a 
certain threshold a language user hearing or reading a discourse can no 
longer retrievably store all the semantic information ofthe discourse as a set 
or sequence of propositions. Still, in most cases, even for very complex 
discourses like novels, the reader still knows what the discourse is about, and 
still is able to establish coherence relations with the previous part of the 
discourse. It follows that these relations cannot possibly be established with 
all previous propositions individually, but must be based on information 
which can easily be stored and which is necessary and sufficient for the 
interpretation of the rest of the discourse. Similarly, having interpreted the 
whole discourse, structures must be available for the aceomplishment of 
recognition, recall or problem solving tasks. 

7.3 
It may be assumed, then, that the processes and tasks mentioned aboye are to 
be aceounted for in terms of macro-structures. That is, the amount of 
information presented must somehow be REDUCED. This reduction has been 
theoretically reconstructed by the rules given aboye. In a cognitive process 
model based on that theory we therefore would postulate processes in which 
certain propositions are deleted and n-tupIes of propositions replaced by 
other propositions. The operations would maintain the semantic 'core' of a 
certain passage by constructing, during input, a macro-proposition repre­
senting the most 'importan!' information of that passage. As was specified 
aboye, this information would at the same time provide the necessary 
presuppositions for the interpretation of subsequent sentences and se­
quences. 

..............._--------------------------­

, < -....­
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In ACTUAL PROCESSING these operations are however HYPOTHETICAL or 
PROBABILlSTIC: during input and comprehension of a certain sentence and 
underlying propositions the language user tentatively constructs the macro­
proposition which most likely dominates the proposition in question. This 
hypothesis may be confirmed or refuted by the rest of the discourse. In case of 
refutation another macro-proposition is constructed. 

We have seen already that the discourse itself will often give certain CLUES 

for such a hypothetical process of macro-structure formation, eg by the 
expression of macro-propositions or macro-predicates. 

What is stored in memory, then, is at least the macro-structure of the 
discourse. Or rather, the highest levels ofmacro-structures constructed ofthe 
discourse. Depending on the length and the complexity of the discourse most 
individual propositions of the discourse will in that case no longer be directly 
retrievable. The rules we have formulated however will in some cases make 

i' certain types of detailed information RETRIEVABLE BY INFERENCE. If we 
remember that somebody built a house, we might remember by specification 
of components of the associated frame, that he made walls and a roof. And 
remembering that a town was declining we may by probable inference 
conjecture that the shops, streets and houses were shabby or dirty. If these 
hypotheses are correct, it follows that macro-structures not only enable the 
comprehension of highly complex information during input, but at the same 
time ORGANIZE the information in memory, thus at the same time serving as 
retrieval cues for more detailed information weakly entailed by it. 
7.4 
Experiments have shown that these assumptions are indeed correcto Subjects 
reproducing a story will produce a discourse which mainly contains macro­
propositions. In immediate recall more detailed information is still connected 
with this macro-structure, but after several weeks the reproduction does not 
contain much more than the macro-structure or fragments of macro­
structure. 

It is interesting to notice that when subjects are requested to give a 
SUMMARY ofa discourse, the structure ofthis summary is very close to that of 
a delayed recall protocol. That is, a summary is a type ofdiscourse providing 
(a personal variant of) the macro-structure of the discourse it summarizes. 
Just as topic sentences may directly express a (sub)topic of a passage, the 
summary will express the general macro-structure of the discourse as a 
whole. This assumption provides us with an EMPIRICAL decision procedure 
for judgements about the textual character of discourses. If a sequence of 
sentences cannot be summarized it is likely that it does not have a macro­
structure so that the sequence does not have discourse character. In fact, 
sequences which do not have a macro-structure ofany kind are much less well 
recalled than discourses: it is easy to reproduce the gist of a story, or even a 
full story if it is not too long, but very difficult to reproduce a set ofunrelated 
sentences. Such insights are familiar from experiments with word lists and 
with sentences having, or not having, syntactic and semantic structures. 
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7.5 
It should be added that comprehension, organization and recall of complex 
information not only depends on linguistic rules of semantic information 
reduction, but also on rules and categories determining the global organi­
zation of the particular kind ofdiscourse. In our example, not only a macro­
proposition like 'Fairview/a town is declining' is constructed - or, as in our 
case, taken from the discourse as the macro-proposition - but at the same 
time this information is further organized according to NARRATIVE rules and 
such categories as SETIING. The narrative structure will then in the same way 
determine comprehension and organization in memory, and hence recall; 
more easily so if this structure is c10ser to conventional narrative struc­
tures. 19 In recall, the elementary categories/rules for the narrative discourse 
are already present (as general rules of story production) and need only be 
'filled in' with the macro-structural content, which in turn may retrieve more 
detailed information. 

In all these processes there are very complicated sets of specific factors 
determining comprehension, organization and recall, eg the specific 
FAMILIARITY of the topics, the structural COMPLEXITY of the linguistic or 
non-linguistic overall structure of the discourse, cognitive and PERSONAL 

properties of the subjects, the kind of TASKS and task CONTEXTS (cues, 
motivation, etc) involved, DELAYS in reproduction, the presence of(similar) 
semantic or narrative structures and the experience of processing them, etc. 
These aspects of processing cannot be dealt with here. 
7.6 
The main point to be made here is that macro-structure formation in complex 
discourse is a necessary property ofcognitive information processing. Large 
amounts of detailed information must be reduced and organized so as to 
remain available for retrieval in recall, in integration of incoming infor­
mation, and in problem-solving. 

The same, of course, holds true for the processing of all sorts of other 
information about the world, eg in PERCEPTION and ACTION. Although we 
observe a great number offacts every day, only sorne ofthem are important 
for our permanent knowledge and for future action. Much in the same way as 
in discourse comprehension, our interpretation of the world requires the 
deletion of many elements (propositions and/or images) of information, the 
integration of such elements into higher leve! elements, and generalization of 
an inductive kind. Little is known about this type of complex information 
processing but it may be assumed that the principies underlying it also 
determine the rules and categories of discourse processing. 

Note, incidentally, that our remarks hold not only for comprehension/ 
interpretation of discourse, but also for the PRODUCTION of complex 
discourse. In order to be able to execute the formidable task of keeping a 
discourse coherent, to produce sentences expressing propositions contribut­
ing to a macro-proposition and satisfying certain narrative rules, the speaker 
must already have a first 'sketch' or 'schema' or 'plan' available for the global 
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semantic organization of bis discourse.20 That is, he will begin with the 
construction of a (first) macro-structure, at least for the beginning of the tex t. 
At later stages of production this macro-structure may be corrected or 
replaced by another macro-structure. The processes involved here are of 
course ditTerent in spontaneous everyday conversation, in public speeches, in 
novel writing or newspaper article production, but tbe same general prin­
cipies are necessary for monitoring the production of any kind of complex 
information. 

The same again holds for other cognitive tasks, eg in the planning and 
execution of ACTION and INTERACTION, and hence for speech acts as we will 
see below. Research on such complicated cognitive problems as complex 
action planning/execution, and their relationships to language and visual 
perception is only in its first stages. This chapter has tried to show that such 
tasks cannot possibly be accounted for at the level of linear processing of 
micro-information, but that hierarchical rules and categories and the 
formation of macro-structures are necessary. A sound theory of macro­
structures, as now becomes obvious, has a linguistic (grammatical) com­
ponent that accounts for notions like topic and in general for semantic 
relations in discourse; it has other components of a theory of discourse (eg 
theory of narrative) and a general cognitive basis that accounts for macro­
processing in language production/comprehension, perception, action, 
problem-solving and other human abilities. 
7.7 
Sorne final remarks are in order about the notion of FRAME, a theoretical 
primitive, cited as one explanatory component of linear and global co­
herence. The concept, which has been coined in recent work in artificial 
intelligence, belongs to cognitive theory.21 It denotes a conceptual structure 
in semantic memory and represents a part of our knowledge of the world. In 
this respect a frame is an ORGANIZATIONAL PRINCIPLE, relating a number of 
concepts which by CONVENTION and EXPERIENCE somehow form a 'unit' 
which may be actualized in various cognitive tasks, such as language 
production and comprehension, perception, action and problem solving. 
Thus, in a RESTAURANT-frame would be organized the conventional, ie 
general but culture dependent, knowledge that a restaurant is a building or 
place where one can eat publicly, where food is either ordered from a 
waiter/waitress or taken at a counter, etc. That is, a frame organizes 
knowledge about certain properties of objects, courses of event and action, 
which TYPICALLy belong together. We have seen that propositional know­
ledge from frames is necessary to establish the explicit coherence between 
sentences of a discourse, under the assumption that propositions belonging 
to a frame, and hence having a more general nature, need not be expressed in 
the discourse. This explains among other things that in a sentence like We 
went to a restaurant, but the waitress was too busy to take our order 
immediate/y, the noun phrase the waitress may be definite although no 
waitress need have been referred to by previous expressions in the discourse. 
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Similarly, such frames provide knowledge about normal conditions, 
components and consequences of states, events and actions, aH of which are 
necessary in the operation of MACRO-RULES. 

Due to their general conceptual nature, frames may have VARIABLE 
INSTANTIATlONS, which aHows the application or use of frames in concrete 
cognitive contexts: there are many ways to 'execute' the action of going to 
and eating in a restaurant, but they will aH belong to, or be subsumed by, the 
same RESTAURANT-frame. Similarly, in perception we will recognize a 
table or sorne specific table, whatever the visual transformations ofthe table 
due to varying positions. 

lt may be assumed that frames themselves are also organized in a 
HIERARCHICAL way. That is, sorne information seems to be essential for the 
frame, other information more or less specific and accidental. Thus, it seems 
essential for a shop to be a public place, usuaHy in a building, where one can 
buy something, but less crucial whether there are baskets for self-service. 
Thus it seems that the higher-level information of the frame will always be 
actualized, whereas the lower-level information will only be actualized if 
needed for specific tasks. Besides the frame-structure itself, we thus need rules 
or principies deterrnining the USE of frames in actual cognitive behaviour. 
Since frames may be represented as sets or rather as ordered sequences of 
propositions, which may be highly complex, we surmise that they also have a 
MACRo-STRUCTURE, in which the level and importance of the information 
contained are defined. 

Although there is little theoretical and experimental insight into the precise 
status, structure and use of frames, it may be concluded that they have 
hierarchical (macro-)structure, that they organize conventional and typical 
lrnowledge, that this knowledge pertains both to states (properties) and to 
actions and events, ie to procedures which are goal oriented, that they have 
an essential and a probabilistic (inductive) component, in which variables (or 
variable terminals) occur as 'slots' to be fiHed in dilTerent cognitive contexts. 

For a linguist it might be tempting to ask how such frames dilTer from 
the conceptual knowledge ofa LEXICON ofthe language, a question which for 
the psychologist is less relevant since there seems no cognitive/behavioural 
dilTerence between knowledge ofthe language and knowledge ofthe world. lt 
might be proposed, though, that the top-Ievel, essential information of 
frames, is the conceptual information associated with the lexicaHy expressed 
concepts of a language. 

The analyses here and in the foregoing chapters should make it plain that a 
clear distinction between general MEANING POSTULATES ofthe language and 
FRAME INFORMATION is hard to make. Nevertheless, in semantic theory 
formation, we may abstract from the variable or ad hoc properties of the 
actual representation, use, formation and transformation of frames, and 
postulate a set F of framesfl ,f2' ..., each consisting of an ordered sequence 
ofpropositions, on which macro-rules may operate. Sentences, sequences of 
sentences and discourse, then, would not only be interpreted, FORMALLY, 
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with respect to a model structure (or sequences of model structures) contain­
ing sets ofpossible worlds, individuals and possibly properties and relations, 
but also a set of frames, of which a specific frame fo is the actual frame in the 
actual context of speech. 

Given the MONEY-frame, for instance, the sentence 1 went to the bank 
would be assigned a non-ambiguous intensional meaning and extensional 
reference. On the set F offrames we would further need a BINARY OPERAnON 
which would allow us to CHANGE to or initiate ('actualize' in cognitive terms) 
another frame, similar to our change operator for topics of discourse. Note, 
however, the diflerence between frames and topics (macro-structures): 
frames are general and conventional, topics are particular for a specific 
discourse or conversation. 

The point of introducing frames into model structures22 is that the 
interpretation of sentences would no longer be relative only to the sequence 
of previous sentences of a discourse, but also relative to the set of pro­
positions of a particular frame. The previous sentences, then, would denote 
what actually was the case, the frame information would denote what will 
normally or could possibly be the case. We have seen that a convincing 
semantics of discourse needs both components in order to explicate the 
notions of linear and global coherence. It does so, however, only by 
formulating abstract semantic constructs, rules and conditions, leaving to 
pragmatics and cognitive psychology the specification of the communicative 
intentions, specific processing and memory structures. 

Notes 
The notion of macro-structure as it relates to the structure of discourse was first 
introduced (briefty) in Bierwisch (1 965b) - with respect to the plot of a story - and 
has since then been treated in literary theory and various attempts at constructing 
text grammars (see, eg, van Dijk, 1971a, 1971b, 19720, 1972b, 1973c).Whereas of 
course literary tbeorists are, by the nature of the phenomena they describe, viz 
structures ofliterary discourse, interested in macro-structures, there has been little 
interest in linguisties for an analysis of the linguistic (semantic) properties of 
macro-structures of discourse. Below we will refer to recent developments in 
cognitive psychology and artificial intelligence. It is clear from this remark that a 
theory of macro-structures is still very much in its first tentative stages, even more 
than a theory of connection and coherence at the sequential (linear, local) leve!. 

2 For further details about individual variables, constants and quantifieation over 
events, see Reichenbach (1947), Davidson (1967) and Bartsch (1972) among others. 
In our notation in [3], which is ad hoc - no precise semantics is given, nor tenses, 
nor specific connectives, etc - [decline (a)](f) would read 'the factfhas the property 
that a declines', for instance. Note that we have also used constants (a, b, e, ...) 
instead of bound variables, in order to avoid problems with eg the adequate logical 
representation of indefinite articles. 

3 This definition is sti11 far from perfect and does not make explicit a11 the intuitive 
notions we are trying to capture under the concept of a 'topie of discourse'. Thus, 
several formal requirements should be met in order to guarantee that the sequences 
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are ordered, not overlapping, that there are no gaps, etc. Further the notion of 
entailment for sequences of propositions should be made explicit. 

4 Just as for the definition given in [lO] it should be assumed that there actually IS an 
immediate superconcept, and hence a topical proposition for a sequence of 
propositions. Provisionally we take the rather strong view that if that is not the 
case, the particular passage does not have a 'global meaning' or topic of discourse. 

5 Although this possibility must be left open, because there is no reason why a one­
sentence discourse should not have a macro-structure, we may later require the 
macro-rules to operate non-trivially only on sequences where n ~ 2. 

6 Just as sentences may be AMBIGUOUS, so may discourses, also at the macro-leve!. In 
that case we could have several, alternative (highest) macro-propositions for a 
given discourse. This does not mean that in actual language use and co.gnition a 
discourse with one theoretical macro-structure could not be assigned dilTerent 
topics by dilTerent language users, depending on a number of factors (knowledge, 
interests, etc) to be discussed briefty below. Similarly, a theoretically ambiguous 
discourse, at the macro-leve!, may be unambiguous in contexto 

7 This story has been analysed in detail for the cognitive experiments on discourse 
recall and summarizing by van Dijk (1 975c), Kintsch and van Dijk (1975), van Dijk 
and Kintsch (1977) and Kintsch (1976) - see below for sorne results. The text of the 
story is from Giovanni Boccaccio, The Decameron (ed and trans G. H. McWilliam, 
Penguin Books, Harmondsworth, 1972, pp 136-41). 

8 This may be one of the semantic conditions determining the conventional use of 
paragraphs in written discourse or similar units (marked by specific pauses, 
intonation or morphemes) in spoken discourse. The unit of the paragraph in 
discourse has not been given special attention in this book. For recent work in this 
area, see the work done by Longacre and his associates (eg Longacre, 1970). 

9 See for instance the work on conversation done by the ethnomethodologists 
mentioned in Chapter 1, note 17. 

10 For a more precise formulation and for further discussion ofthese macro-rules, see 
van Dijk (l976a). 

lI By ·fa wedenote the fact which is the value (in sorne w¡) ofthe expressionfa. Hence 
·fa = V(fa, w¡). 

12� At this point the condition may become too powerful, however, because there are 
no (Iinguistic) THEORETICAL limits on these indirect semantic relations. The 
additional constraints to be formulated, then, are cognitive: the search for a 
possible link between concepts in related propositions must be feasible (either 
under general conditions on distance or under ad hoc personal links between 
concepts). 

13 See note 16, Chapter 1. 
14 For a detailed macro-analysis of a scientific discourse (viz a paper on social 

psychology), see van Dijk (1 976b) and forthcoming work by Kintsch and van Dijk. 
15� Recent work in cognitive psychology and artificial inteIligence about processing 

and memory representation of discourse goes back to Bartlett's seminal research 
(Bartlett, 1932). From the large number of papers and monographs now being 
published we may mention (also for further references): Kintsch (1974), Meyer 
(1975), Thorndyke (1975), Freedle and Carroll, eds (1972), Crothers (1975), 
Carpenter and Just, eds (1977), van Dijk (l975c, 1976a), Kintsch and van Dijk 
(1975), van Dijk and Kintsch (1977), Kintsch (1976), Rumelhart (1975), Barnard 
(1974), Charniak (1972), Schank (1975). 

16� See the various chapters 'ip Tulving and Donaldson, eds (1972), Kintsch (1974), 
Norman and Rume1hart, eds (1975), Bobrow and CoIlins, eds (1975) for empirical 
evidence and theoretical models for this assumption. 

17 See Janice Keenan (1975).� 
18 See van Dijk (1975c), van Dijk and Kintsch (1975), Kintsch and van Dijk (1977).� 
19 Thus, Kintsch (1976) found that American Indian stories, which have a narrative� 

lIf� 
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structure which is difTerent from that of our conventional 'Western' stories, are 
harder to recall for (non-Indian) subjects than the traditional Boccaccio stories. 
This may also be one ofthe reasons why Bartlett (1932) found that so much was lost 
in the recall of such Indian stories, especially those elements which are unfamiliar. 
See also Paul (1959), who replicated the Bartlett experiments and focused on 
personal difTerences of 'cognitive style' in recall and on the efTect of familiarity of 
the topic of the discourse. 

20� This insight for sentence comprehension and for 'higher' cognitive tasks in general 
has been elaborated especially by Miller, Galanter and Pribram (1960). 

21� As was remarked earlier, the notion of frame has been studied frequently since 
Minsky (1975). See, especially, the contributions in Bobrow and Collins, eds 
(1975), eg Winograd (1975), Kuipers (1975). 

Other, but similar concepts, such as DEMON, SCRIPT, SCHEMA, SCENARtO, etc have 
also been used. See Charniak (1972,1975), Schank (1975), Rumelhart (1975). 

For a discussion about frames and macro-structures, see van Dijk (19760). 
22� See Urquhart (1972) for a brief suggestion about a similar proposal, involving 

information sets (though these would also include more particular, contextually 
determined, information). 
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Chapter 6 

Sorne notions frorn 
the theory of action 

1 Introduction 
1.1 
There is another domain from which a certain number of concepts will be 
used in this book: the THEORY OF ACTION. It goes without saying that a 
sound analysis ofspeech acts, which is a central task ofpragmatics, cannot be 
carried out without previous understanding ofthe notion of an act or action. 
Insight into the structure of action at the same time provides a basis for the 
semantic interpretation of action discourse, ie discourse in which actions are 
described, stories for example. 

1.2 
It should be emphasized that an application of results from the philosophy 
and logic of action in the analysis of speech acts is not a marginal topic in 
linguistic theory. That, by speaking we DO something, that is, something 
more than merely speaking, is a simple but important insight from the 
philosophy of language. 1 It should be added that the use of language is not 
only sorne specific act, but an integral part of SOCIAL INTERACTION. Lan­
guage systems are CONVENTIONAL systems. Not only do they regulate 
interaction, but their categories and rules have developed under the infiuence 
of the structure of interaction in society.2 This FUNCTIONAL view of 
language, both as a system and as an historical product, in which the 
predominant SOCIAL role oflanguage in interaction is stressed, is a necessary 
corrective to a 'psychological' view of language and language use, where our 
competence in speaking is essential!y an object for the philosophy of mind. 3 

To be sure, our knowledge ofthe language is a complex mental system. But, 
this mental system, like al! conventional systems, on the one hand has been 
formed by the requirements of efTective and successful social behaviour, and 
on the other hand is used and changes under these constraints. 
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1.3 
In this chapter we must provide sorne elementary concepts in order to be able 
to draw the consequences ofthis view for Iinguistic theory and grammar. We 
must define what actions are, and what are not actions, what the conditions 
of successful action are, show how actions may constitute sequences of 
actions and how they are part ofinteraction, both verbal and non-verbal, and 
finally how interaction depends on norrns, conventions, obligatlons and 
needs. 

In the next chapters we will use this more general understanding of (ínter-)­
action in the characterization of speech acts and communication. 

2 Events, actions, processes 
2.1 
Although there is an enormous Iiterature about action, it cannot be c1aimed 
that we at present possess a fully elaborated theory of action. The notions 
discussed below come from various studies, both from a philosophical and 
from a more logical approach to the various problems.4 AII ofthese concepts 
would require book-Iength treatment in order to understand their full 
intricacies, and it will therefore be impossible to enter into detailed discussion 
of exceptions or complications in the definitions given below. 
2.2 
The notion ofaction is usually treated in close connection with that of EVENT. 

A brief intuitive 'definition' of action already shows this relationship: AN 

ACTION IS AN EVENT BROUGHT ABOUT BY A HUMAN BEING. We will see below 
what is lacking in this 'definition', and will first try to be more precise about 
events. 

One basic concept involved in the definition of the notion of event is 
CHANGE. This change may be viewed as a relation between, or an operation 
on, possible worlds or states ofafTairs. More particularly, a change implies a 
DIFFERENCE between world-states or situations and hence requires a 
TEMPORAL ORDERING of worlds. For our purposes, we shall divide time into 
units described as previous or subsequent in the linear sequence of time. 
Each time unit is associated with a set of possible worlds, viz one actual 
possible world, and a set of alternative possible worlds. Possible world-time 
point pairs, ie states of afTairs or situations, may be represented by STATE 

DESCRIPTIONS, where a state description is a set of propositions. DifTerences 
between situations are thus represented as difTerences between state de­
scriptions. A change occurs in a possible world, or rather between the 
situations <W¡, t) and <Wi , t i + 1), iftheir descriptions are difTerent. A change 
will be called MINIMAL if these descriptions difTer only in one atomic 
proposition, viz having-p instead ofp, or p instead of-p (or: not havingp 
instead of having p, or having p, instead of not having p, if we only admit 
'positive' state descriptions), all other things being equal. Thus, if at <W¡, t) 
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the proposition 'The door is open' holds, and at (w¡, t¡+ 1> the proposition 
'The door is not oj>en' or 'The door is closed', we say that an event has 
OCCURRED or TAKEN PLACE or that something has HAPPENED. The change in 
question may afTect various properties ofpossible worlds, viz the coming into 
existence or disappearance of a particular individual object, the acquisition 
or disappearance of sorne property of an object, or the establishment or 
destruction of sorne relation between objects. We assume that NO change has 
occurred if the descriptions of (w¡, t,) and (w¡, t¡+I> are identical; this 
guarantees that no intermediate events have taken place between t¡ and t¡+ l' 

If an event occurs 'between' (w¡, ti> and (W¡, t¡+I> these situations are 
usual1y cal1ed the INITIAL STATE and the FINAL STATE of tJJ,e event, re­
spectively. Events, just like objects, properties and (static) relations, may be 
defined according to CHANGE or EVENT DESCRIPTIONS, and they may have 
conventional names. Since events accomplish or afTect objects, they may be 
represented as n-place predicates. In our simple example the event type may 
be represented with the predicate 'to c1ose'. 

The IDENTIFICATION of events is c10sely linked with the conventional 
means we have in language for the description of events, which, as we have 
earlier stated, depends on the functions of such descriptions in interaction. 
We have a predicate 'to c1ose' in order to denote the event between an 'open' 
initial state and a 'c1osed' final state, but no specific predicate to denote the 
event of opening (or c1osing) something one inch, or one inch more. Yet, the 
opening of a door is an event taking place GRADUALLY in (continuous) time. 
This holds, physical1y, even for the 'c1ick' or sound of the opening or c10sing 
door, identifying the initial or final state, respectively. Although events may 
be assigned properties (opening wide, opening slowly, etc), we still have one 
predicate (or several synonymous predicates) for the event of opening (or 
c1osing) as one distinct event 'unifying' the infinite series of intermediary 
PHASES of the event, because only the initial state/final state difTerence is 
RELEVANT for our actions and interactions: we may, eg, enter an open door, 
but not a c10sed door. Hence, the identification of events (as types) is not 
based on physical time and motion alone, but also on cognitive and 
conventional units. 

It is also in this perspective that we may speak ofa COMPOUND EVENT, ie an 
event which is constituted by several events which are linearly ordered but 
which are perceived or conceived of as ONE event at a certain level of 
description. In this case, the component events may in other situations occur 
independently or as components in other (compound) events. In compound 
events the initial state is identical with that of the first component event (the 
initial event) and the final state is identical with that of the last component 
event (final event). If the final stages of the component events are identical 
with the initial states of the fol1owing component events, a compound event 
will be cal1ed CONTINUOUS. Otherwise, it is DISCONTINUOUS. The event of 
'crashing' may be cal1ed compound, because it is at least composed of the 
event of 'moving' and the event of 'breaking'. Crashing, moreover, is 

lIIf� 
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continuous, whereas the event of 'thunder' may be discontinuous, because 
there are temporal'gaps' between the component events (during which other 
events may occur). 
2.3 
The notion of PROCESS is not easily defined, and perhaps should not be 
accounted for in terms of events at all. For reasons of simplicity we take 
processes as continuous events, occurring during a PERIOD (ti' t¡ + j) of time, 
of which intermediary events cannot be, or are not conventionally, distin­
guished. Raining is a typical example. In process perception and description 
the focus of attention is on the properties of the change itself rather than on 
the ditTerence between the initial and the final state. As soon as an initial or 
final state of a change and sorne ditTerence are indicated, as in 'it started 
raining' or 'it stopped raining', we speak ofevents not ofprocesses. It follows 
that ifwe consider events during one moment (unit) oftime, we observe them 
as processes, because we do not distinguish intermediary events. This means 
that we may take processes as the basic concept, and identify events that 
constitute discrete (parts o{) processes by distinguishing initial and final 
states and a change between them. 
2.4 
Changes in possible worlds need not be minima!. Several events may occur at 
the same time. The same holds for processes, and for events and processes. 
Similarly, we may speak of SEQUENCES OF EVENTS, ie series of distinct events 
following each other in time. Ifsuch a sequence is perceived or conceived ofas 
one unit, we called it a compound event. This distinction between one 
compound unit and a sequence of units will be important not only for 
actions but also for the theory ofdiscourse. This is one ofthe reasons why the 
term 'sequence of events' will be used in a stricter sense, in order to denote a 
subset of the set of possible series ofevents. A SERIES ofevents may consist of 
events which are completely lNDEPENDENT. In a sequence the events are not 
only linearly ordered but also related by DEPENDENCE. 

The highly intricate notion involved here is that ofCAUSAnON. s A series of 
events will be called a sequence if the events are causally related. This causal 
relation (or operation) may have various forms. Either each event causes 
each next following event, or a subsequence of (causally related) events 
causes sorne following event (or again sequence of events), or sorne series of 
independent events causes one event (or sequence ofevents). That is, an event 
may have a SIMPLE CAUSE or a COMPOUND CAUSE. The event(s) caused by an 
event or sequence of events will be caBed a CONSEQUENCE. Events may have 
several, independent causes or consequences. If a consequence immediately 
follows the causing event, it will be called a DIRECT consequence; otherwise it 
is INDIRECT. We see that the notions ofcause and consequence are RELATlVE: 

an event is a cause relative to its etTected consequence(s). 
These definitions imply that causation only holds between events, not 

between states or between events and states. This is ditTerent from the 
expression of 'cause' in ordinary language. We say that the heat caused the 
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fire, or that the accident caused John's being in bed now. However, closer 
analysis shows that natural language and cognition rnake shortcuts over 
sequences of events and the initial and final states of events. Thus, the fire is 
caused by a change ofternperature, and John's being in bed now is the FINAL 

STATE of a series of events (and actions) caused by the accidento Such a final 
state of a causal sequence of events is often called a RESULT. 

In Chapter 3 we tried to give a sirnplified sernantic analysis of cause­
conditional connectives. The proposal rnade there will have to be based on a 
serious analysis of causal relations between facts, of which however only a 
few notions can be touched upon here. 

We first assurned that causation is involved in COURSES OF EVENTS, 

characterizing state changes, not states. Ifwe say that sorne state is 'caused', 
we mean that an event is caused which has that state as final state, viz as a 
result. Sirnilarly, I rnay 'cause' the state that a glass does not fall (viz by 

\- holding it), but again this state is rather the result ofrny action itself, not part 
ofa consequence ofrny acto Secondly, it is assurned that courses of events are 
ordered in TIME, such that if A causes B (or sorne part A' of a A causes sorne 
part B' of B in case of non-rnornentaneous events), A precedes B. Thirdly, a 
course of events is a rnernber of a set of POSSIBLE COURSES OF EVENTS, of 
which one course will be called ACTUAL (or historical) and the others the non­
actual alternatives. This kind of set-up rnay be represented with the trees as 
given in Chapter 3: frorn each node in the tree, defined as a particular state of 
a particular world, several paths lead to different subsequent nodes. 

Given these prelirninaries, various KINDS of causation rnay be defined. 
Above, for instance, we saw that we rnay have single and rnultiple causes, 
unique or exclusive and concornitants causes, etc. Sirnilarly, a cause rnay be 
such injust one situation or in several or in all possible situations. Given our 
scherne of world-tirne and courses ofevents, we define a simple kind of cause 
in terrns of SUFFICIENT CONDITION. A condition is sufficient for a subsequent 
event ifit NECESSITATES the subsequent evento In other words, at sorne node Ij 

of the tree it is INEVITABLE that, given A occurs in (w¡, I j ), B occurs at all 
subsequent situations (at I j + ¡) which can be reached frorn (w¡, I j ). Note that 
this rnay hold just for this particular occasion, provided that all other things 
rernain the sarne (this is the well-known celeris paribus clause in definitions of 
causation). That is, John rnay break his neck falling off his chair only on this 
occasion - where indeed his falling causes his breaking his neck - but not at 
the nurnerous other occasions he has or rnight have fallen off his chair. On 
those occasions the event would not have been sufficient. It follows that sorne 
event is a cause only together with a nurnber of specific properties (or other 
events) of a certain world, eg the brittleness of John 's bones and the reaction 
speed of his rnuscles, together with the specific properties of the event 
(change) itself: the exact way John fell NOW rnade a fractured spine 
physicallyjbiologically necessary. We see that here the cause holds only in 
one (at least one) subtree of the universal tree. 

Causing events rnay or rnay not be NECESSARY CONDITIONS: taking water 
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is a cause for a plant to grow, and it is also a (biologicaHy) necessary 
condition, but breaking my neck is not necessarily a cause ofmy death. Thus, 
B has A as a necessary condition ifin ANY (sub)tree we must pass an A-node 
in order to reach a B-node. 

Different kinds of causation may depend of the FORCE of the causing 
event, je on the fact whether the cause is sufficient in at least one, many, most 
or aH possible (sub)trees of the universe. Thus, in the (sub)tree in which our 
actual world is developing, being shot through the head will on nearly aH 
occasions cause death. This means that in the definition ofcausation we need 
a set of basic POSTULATES (laws, basic properties, etc) defining the actual 
world and the set of possible worlds compatible with it. That is, I can cause a 
book to change place only in those worlds where gravity is similar to that in 
our world(s). A causing event is more forceful than a sufficient condition in 
that it brings about sorne other event in a way more independent of co­
occurring events and initial conditions. In natural conversation, then, we 
normaHy will ask for further, specific, conditions in cases of weak causes 
(how did he faH off his chair?), but not with strong causes (he feH from the 
Empire State buildings (as a cause of his death». 

From our brief discussion of causality it foHows that causation involves 
necessity (of consequences), viz the fact that - given the circumstances - A 
wiHlead to B whatever else may happen (independently), je in aH possible 
worlds which have A occurring in an immediately previous state (in this 
particular subtree). 

We will see below that in a specific kind ofcourses ofevents, viz in (courses 
of) action, further intricacies, eg regarding agency, intentions, purposes and 
goals become relevant, but we now are in possession of sorne elementary 
notions about events, sequences of events, processes and causation, which 
will be necessary in an account of action. 

3 Doings. acts. actions 
3.1 
Above we gave a brief intuitive characterization of action as 'an event 
brought about by a human being'. If BRlNGING ABOUT has the same meaning 
as 'causing' this characterization is already incorrect as it stands, because we 
have stipulated that only events (not objects or persons) may cause events. 
So, either 'bringing about' is not 'causing', or actions are not events. 

Intuitively, at least a set ofactions involves events. The action of'opening a 
door' clearly 'contains' the event of'opening', with an initial state where the 
door is closed and a final state where the door is open. In the AcnON of 
opening a door, however, there is another event involved, viz the movement of 
the arm of the one who opens the door. This is an event because in an initial 
state the arm is in a different position from that in subsequent states. Such an 
event may, according to definition, cause the event of opening, viz if moving 
my arm, on this occasion, necessitates the opening of the dooe. 6 
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The event of opening may also have been caused by other events, eg by a 
movement of air (wind), but intuitively we do not say of the wind that it 
performs an action, or acts, when it causes a door to open. Actions are 
usually predicated only of HUMAN BEINGS (and perhaps of animals). In the 
example given, this action contains a movement of a part ofthe body causing 
a movement of a door, and we will say that it is the movement of the body 
which is 'brought about' by a human being. On the other hand, we also speak 
of action when only a bodily event is involved without another event as a 
consequence, eg when I greet somebody, or when 1am speaking or walking. 
Note that in both cases we may speak of actions only if a human being brings 
about an event in his OWN body. If somebody moves my arm when I am 
asleep, we do not say that 1 have moved my arm, or that 1 have acted, but 
somebody else has. Similarly, if somebody pushes me against a door and the 
door then opens, we do not simply say that 1 opened the door. 

The problem remains whether bringing about a movement of part of my 
body is the same as CAUSING this movement. It might be said that bringing 
about a certain movement of my muscles causes my arm to move in a certain 
way. But then the question arises how the movement of muscles is caused. 

At the same time we may have the situation that I move (part of) my body 
when I am asleep. Although it may be said in such a case that I DlD 

something, it is usualJy not said that 1 performed sorne action. Similarly, 1 
may listen to a lecture and at the same time play with a pencil without 
noticing that 1 am doing so. 
3.2 
Apparently, a movement of my body alone is not a sufficient reason for 
caIling it an action: I must be AWAKE and CONSCIOUS, and AWARE of what 1 
am doing. Actions, thus, involve certain MENTAL components, or at least 
require certain mental preconditions. These mental conditions are of a very 
specific sort. I may stumble and fall against a door, thereby causing the door 
to open. Although 1am awake and although I may be conscious ofwhat 1am 
doing, or rather what happens (to my body and the door), we would not say 
that 1performed the action of opening a door. One ofthe criteria seems to be 
here that 1 did not WANT to stumble, nor did I want the door to open by 
faIling against it: I had no INTENTlON of opening the door at aIl. 

A number of conceptual distinctions seem relevant to this intuitive 
analysis. An action involves a BODlLy EVENT, but since a bodily event might 
not be brought about by myself but by somebody else or by another event, we 
need the concept of a DOING for a bodily event brought about by myself. 
Similarly,I may do something without thereby performing an action because 
1did not specificaIly want or intend to perform that doing nor did I want or 
intend the foIlowing events to happen as a cause of that doing. so, ONLy 
DOINGS BROUGHT ABOUT INTENTlONALLy MA Y QUALlFY AS ACTIONS. 

3.3 
At this point philosophical complications abound. We still have the 'bringing 
about' problem, and additionally have such things as intentions and wants. 
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The simplest solution for the first problem would be to let intentions cause 
doings. In that case, intentions must be events, which requires a change of 
state. Assuming a mind to be sorne object, part of my body, this mind may 
undergo achange ofstate. That is, at sorne point t¡ it 'has' no intention and at 
t¡+ 1 it 'has' an intention. It is a long way, however, between such an assumed 
'mental event' and a bodily event. First of all, I may have the intention to 
move my arm, but may DECIDE not to do it. This wou1d be impossible if 
intentions directly caused doings, or ifdoings were necessary consequences of 
intentions. Irdoings are only accidental consequences of intentions, we need 
other conditions in order to let intentions cause doings in at least sorne cases. 
Secondly, I may intend to do something, but not actually do anything: if 
intentions are changes ofmy body, and if they are brought about consciously, 
they are themselves actions. Actions, however, were provisionally defined as 
requiring 'causing' intentions. It follows that ifintentions are actions, viz so­
called MENTAL ACTS, they would in tum require intentions, and so on, ad 
infinitum. So, either intentions are not actions or not all actions need be 
'caused' by intentions. Thirdly, if intentions may be 'cancelle~' by things Iike 
decisions, what other events should be postulated 'between' intentions and 
doings? 

3.4 
Before we can discuss these problems about the mental conditions of actions, 
sorne further remarks are necessary about the observable part of actions, viz 
about doings and their consequences. Apparently, there are at least two types 
of actions, viz those which only consist of a doing (greeting, walking, 
waggling one's ears) and those which consist of a doing plus sorne event as a 
consequence (opening a door, smashing a window, eating an apple). In reality, 
however, actions are often much more complex. When I eat breakfast, build a 
house, govern a country, or study linguistics, these doings may be qualified as 
actions, but these actions are at least COMPOUND or should be considered as 
SEQUENCES of actions, in the sense defined aboye for events. In such 
compounds and sequences we must have intermediary states, to be con­
sidered as INTERMEDlARY RESULTS of the component actions, as well as a 
FINAL RESULTofthe action(s). Characteristically, it is often this final result or 
consequence of a simple or composite action we 'have in mind'. To wit, when 
I open a door, I will hardly think of, ie consciously intend, moving my arm 
and hand in a certain way; what I want and probably think ofis getting the 
door open so that I may enter or may let somebody enter. In such cases we 
normally speak of the PURPOSE of an action. Whereas an intention has the 
action itself as its scope, a purpose will be taken as a mental event in which an 
agent represents the GOAL(S) ofthe action. A statement ofpurpose answers a 
Why-question about action. I may intend to go to Paris. The purpose ofthis 
rather complex action may difTer from case to case: I may want to visit my 
friend Pierre, or want to attend sorne congress, or visit the Louvre. From this 
formulation it appears that purposes are also closely reJated to wants and 
should therefore be further discussed in the framework of mental structures. 
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Purposes of actions are crucial in the organization of our activities and 
interaction. It sornetimes happens that we accomplish sorne actions, eg go 
into a room, but at the same time 'forget' our purpose (What was I going to 
do ?). There are cases where intentions and purposes seem to coincide, viz in 
the accomplishment of those actions which are done just for their own sake. 
In that case the doing or its result are themselves a satisfaction ofmy wants or 
desires, and not sorne further consequences of this doing. 
3.5 
The analysis of actions, and especial1y of compound actions and action 
sequences, requires another concept, viz that of the SUCCESSFULNESS of 
actions. I may have the intention of opening a door, performing a certain 
doing, but without the intended result(s): the action fails, because eg the door 
is locked. As for events, doings may cause certain consequences only if sorne 
further CONDITIONS are satisfied. An action will be cal1ed FULLY SUCCESSFUL 

if the final consequence or final result is identical with the purpose. Since 
however the occurrence of a consequence may depend on conditions or 
events which are beyond my control, there is also a more restricted notion of 
successfulness, viz that of the intended doing. If I succeed in travelling to 
Paris but do not meet my friend Pierre, my purpose may not have been 
realized, but my action of going to Paris itself at least was successful. A 
distinction between INTENTION-SUCCESSFULNESS (or I-successfulness) and 
PURPOSE-SUCCESSFULNESS (P-successfulness) is therefore relevant. Thus, I 
may accomplish sorne doing and thereby TRY to open a door which is locked, 
but if the ful1 doing of opening cannot be performed, the action fails, and is 
I-unsuccessful. Trying is not of itself an action, but the accomplishment of 
the initial doings of a (compound) action, which then did not lead to I-success 
(unexpectedly) or ofwhich I-success is doubted by the·agent. 7 

Note that in a great number of action types the accomplishment of a doing 
nearly co-occurs with an event afTecting an object. The doing of opening a 
door or painting a wal1 can be I-successful only ifthe door opens and the wal1 
becomes white. Although strictly speaking we have two (or more) events 
which are (nearly) co-occurring, viz a doing and a change ofthe properties of 
sorne object, we may say that the object-event is an integral part ofthe doing. 
That is, doings are not only qualified and identified by the type of bodily 
movements but also by the types of objects and object-changes efTected. It is 
the final state of this object-ehange which is the I-RESULT of an action: the 
door is open, the wall is white, the car is repaired, the cigar is reduced to ashes, 
etc. 

There are a certain number of detailed complications in the SUCCESS or 
FAILURE of actions. These details are not unimportant because an action 
which fails is not an action, and hence conditions of success are at the same 
time existential conditions for actions. Above, for example, we have defined 
P-success as the realization ofa purposed event or state ofafTairs. This goal of 
an action may occur, however, also independently of the doing. At the same 
time as 1want to open a door, the wind may blow it open. My purpose is then 
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satisfied, but 1did not open the door. It should therefore be further required 
that an action is fully P-successful if it also is l-successful and if the doing is 
the cause ofthe purposed events or state 01' affairs, and ifthe agent wants and 
knows that the doing as accomplished causes the realization 01' the purpose. 
Thus, my car may break down; I do not know anything about motors but 
nevertheless pull sorne ca.bles, as a consequence 01' which the motor un­
expectedly runs again. My doings were intended, I had the purpose that the 
car would run again, and this purpose is realized. Nevertheless it can hardly 
be said that 1 repaired the car. Hence the doing must be intended AS a specific 
cause 01' a specific purposed consequence. We will say that intentions 01' 

actions are under the SCOPE 01' purposes 01' actions. 
From these few examples it appears that successfulness 01' actions in the 

strict sense requires the satisfaction 01' various types 01' initial conditions. 
These are not only properties ofthe 'environment' (eg 01' the objects affected) 
01' the action, and not only intentions and purposes, but also KNOWLEDGE 

about both these initial properties 01' objects and environment and the 
CAPACITIES and ABILlTIES 01' the agent, concepts to which we will return 
below. 

3.6 

We are now in a position to have a better understanding 01'compound actions 
and sequences 01' actions, in that conditions 01' success may now be given for 
them. 

Compound actions consists 01' SIMPLE ACTIONS. A simple action is defined 
as an l-successful doing with one intended result. In general, this doing will 
itself consist 01' several doings but, as was the case for events, there are 
cognitive and conventional reasons for considering sorne continuous doings 
as one doing, 01' which only the initial and final state are relevant. Doings 
which are continuous over a period 01' time, and which satisfy the conditions 
01' processes, will be called ACTIVITIES (walking, smoking). Similar remarks 
may be made here about events and processes. It should be said that in 
normal circumstances agents are in 'continuous action'. They do not 
accomplish one action and then sorne time later, another action, etc, but their 
permanent activity is ANALYSED as a series 01' discrete actions and sequences 
01' actions. 

Above, a simple action was defined in terms 01' I-successfulness and the 
realization 01' one result 01' one doing. This result may consist in an effected 
change 01' our body together with a co-occurring change in an immediately 
affected object. A simple action, however, may also be defined with the 
additional requirement ofP-success. When I cash a cheque at the bank, 1may 
have performed all the necessary doings successfully, but if the bank refuses 
my cheque, it can hardly be said that I actually cashed the cheque. That is, the 
action was I-successful but not P-successful. In order to be able to distinguish 
between these two 'dimensions' 01' activity, l-successful doings may be called 
ACTS, and those acts which require the occurrence 01' further consequences in 
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order to be P-successful may be called ACTIONS. However, this distinction will 
not be made systematically in this book. 

The intended results of acts may become sufficient or necessary conditions 
not only for following events but also for following acts. Now, a COMPOUND 

ACT is a sequence of acts such that the result of act a¡ is a condition for the 
successfulness of act a¡+ l. Moreover, a compound act is ONE act by virtue of 
the fact that the 'intermediary' results (or rather their corresponding in­
tentions) are under the scope of ONE GLOBAL INTENTION realized by the 
accomplishment of the whole compound acto Global intentions will be called 
PLANS. Building a house is a compound act. It consists of a sequence of acts, 
each of which may be carried out successfully (or fail), but they are intended 
as parts of the realization of a plan. A compound act is successful if its plan 
has been realized. 

The difference between a compound act and a SEQUENCE OF ACTS is that a 
1°� compound act has a c1early identifiable intended (planned) result. The 

development of the acts is determined by one plan (which may be changed 
during execution ofthe sequence), and the component acts are condóons for 
following acts. In a sequence of simple andjor compound acts there is a given 
purpose, but the acts may be relatively independent in the sense that even 
when they condition each other these relations are not planned to realize a 
specific result. 1 may take a holiday with the purpose of bettering my health, 
and the holiday may consist of a sequence of acts, such that at each point 1 
may choose which act to perform, eg visit sorne town or go to the beach. 
There need not be a definite plan nor a precisely identifiable result, and the 
acts may be relatively independent. The sequence is unified (is not an 
arbitrary series of acts) under the identity of agent(s), a continuous period of 
time, and the execution of the various acts under one purpose. As for all 
purposes, such a purpose may involve a whole SET of wanted changes or 
states. 

Finally, it is useful to introduce AUXILlARY ACTS. An auxiliary act is an act 
of which the result is intended as a sufficient condition for the successfulness 
of a (main) act. A composite act of which some act(s) are auxiliary acts, is 
called a COMPLEX ACT. Component acts of COMPOUND acts, however, may 
also be conditions of following acts. What, then, qualifies as a main 
component act, and what as an auxiliary act? Do we consider building a walI 
a main component act of building a house, and mixing concrete as an 
auxiliary act? One ofthe possible differences may be that building a wall is a 
NECESSARY component of the act of building a house, which is not the case 
for mixing concrete (I may use stones as foundations and have wooden 
walls). That is, normally speaking, 1do not build a house at alI when 1do not 
build walls. As an essential part ofthecompound act, building a walI must be 
represented in the plan. Characteristically, auxiliary acts may be carried out 
also by HELPERS. Lighting my pipe is an auxiliary act which somebody else 
may do for me, although 1 am stiH the one who smokes the pipe. A 
component act, thus, is carried out by the agent himseIf and is carried out 
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with the intention to make the whole compound act suceessful, whereas an 
auxiliary act is carried out only to make one component act succeed. 

These are only tentative suggestions for a distinction between composite 
(complex or compound) acts and act sequences, and between auxiliary acts 
and (necessary) component acts, and it is obvious that these distinctions 
require further explication. 

4 Mental structures of action 
4.1 
It has been made c1ear aboye that a serious account of acts and actions 
cannot be given in purely behaviouristic terms, ie in terms ofdoings and their 
consequences alone. A number of MENTAL concepts, like consciousness, 
awareness, knowledge, wants, desires, intentions, purposes and decisions, 
have been used. Although liule is known about the precise status and the 
mutual relations between these concepts, sorne brief remarks about them are 
necessary. 
4.2 
It has been shown that acts and actions may succeed only ifa certain number 
of conditions are satisfied. These conditions may consist of properties of 
worlds in which the agent is acting.. Since acts involve results ofchanges in the 
body of the agent as well as changes in properties or relations of objects, the 
agent must KNOW about the actual state of his body and of the objects to be 
affected. He must know about the POSSIBLE changes of worlds, changes 
compatible for example with the laws of physical and biologícal nature, as 
well as about the possible consequences ofdoings. The agent must have a rich 
data base of information consisting of his KNOWLEDGE and BELIEFS. A 
knowledge set or EPISTEMIC SET consists of propositions which are 'true', in 
the conventional sense of the termo That is, these propositions are 'war­
ranted' by conventionally aceepted truth criteria (perception, correct in­
ference, information from reliable sources). Beliefs are propositions, which 
need not be true but which the agent thinks to be true or which he thinks to be 
probably true. 

Knowledge and beliefs pertain to all kinds of facts, both particular and 
general, viz about properties of, and relations between objects, both actual 
and possible, and about particular and general relations between facts or fact 
concept. Knowledge and beliefs are productive in the sense that there are 
RULES of deductive and inductive inference which enable an agent to derive 
new information from old information. 
4.3 
Whereas knowledge and beiiefs provide the data base for the agent about the 
world as it is, or as it could be or could become, our DESIRES and WANTS 

provide the actual motivation for our action, because they pertain to the 
structure of the world as it should be. If an agent desires or wants the state p 
to be realized, it is presupposed that he believes that at that momentp is not 
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the case. One of the intuitive differences between desires and wanls is that I 
may desire p aJthough I know thal p is not possibly realizable in a normal 
world, whereas from my desires I may select sorne ofthe states which I think 
realizable; in the lalter case it is said that I want something. I may also want p 
to be the case without directly desiringp to be the case, but only because, for 
example, somebody else desires p. The wanting of p, then, is indirectly 
determined by my desire to satisfy the desires of somebody else. Similarly, I 
may desire p, but know that p has q as a possible consequence, but where q is 
undesirable. Then, ifpis less desirable than q is undesirable I will not want p. 
Irof two states (or events) p and q, pis more desirable than q, we say that the 
agent PREFERSp over q. In that case preference is directly based on <Íesires. Ir 
it is based on our actual wants, it is more complex. Although as such I may 
desire p more than q, and hence prefer p over q, I may know or believe, as in 
the example given aboye, that p has more undesirable (ie stronger andjor 
more numerous) consequences than q. In that case I will want q, ic 

r� REASONABLy prefer q over p. Note that wants and preferences need nol 
pertain to actual state of affairs, they may also relate lo olher possible worlds, 
eg in generic preferences. I may prefer an apple to apear even ifI do not make 
an actual choice in order to eat an apple. 1 then prefer it for any imagined 
world in which I would make a choice. 

One of the crucial concepts briefly mentioned aboye is that of REASON. We 
assumed that our wanls and preferences based on them are RATlONAL 
(whereas our desires need not be). Obviously, this concept involves processes 
of inference in which certain desires are 'controlled' by our knowledge and 
beliefs about possible consequences, further conditions, desires and wants of 
others, and so on. 
4.4 
Ir I want or prefer a certain state or event, there are several possibilitles to 
realize this want. I may wait until the state is realized by the normal course of 
events and by the actions of other agents, or I may act in such a way that this 
state is realized. In my knowledge set I have information about what types of 
action will most probably have the wanted state or event as a consequence. 
Then, if this particular act cannot reasonably be expected to have (stronger) 
undesired other consequences, the agent will transform his want to a 
PURPOSE OF ACTlON. That is, a purpose is a state of mind in which I have a 
representation of a wanted future state of affairs or event together with the 
instruction that this goal must be brought about by an action (of myself). Ir 
there is more than one course of action leading to this goal, the agent must 
DECIDE which course to take, ie he must make an actual CHOICE. This 
decision, if it is rational, is based on a calculation of preferences and RISKS of 
failure ofthe different courses of action. A decision is OPTIMAL if it results in a 
course of action realizing a maximum of the desired states or events. It is 
obvious that in real action our decisions are not always optimal, especially 
not if failures can easily be corrected or if they do not have serious undesired 
consequences. 
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Given a certain purpose and the result of the process of decision-making 
ranging over possible courses of action, the agent may form a particular 
INTENTION of action or a PLAN of action, to be executed in a specific situation 
(time, place, conditions). Whereas plans and purposes are formed before 
compound acts and sequences of action, respective intentions may be formed 
immediately before the execution of part of the compound act or the 
sequence. When I plan to go to Paris, I do not normally already have the 
intention of sitting on a certain seat in a certain carriage. I may not even be 
able to decide about such a possible action, owing to a lack of information. 
After the formation of an actual intention, new unexpected information may 
become available which may result in the cancelling of the intention or even 
of the purpose and want. We again make a decision, viz whether to execute 
the concrete intention or noto If this decision is positive the information 
contained in the intention is given to the motor systems of our body which, in 
the appropriate sense, 'cause' the doing. 
4.5 
This reconstruction is of course speculative and far from precise. An exact 
model would be needed for the flow and processing of information in various 
mental 'regions', and experiments would have to provide the necessary 
empirical data. Much of our actual knowledge does not go beyond systematic 
speculation based on introspection, and based on conceptual distinctions 
made in ordinary language. The speculations may be made more explicit by 
devising various LOGleS for the assumed mental systems: epistemic logic, 
doxastic logic, preference logic, decision logic, and boulomaeic logic. 8 Such 
logics have very serious difficulties in choosing appropriate axioms and in 
establishing inference rules. In many cases the theorems derived account for 
'ideal' aspects ofthe systems. For example: must we know aH implications of 
what we know? Are beliefs consistent? Are our doxastic and epistemic 
systems complete in that we always either know or believe p or-p? Sorne 
characteristic truths of these systems are for example (where K: Know, B: 
Believe, W: Want, 1: Intend): 

(i) Kp-:::op 
(ii) (Kp&Kq)o=K(P&q) 

(iii) Kp-:::oBp 
(iv) Wp-:::oB-p 
(v) I(DOp) -:::o B O(DOp) 

Whereas we may have the following rule of inference: 

(vi) From K(p -:::o q) and Kp infer Kq. 

Note, that the operators of mental states have an INTENSIONAL character: If 
K.p and p 0= q, then it need not be the case that Kq. 

4.6 
The knowledge about necessary conditions for actions must also be about 
what we are in principIe able to do. We must know our ABILlTlES and 
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CAPACITIES. We will not plan actions we know we cannot accomplish, either 
due to our physicallimitations (fty, jump ten feet high), limitations of our 
learning (read Chinese, repair our car), or to the essential or actual impossi­
bility of the doing (paint a wall white and black all over at the same time, 
prevent al1 wars). We are unable to accomplish certain acts, but are in 
principie capable of at least leaming to accomplish them (learning Chinese). 
The set of ABILITIES is strictly time-dependent. It contains the acts (or rather 
concepts) we would be able to accomplish at a given moment given the 
appropriate conditions. The set of CAPACITIES may be viewed as a larger set, 
also containing the actions which we would in principie be able to do, given 
further training. We further say that we are (un-)able to do something when 
we rerer to conditions beyond our control: physical restrictions (rny arms are 
tied), psychological restrictions (fear), social restrictions (permissions, 
norms, obligations, rules). Sorne ofthese wil1 be further discussed below. 

Earlier, those doings were disqualified as actions which cause the re­
alization of a result or consequence by chanceo We now see that a doing is an 
act only if it is CONTROLLABLE, ie if I can initiate and terminate the doing 
when I want, given certain conditions. 

5 Negative action 
5.1 
In the previous sections we discussed only acts and actions which have a 
'positive' character, ie consisting of real and observable doings, which 
involve one or more changes of properties of possible worlds. Note that these 
changes need not only affect states, they may also affect changes of states, viz 
events or processes. I may act in such a way that a certain event, process or 
action of somebody else, changes, either by stopping it or by giving it another 
property (slowing down, accelerating). Characteristic here are acts of 
PREVENTION: 1 know that something wil1 happen, have the purpose that it 
shal1 not, and perform an act with the consequence that the event wil1 not 
take place which would have taken place if I had not acted. Here again the 
COUNTERFACTUAL e1ement of action comes up. An action is sometimes said 
to be successful if its consequences would not have been realized without the 
doing causing it. Here, an event would not have taken place in the actual 
world, whereas in prevention an event would have taken place. 
5.2 
These types of 'positive' action also have 'negative' counterparts. There are 
circumstances where NON-DOINGS may also count as acts, viz as FOR­

BEARANCES and LETIINGS. I may forbear to take my breakfast this morning, 
or forbear to save a child from the canal. After such acts, I may be questioned 
about my not accomplishing these acts and I may also be held RESPONSIBLE 

for thls. Typical of forbearances is that the corresponding positive act is 
somehow normal, expected, moral1y necessary, according to my habits, 
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conventions, norms and obligations. Given a certain situation I would have 
to follow the normal course of action and form the appropriate purposes and 
intentions. In such a case, a decision is necessary not to accomplish the 
expected act, on the basis of sorne desire, want or preference. I have reasons 
for forbearances as I have for positive acts. My non-acting is strictly speaking 
also observable, because due to the earlier indicated properties of permanent 
activity, Ido something else INSTEAD of the expected act. Forbearances are 
not based on an absence of a particular intention, but on a present intention 
not to execute a particular intention. Even here, a CHANGE is involved in the 
act, viz a change in the normal course of action. Not only may I bring about 
changes in possible states or courses of events, but 1 may also intentionally 
change a habit, break a law norm or obligation. 

As a counterpart of preventions, LElTINGS have the same conditions as 
forbearances; it is normal that I prevent sorne course ofevents, but forbear to 
change or prevent it: I (intentionally!) let things happen. The reason for 
lettings may be very simple: I may assume that a purposed state of afIairs will 
come about without my doings and be brought about by the natural course of 
events or by actions of other agents. 

6 Interpretation and description of action 
6.1 
An essential component in the definition of action tumed out to be the 
various mental structures 'underiying' the actual doing and its consequences. 
This means that actions cannot as such be observed, identified and described. 
We have access to them only by the INTERPRETATION of doings. Such 
observable parts of acts, however, may be highly 'ambiguous'. When I see 
somebody move a pen over a piece ofpaper such that the white surface ofthe 
paper is partly covered with black lines, I may say that he is writing, that he is 
trying out his new pen, that he is writing his signature, that he is signing a 
document, that he is buying a house, that he is making his wife happy, and so 
on. One single doing, thus, may lead to various (sometimes disjunct) 
interpretations of the activity going on: we ASCRIBE actions to some­
body. 

The process involved may be compared with that of understanding an 
utterance, which also involves assigning a meaning to observable utterance 
structures. We understand what somebody 'does' only if we are able to 
interpret a doing as a certain action. This implies that we reconstruct an 
assumed intention, purpose and possible further reasons of the agent. Of 
course, this is no pure guess-work. Many kinds of action, much like the 
discourses of a language, are carried out according to conventions. The 
execution ofcertain doings may have quite straightforward connections with 
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their corresponding actions: when we see that an agent is holding a glass of 
beer to his mouth in a certain position, we CONCLUDE 'that he is drinking 
beer'. 

In many such cases where rather elementary actions are carried out on 
observable objects (hammering, throwing a ball, breaking a glass, climbing a 
tree) the interpretation will have this obvious nature. Intentions are recon­
structed by the observation of the execution of the doing by assumption that 
an agent carries out the doing according to plan. Reconstructing purposes is 
a step more complex, as the observer may not be sure whether all the 
consequences of the doing are wanted by the agent, or because consequences 
are not yet evident. Ir I see somebody hammering, I may ask .. What are you 
doillg ')", thereby meaning 'what are you hammering for', and thereby 
requesting information about purposes. Further questions may be raised 
concerning the reasons for such a purpose (" Why are you rnaking a new dog­
kenne/?"). An immediate interpretation of doings will be easier if the 
observer has had previous information about the intentions and purposes of 
the agent, and/or if he knows about the basic wants and preferences of the 
agent, as may be the case between close friends or man and wife. Conversely, 
it may be more difficult to interpret actions in cultures where part of the 
conventions are unknown to uso 
6.2 
In the writing example in the preceding paragraph it was shown that actions 
may be ditTerentiated also at several LEVELS. I write my name on a contract, 
and THEREBY have bought a house, WHEREBY I may make my family happy. 
The buying ofthe house legally coincides with writing my signature. Making 
my family happy is more a consequence of house-buying. In the first case, 
then, we may speak of SECOND ORDER acts. Actually, the action of house· 
buying may for me consist of a whole series of acts, of which the signature is 
just one (decisive and essential) component. Given a doing, interpreted as a 
single first order act, the assignment of 'further' acts or actions may be given 
depending on the situation : we may identify the compound act of which the 
simple act is a component, we may ascribe a more global compound action if 
further consequences have been realized ofthe act, or may interpret the act at 
a second order level or even third order leve!. 
6.3 
Descriptions of action are given in ACTION SENTENCES and ACTION 

OlSCOURSES. Crucial here is the point of view of the description. In first 
person descriptions I may express the desires, wants, reasoning, purposes and 
precise intentions of a doing described. In (non-literary) third person 
descriptions we may only assign conventional interpretations of actions, or 
else it must be expressed or implied that the agent of which the actions are 
described also provided information about mental structures. Action de­
scriptions may also imply EVALUATIONS of actions. Instead of describing the 
act 'John painted his house pink', I may describe the 'same' doing as 'John 
spoiled his house'. 
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7.1 

PRAGMA TICS 

7 Action logic 

Explicit descriptions of actions may be given in an ACTION LOGIC, of which 
sorne principies have been e1aborated in the last few years. 9 A first require­
ment, and difficulty, is to devise an appropriate ACTION LANGUAGE. With 
such a language, and with a convincing semantics for it, we would have to 
formulate action-logical axioms and derivation rules, in order to be able to 
prove theorems about the structure of action and action sequences. 

There are several possibilities for constructing an explicit action language. 
One approach is to try to explicate the logical structure of action sentences in 
naturallanguage, eg with a specific predicate calculus. In that case we require 
that action sentences are formally difTerent from non-action sentences. Thus, 
Hit (John, Peter) or (3x)(Nai/ (x) & Hit (John, x», for example, are in­
adequate because we have the same structure for predicates like 'see', 'is 
beside' or 'are different', which are not action predicates. If we want to 
express the specificnature of actions, we may for example introduce specific 
variables in our language, such that the variables are interpreted as specific 
individuals,1O viz actions, eg as follows: (3u)([Hit(John, Peter)](u» or 
(3u)«Hit, John, Peter)(u», where u, D, ••. , would be variables ranging over 
actions. The advantage of having such variables would be that we could 
add time and place indications and predicate modifiers (adverbs): 
(...)& Yesterday(u)&ln(u, London)&mean(u). In such a notation an act is 
interpreted as an individual 'thing' with the property that 'John hit Peter', or 
that a relation between John, Peter and an action has the property 'hit'. Such 
an account would be paralle1 to that for events. 

There are, however, a number of important difficuities in such an 
approach. Actions, owing to their mental components, are INTENSIONAL 

objects. If the 'action' variables u, D, ••. only refer to doings, we do not 
account for actions at all. If, for example, u = D, it may not be concluded that 
the acts are identical: I may give my signature and thereby buy a house, but 
on another occasion I thereby merely finish a letter. The identification and 
differentiation of actions cannot be separated from purposes and intentions, 
or interpretations of these. Moreover, the logical explication of natural 
language expressions does not give insight into the conceptual structure of 
actions, so that necessary implications cannot be formulated in terms of the 
logical structure alone. 

Sorne of this logical structure can be made explicit in a propositional 
language with a specific CHANGE OPERATOR over pairs of states of affairs. 
Thus, p T - p could be read as 'the state characterized by p changes into a 
state characterized by-p'. This would account for the event (change) 
involved in actions. But much more would be needed, eg the aspect that 
the event is brought about by an agent, which might be expressed by a 
DO-operator with indexed variables for agents as follows: DO.(P T - p). But 
again this is a notation for doings, not necessarily for actions. Moreover, the 
KIND of change operated is not expressed in such formulas: there are many 
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ways to change one state into another. Sorne of them are doings (1 drop a 
glass) others actions (1 throw a glass on the floor). Similar problems will 
occur in the semantics for such formulas: how will operators like DO be 
interpreted? 
7.2 
Even if a convincing language of actions has been developed, problems arise 
with the formulation ofits LOGlCS, viz axioms, derivation rules, validity, etc. 

Axioms like (DOp & DOq) == DO(p & q), DOp::::> p, etc seem reasonable and 
have correlates in other modal logics. However, the antecedent of the first 
axiom seems to denote a sequence of acts (or doings) and the consequent one 
compound act, which were shown to have different properties. In any case, 
since actions are intentional objects, an unequivocal use of truth-functional 
connectives is not possible. Thus, a formula Iike «P ::::>q)& DOp) ::::>DOq will 
not be valid, not even on a causal interpretation of the conditional. What 
would be required, at least, is that the agent knows that p::::> q, so that he 
knows that if he does p, q will 'follow'. In that sense only, he (indirectly) also 
does q. (In this highly simplified notation propositional letters denote 
intended doings, ie events). Other possibilities and difficulties of action 
languages and action logics will not be discussed here. 

8 Interaction 
8.1 
Most philosophical and logical investigations into the nature of action are 
limited to ana1yses of actions perfonned by one agent. Indispensable to a 
theory of action that seeks to explain the nature of communicative acts ¡s, 
however, an account of the nature of INTERACTION. Several agents may be 
involved in the accomplishment of one simple or compound act, or in a 
course of action where each agent accomplishes his own acts but where the 
acts are mutually related (Iifting atable, playing chess, building a house). In 
fact, most of our activities have social implications, and our acts are therefore 
often part of interactions. 
8.2 
It is necessary to distinguish first of aH various TYPES OF INTERACTION, and 
to separate action from interaction. The presence of more than one person 
does not imply interaction: like other objects, persons may be atTected by acts 
(John hits a nail. John hits Peter). Such acts may be part of interaction, but 
are not themselves 'interacts'. Ofinteracts it may be required that at least two 
persons are agents at the same time or, in sequences, agents in subsequent 
points or periods of time. 

One type of interacts consists of those where the agents TOGETHER 

accomplish one (simple or compound) acto Although their respective doings 
are distinct they have the same result in mind, that is they have IDENTICAL 

INTENTIONS, and they know this of each other. In such a case, we may speak 
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of a COLLEcnVE AGENT. The condition of mutual knowledge is crucial. It 
may be the case that A has an intention i and that Balso has the intention i, 
and both carry out the intention, possibly even affecting the same object, but 
in that case A and B need not be interacting with each other (A goes to the 
beach, and so does B). Note that identity of intentions must pertain to the 
same resulto A as well as B may be sitting by a canal, both may have the 
intention of 'catching a fish', and may even know this of each other; yet, they 
need not be interacting, because the success ofthe doing of A does not imply 
success for B. In intuitive terrns: A and B are not COLLABORATING, as they 
would be in lifting atable together. In such cases the acts of either of the 
agents may be necessary and/or sufficient conditions for the successfulness of 
the interact. 1 may not be able to \ift the table alone, and cannot possibly 
marry alone. Sorne acts only succeed as interacts. 

A bit more complex is collaboration in compound acts. Co-agents may 
perforrn different acts for which they each have the appropriate intentions, 
but each of these acts is a sufficient or necessary component in a compound 
act, for which the agents have the SAME PLAN (as in building a house 
together). COORDINAnON of acts is rather complicated here, because each of 
the agents must know precisely what the other agents are doing at a certain 
moment, or what belongs to the TASKS ofthe other agents. A task will simply 
be seen as a set of acts which are necessary or obligatory for an agent in order 
to realize a goal. Collaborating interaction need not be with co-agents, but 
may occur between (co-)agent(s) and HELPER(S), ie agents of auxiliary 
actions. Helpers need not have the same plan as the agents ofthe compound 
act, or may even not know of this plan. 

Although intentions ~nd plans ofco-agents may be identical such that they 
bring about the same result, they need not have IDENTICAL PURPOSES. We 
may go to the movies together, ie execute similar or identical intentions, but 
each of us may go for DIFFERENT REASONS, one because he wants to see a 
particular film, the other mainly because he is tired and wants to relax (with 
any film). In such a case the realizations of different purposes are 
COMPATIBLE. lntentions may be incompatible or even inconsistent. lf A and 
B play chess, they play together, and the acts of each one of them constitute 
an essential condition for a game of chess to take place; both may have the 
intention of playing chess, but at the same time have the intentions 'A wins' 
and 'B wins', respectively. These intentions cannot be realized at the same 
time. Purposes, however, may be identical in this case: that the game be 
enjoyed by both players. Purposes may also be incompatible, as is the case in 
fights, where the consequences of winning and those of losing realize the 
desires of only one agent. Doings may occur at the same moment and be 
correlated although the agents have different intentions and different pur­
poses, both successful for both agents, as in buying-selling interaction. 
8.3 
The different types of often highly complex interaction briefiy characterized 
above are based on the successful coordination of doings. Besides the ability 
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to coordinate such doings physically, this requires knowledge andjor 
assumptions about the wants, purposes and intentions 01' other agents. 
Interaction, however, would not always be effective even if this mutual 
insight were extensively expressed before co-acting. Nor is it always possible 
to deal with possible conflicting wants and intentions. We must know 01' each 
other what it is we would normally do in particular situations. We must have 
CONVENTIONS. 11 These may be so restricted that they exist between just two 
persons for just a few interactions (eg meetings), but they may also exist for 
large groups for an indefinite period 01' time, at many places, and for many 
interactions (eg traffic). What is essential is that each agent knows how other 
agents will normally act under certain conditions so that doings can be 
successfully coordinated. Similarly, the convention may indicate as what act 
a certain doing should be interpreted. lf a policeman raises his hand at a road 
crossing, I know by conventional RULE that he wants me to stop, and do not 

\- interpret the signal as a friendly greeting. 
Conventions may be explicitly codified (traffic rules, language rules) or be 

mainly implicit (rules 01' politeness). They may have varying degrees 01' 

STRICTNESS: sorne have strong OBLIGATIONS others have weak obligations. 12 

Breaking strong obligatory rules may be punishable by law. In social 
interaction we are held RESPONSIBLE for our actions. In principie our actions 
should not have consequences which are heavily incompatible with the 
JUSTIFIED wants 01' other persons. Legal consequences of our doings are 
intimately connected with the conditions for acts given aboye. We are 
punished onIy for acts for which we are responsible, and we are only 
responsible if our doing was conscious, intended with permitted purposes, 
controlled or in principIe controllable, and if we had no POWER over its (non­
permitted or undesired) consequences, ie were unable to prevent those 
consequences. 

Many other interactions are not strictly formulated, but nevertheless 
conventional, 13 although we may not be aware 01' them: how we pass each 
other in the street, walk with somebody, look at each other, touch or kiss each 
other, and 01' course how we speak to each other, a topic to be treated in detail 
in the rest of this book from the standpoint 01' its predominantly rule­
govemed action properties. 

Notes 
1 Although this idea appears in various philosophical writings, both in the analyticaI 

and phenomenologicaI paradigm, its major proponent has undoubtedly been 
Austin (1962). 

2� See Kummer (1975) for an e1aboration ofthis view, which is not only a functional 
conception of language, but also a materialistic one. 

3 As it is the case, typically, in the generative-transformational philosophy of 
language, especially in Chomsky's writings (eg Chomsky, 1966, 1968). The 
functional view of language has been propagated predominantly in the Prague 
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School and the London School and in recent sociolinguistics. See, eg Firth (1957, 
1968), Halliday (1973), and Labov (19720, 1972b). 

4 For philosophical further reading and references, see Care and Landesman, eds 
(1968), Binkley, Bronaugh and Marras, eds (1971), and White, ed (1968). 

For a more logical approach, see especialIy von Wright (1963,1967) Davidson 
(1967) and other readings in Rescher, ed (1967), Pom (1971), Brennenstuhl (1974). 

5 For introductory readings and further references about causation, see Sosa, ed 
(1975). See also von Wright (1957,1963). 

6 Sometimescausation ofevents and actions is formulated in counterfactualterms: the 
evenljaction A brings about a state S ifS wouldnot have come about without A. See 
eg von Wright (1967) and Lewis (1973). The reason for such a formulation is that 
even if both A at ti and S at ti + l' S might have been brought about by other causes. 
There are some problems with this formulation which will not be discussed here, 
but which are apparently evaded in our account of relative necessity. 

7 Notions such as trying, beginning, finishing or continuing are not so much actions, 
but rather certain PROPERTtES (or perhaps MODES) of action, that is, we predicate 
them of actions. 

8 There is a large literature in philosophy about the properties and logic of preference 
and decision making. See Rescher, ed (1967) and the references given there. 

For epistemic logic, see especialIy Hintikka's (1962) monograph. We do not 
know ofany extensive attempt at establishinga boulomaeic logic - a logic of 'wants' 
or 'wishes' (insofar as it would be different from a logic ofpreference). See Rescher 
(1968) for a discussion of these and other non-standard logical systems. 

9 See von Wright (1967), BrennenstuhJ (1974), Kummer (1975), Davidson (1967). 
10 For this kind of 'event-splitting', see Reichenbach (1947), Davidson (1967) and 

Bartsch (1972). 
II See Lewis (1968) for conventional action. 
12 For a discussion of obligations and pennissions, see von Wright (1963), the 

readings in HiJpinen, ed (1971) and the references given there. 
13� Study of these kinds of (semi·)conventional interactions has been made in recent 

sociology, especially by Goffman. See eg Goffman (1971) and Laver and Hut­
cheson, eds (1972). 



Chapter 7 

Contexts and speech acts 

1 The aims of pragmatics 
1.1 
Whereas the aims of syntax and semantics and their place in the grammar are 
relatively c1ear, the tasks of PRAGMATICS and-its contribution to linguistic 
theory are by no means decided issues. Pragmatics, not unlike semantics 
fifteen years ago, has become the waste-paper basket of the grammarian, 
although its possible relevance is no longer denied. The situation, however, is 
different for pragmatics from what it was for semantics. With the possible 
exception of contextual semantics, pragrnatic theory has hardly drawn 
inspiration from logic. It draws mainly upon philosophy of language and the 
THEORY OF SPEECH ACTS in particular, as well as the ANALYSIS OF 

CONVERSATIONS and ofcultural differences in verbal interaction as viewed in 
the social sciences. As a brief preliminary to the following chapters, this 
chapter will introduce sorne ofthe notions and problems ofcurrent linguistic 
pragmatics and sorne of its theoreticallinks with both grammar and action 
theory. 

1.2 
As the third major component of any SEMIOTIC THEORY, pragrnatics would 
have the task of studying 'the relationships between signs and their users'.l If 
pragmatics is distinct from psychology and the social sciences, this tells us 
little about the precise object of description and explanation. In any case, if a 
pragmatic theory yet to be developed should be part of a theory of language, 
it wiU have to account for SYSTEMATIC phenomena within the domain of the 
latter theory, and it must be interrelated with other parts ofthe theory. That 
is, pragmatics must be assigned an empirical domain consisting of 
CONVENTIONAL RULES of language and manifestations of these in the 
production and interpretation ofutterances. In particular, it should make an 
independent contribution to the analysis of the conditions that make 
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utterances ACCEPTABLE in sorne, situation for speakers of the language. The 
syntax (and morpho-phonology) provides the well-formednessconditions for 
utterances, the semantics meaningfulness and reference conditions; what 
PRAGMATIC CONDITIONS make utterances (un-)acceptable? The answer from 
philosophy of language has been based on the insight that the production of 
utterances is an ACT, which may be SUCCESSFUL or noto 2 So, whereas the 
grammar provides an explanation why the OBJECT-utterance is acceptable, 
one of the tasks of pragmatics is to provide successfulness conditions for the 
utterance-AcT, and explain in what respect such an act may be a component 
in a course of interaction in which it is either accepted or rejected by another 
agent. A second task, thus, is to formulate the principies underlying such 
courses of verbal interaction, which must be satisfied for an utterance act to 
be successfu1. Third, since our empirical data are largely available only in the 
form of utterances, it should be made c1ear in pragmatics how conditions of 
success for the utterance as act, as well as principies of communicative 
interaction, are connected with the structure or interpretation of the dis­
course. 
1.3 
This is a general view; we must formulate the empirical domain, precise tasks 
and specific problems. On the other hand, such a formulation requires sorne 
concept of the FORMAT of a pragmatic theory: what are its types of rules, 
categories or other constraints, how does it formally reconstruct its empirical 
objects?3 

A suggestion for this format can be drawn from formal semantics, which 
has sentences from the syntax as 'input' and is expected to provide recursive 
truth definitions of these sentences in some possible world, or rather in a 
MODEL (STRUCTURE). Instead of having the 'real' world as a basis for 
interpretation, a semantic theory gives a highly abstract reconstruction of the 
'real' world (and of other possible worlds) in this model structure, which 
contains precise1y those objects (sets of individuals, properties, relations, 
possible worlds, etc) required to interpret each part of each sentence of the 
language. A similar course may be followed in pragmatics.4 The input, here, 
are sentences (or discourses) as specified in the syntax plus their semantic 
interpretation as given in the semantics. Such discourses are OBJECTS and as 
such cannot be called successful or non-successfu1. A first task of pragmatic 
theory, therefore, is to tum these objects into acts. In other words: what has 
been the abstract structure of the utterance-object must become the abstract 
structure of the utterance-act. It would be nice if the structure of the former 
could somehow be maintained in the structure of the latter, just as rules of 
semantic interpretation respect the categories of syntactic structure. The 
operation tuming discourse into acts might also be called a PRAGMATIC 
INTERPRETATION of utterances. 

A second task of pragmatics would then be to 'place' these acts in a 
situation, and formulate the conditions stipulating which utterances are 
successful in which situations. That is, we need an abstract characterization 

lIIf� 
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of this 'situation of speech interaction'. The technical term we use for such a 
situation will be that of CONTEXT. Similarly, we need a specific term in order 
to denote the 'systematic pragmatic successfulness' of an utterance, because 
there are many other aspects of success (grammatical but also psychological 
and sociological). For 'pragmatic success' the term APPROPRIATENESS will be 
used. Now, appropriateness conditions must be given in terms of abstract 
properties of contexts, specified in PRAGMATIC MODEL STRUCTURES. 

Whereas a COMMUNICATlVE SITUATION is an empirically real part of the 
real world in which a great number offacts exist which have no SYSTEMATlC 

connection with the utterance (either as an object or as an act), such as the 
temperature, the height of the speaker, or whether grass is growing, a context 
is a highly idealized abstraction from such a situation and contains only those 
facts which systematically determine the appropriateness of conventional 
utterances. Part of such contexts will for example be speech participants and 

1° their internal structures (knowledge, beliefs, purposes, intentions), the acts 
themselves and their structures, a spatio-temporal characterization of the 
context in order to localize it in sorne actual possible world, etc. 

Before one can sensibly work out a FORMAL SYSTEM of pragmatics in the 
shape of the format sketched aboye, a systematic ANALYSIS of its various 
components is necessary. Appropriateness conditions can be formulated 
only if we know the structure of communicative acts and of the contexts in 
which they are functioning. Taking up the notions from the theory of action 
given in Chapter 6, we will have to make clear that speech acts really are acts. 
In following chapters, it must then be shown what sort of linguistic problems 
can be formulated and in principie be solved in such a pragmatic framework. 

2 The structure of context 
2.1� 
In a communicative situation there are at least two persons, one an actual� 
agent, another a possible agent, ie a speaker and a hearer, respectively. Both� 
belong to at least one speech community, ie a group of persons with the same� 
language and related conventions for interaction. During a certain period of� 
time the activities of two (or more) members of the community are coordi­�
nated, in the sense that a speaker produces an utterance with certain� 
consequences for the hearer, after which the hearer may become agent­�
speaker and produce an utterance or he may merely become agent and� 
accomplish a certain number of actions. Such may be a relatively intuitive� 
description of sorne features of the communicative situation. Which of them� 
must be theoretically reconstructed in terms of context structure, and how?� 
2.2� 
A first property of context to be emphasized is its 'dynamic' character. A� 
context is notjust one possible world-state, but at least a sequence ofworld­�
states. Moreover, these situations do not remain identical in time, but change.� 
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Hence, a context is a COURSE OF EVENTS. Such a course of events has, 
according to the theory of events of Chapter 6, an initial state, intermediary 
states and a final state. Since contexts must be theoretically identifiable they 
must have limits: we must know what conditions a possible world must 
satisfy in order to qualify as initial or final state of context, even if a finite 
context need not have a limited length. 

We have an infinite set of POSSIBLE CONTEXTS, of which one will have a 
specific status, viz the ACTUAL CONTEXT. The actual context is defined by the 
period of time and the place where the common activities of speaker and 
hearer are realized, and which satisfy the properties of 'here' and 'now' 
logically, physically, and cognitively. An actual context, as well as each ofits 
intermediary states, has a set of altematives. Sorne of these are NORMAL and 
satisfy the basic postulates of communicative courses of events. Others are 
possible, imaginable, but not normal. In such contexts the basic principies of 
communication are violated, at least from the point of view of normal 
contexts. Contexts are courses of events and thus are defined by an ordered 
set of 'here-now' pairs «lo, 'o), <1 1 , '1)' ... ): the context changes from 
moment to moment. This change must affect (or effect) objects in the 
successive states of context. Most conspicuous is the 'coming into existence' 
ofan utterance token, lud, which at <co, lo, lo), where Co denotes the actual 
context and <to, lo> íts initial state, does not yet exist, and which changes its 
properties (eg its dimension) in the subsequent states. Utterance tokens are 
actual realizations of utterance types, which are conceptual structures, and 
hence functions, of which utterance tokens are values in sorne context. 
Hence, we need a set ofutterances U, and a specific member uo, denoting the 
actual utterance, of which IUol is the actual utterance token. 

This seems unduly complicated but even so methodological problems 
concerning the precise 'objects' or 'units' of a pragmatic theory are not fully 
solved. First of all, it should be recalled that utterance tokens are unique, in a 
strict physical (phonetic) sense: at a single moment, a person can produce 
only one (oral) utterance token; if he 'repeats' the utterance, he produces 
another utterance token of the same utterance type. Yet, at the same moment 
he COULD have uttered other utterance tokens ofthe same utterance type (viz 
in altemative contexts), and these would aH have been acceptable given the 
'same' contextual conditions. The pragmatic theory, thus, does not differen­
tiate between utterance tokens but is only interested in the abstract utterance 
type and its conditions. Seeondly, the theory will further make abstractions 
from utterance types in the sense that repeatable variations in pronunciation 
(ofa certain person, as determined by sex, age, socio- or dialectical colouring, 
etc) are neglected. In this sense the utterance of a sentence like: 

[1] May I borrow your bike tomorrow? 

is still a CLASS of possible utterance types - each defining a set of utterance 
tokens. That is, we recognize differences when John pronounces this sentence 
and when Laura does, for instance. And even this c1ass of possible utterance 
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types is not simply identical with a type ofuttered sentence, because the same 
holds for possible utterance types of non-sentences Iike: 

[2] Tomorrow I borrow may bike your. 

That is, the set of utterances corresponding to utterances of sentences and 
discourses of a certain language is a subset of the c1ass of possible utterance 
types. In particular, it may be said that the utterance of [2] cannot be 
appropriate in any possible context, as it is to be defined (even if there are 
concrete SITUATIONS in which the utterance can be understandable and 
acceptable, eg if spoken by a foreigner). 

The upshot of these distinctions is that there are several stages of 
generalization and abstraction between a concrete, empirically observable, 
utterance token on the one hand and the kind of abstract unit, corresponding 
to a sentence or discourse of a language, which we cal! UTTERANCE or 
UTTERANCE TYPE. It is at this theoreticallevel that we say that an utterance is 
appropriate in one (abstract) context, and that the 'same' utterance is 
inappropriate in another contexto Note also that this kind of abstraction 
al10ws us to relate utterances to units at other levels oflinguistic description, 
eg sentences. Whereas we say that a proposition REPRESENTS a fact, that a 
sentence EXPRESSES a proposition, we now say that an utterance act 
REALIZES a sentence. Since in principie 1 may realize any sentence in any 
situation, the pragmatics is required to formulate the conditions determining 
when these realizations are appropriate and when they are not, viz as acts of 
language and acts of communication. Having pointed out sorne problems of 
the precise status of pragmatic units, we will further ignore the methodologi­
cal intricacies involved. 5 

2.3 
What else changes in a context? Obviously, certain RELATIONS. At <co, lo, 

lo> nobody PRODUCES an utterance, which however is the case in subsequent 
states. The same holds for the relation of PERCEPTION. These relations of 
which the utterance is one 'term', require other objects, viz PERSONS. Below it 
wil! be made clear that these persons are POSSIBLE AGENTS and POSSIBLE 

PATIENTS. Of the set of persons P, a subset exist in Co : they are the ACTUAL 

PARTICIPANTS. Participants are selected from the set of persons by their 
characteristic properties, eg their doings, in the actual context. Two functions 
are important in this respect, the SPEAKING-FUNCTION and the HEARING· 

FUNCTION, defining for each state in the context which participant person is 
speaking and which participant person is hearing. The values of these 
functions are distinct in each state ofcontext: no participant may be speaking 
and hearing at the same time, although there are psychological arguments for 
letting speakers hear their own utterances. Conforming to traditional termi­
nology, a participant satisfying the speaking function will simply be called a 
SPEAKER and the participant satisfying the hearer function will be called the 
HEARER. The values ofthe latter function are SETS of participants. This set in 
our case will not be empty: we need at least one hearer, but may have more. If 
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we let one participant satisfy both functions, we would include cases where 
the speaker speaks 'for himse1f'. There are theoretical motives not to consider 
such cases as belonging to communicative situations. AIso empirically, 
speech is essentially interactive, and speaking alone is derivative - satisfying 
only the 'expressive function' of language - or pathological. 

The various participants and their actual function will be denoted simply 
as follows Sea), H(b), H(a), S(b), ... Although in sorne very specific cases 
several speakers may produce the same utterance (ie different utterances 
tokens - of the same utterance type - which are co-occurring), only one 
participant will be allowed to produce the utterance. In reality, several 
speakers may produce different utterances (types) at the same time, but such 
speech will be theoretically unacceptable (and in most cases is conventionally 
so, too). 

The properties of speaking and hearing which participants have are in the 
strict sense only DOINGS: I may speak in my sleep, and hear but not pay 
attention to 'what is said'. Hence, in order to reconstruct communicative 
interaction, these doings must be 'interpreted' as ACTS (as was indicated 
above) such that utterances become RESULTS from acts ofspeaking. It will be 
shown be10w how complex acts of speakingjhearing, what types of act, and 
ofwhich order, are involved here. So, in the theoretical reconstruction ofthe 
situation, our context structure further needs a set (or set of sets) of acts plus 
its (their) specific member(s) actualized in sorne context. 

It should be mentioned that these acts require characterization not only of 
their typical doings with typical results (utterances), but also of their full 
MENTAL STRUCTURES as discussed earlier in Chapter 6 ror action in general: 
wants, knowledge, purposes, intentions. From the KNOWLEDGE SET, at least 
three subsets must be actualized: (i) knowledge of the WORLDS in which the 
utterance is interpreted (ii) knowledge of the various states of the CONTEXT 

(iii) knowledge of the LANGUAGE used, ie of its rules and of possible uses of 
rules, as well as knowledge of other systems of interactional CONVENTIONS. 

Without this knowledge, the utterance cannot be processed as a type, and 
hence cannot be produced and interpreted, and without this knowledge the 
participants do not know what is spoken about or why there is any speaking 
at all. Nor would it be possible to monitor the acts of speaking or to 
coordinate the interaction. Without the information from the epistemic data 
base there could be no question of (inter-)action at all, let alone com­
municative interaction in which this information is specifically transmitted. 
A crucial part of context structure, then, will be the change operated in the 
epistemic sets of the participants. It is in terms of this epistemic change that 
initial and final state of the context can be defined. 
2.4 
The concepts superficially introduced aboye seem at least necessary com­
ponents in contexts, but it remains to be seen whether they are sufficient to 
completely define conditions of appropriateness. That the task of a prag­
matic theory is several times more complicated than that of semantics may 
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already be measured by the number of elements 'with respect to which' 
utterances are to be 'evaluated'. These complications will especially appear in 
the complexity of speech acts and communicative interaction as analysed 
below. Let us summarize the categories we now have: 

C: a set of possible contexts� 
Co : the actual context E C� 
T: a set of time points 
L: a set of places (locations)� 
(lo, lo>: 'here-now' pair defining the 'states' of CoE Tx L� 
P: a set of persons or possible agents/participants� 
Po: a subset of P, containing the actual participants� 
U: a set of utterance types� 
Uo: the actual utterance type E U� 
luo1: the actual utterance token of U o� 
A: a set of (communicative) acts 
S: a speaking-function (act of speaking), E A 
H: a hearing-function E A� 
S( ): the actual speaker E Po� 
H ( ): the actual hearer E Po� 
K, ... : several sets of actual relevant knowledge, beliefs,� 

wants/wishes, intentions. 
CON: the set of communicative conventions of the speech community P. 

3 Acts of language 
3.1 
A first issue requiring attention is the ACfION character of speech and 
communication. It has been assumed that realizing a sentence or discourse of 
a language is an act, but that statement encompasses a great deal of 
theoretical complexity of which only sorne partial aspects can be dealt with 
here. 

What is usually meant by saying that we DO something when we make an 
utterance is that we accomplish sorne specific social act, eg making a promise, 
a request, giving advice, etc, usually called SPEECH ACTS, or more specifically, 
ILLOCUTIONARY ACfS. Obviously, however, there is a long way between 
producing sorne sounds on the one hand, and accomplishing a complex social 
act on the other hand. Yet, in a strict extensional way of speaking, the 
production of sounds or graphs and the accomplishment of an illocutionary 
act seem to co-occur. This means, as we have seen earlier, that the same 
DOING, call it SPEECH, should be described at severallevels of action. In this 
sense we may speak of first, second, ..., n-th ORDER acts, such that an ¡-th 
order act is accomplished BY accomplishing an (i - l )th order act. A global 
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ditTerentiation between the various kinds of acts involved is made by the 
distinction between a LOCUTIONARY ACT, a PROPOSITIONAL ACT, and 
ILLOCUTIONARY ACT, and, in some cases, a PERLOCUTIONARY ACT. 

3.2 
Under a LOCUTIONARY ACT we should understand a complex act, itself 
consisting of several orders of action, viz at the phonetic, phonological, 
morphological and syntactic levels. The basic DOING is given in phonetic (or 
graphic) terms, but an ACTION is involved only given some specific intention, 
control and purpose, which however cannot possibly be purely phonetic. We 
may want to pronounce an lal or an If/, but can intend to do so only at the 
level of abstract types, ie on the phonological level (although specific 
variations between realization classes ofthe same phoneme may be intended, 
eg when 1 imitate the vowel pronunciation of some dialect). 

It should be emphasized that the phonological act and the other acts 
involved in the complex locutionary act will in general qualify as acts by the 
criteria of intention, purpose and control, even if the individual acts are in 
fact not individually conditioned by these criteria, but AUTOMATIZED, ie 
executed under control offixed rules and routines, which however MAy be de­
automatized by conscious execution ofseparate acts (1 may decide on, intend 
and execute the pronunciation of an la/). 

COMPOSITE phonological acts, thus, constitute the basis of next higher 
order morphological acts, eg the uttering of the word/morpheme mano 
SimilarIy, composite morphological acts, viz the utterance of morpheme 
sequences, may constitute the basis ofsyntactic acts, eg by using the sequence 
che man, as a definite noun phrase, as a subject or as a direct object. Details 
need not be given here, only questions asked regarding the precise 
PRAXEOLOGICAL (ie action-) nature of the various levels of speaking. 

We here start the analysis of speech, beginning with the phonetic level (as 
in an analysis-grammar). This does not mean, of course, that the formation 
of intentions for sound production comes first: on the contrary, a speaker 
will first make decisions and form intentions with respect to what a hearer 
should do or know, ie he plans the particular speech act first, then its precise 
semantic 'content', and only after that does he give a syntactical, mor­
phological, phonological and phonetic 'form' to this contento That is, the 
control of the lower acts comes from the higher order, social acts. Simi­
larly, our theoretical reconstruction of acts of language does not respect the 
precise cognitive processes and strategies involved : morphological, syntactic 
and semantic acts are planned in a mingled way, as is also the case in language 
comprehension. 
3.3 
By the realization of morphemes and syntactically structured morpheme 
sequence (sentences) we at the same time accomplish, thereby, certain ACTS 

Of MEANING, ie intensional acts. That is, we assign some conceptual meaning 
to our expressions or, conversely, express some meaning by uttering certain 
morphosyntactic structures. It is probably 3t this level where the acts of 
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language become really conscious in the sense of being individually intended 
and executed: choosing our words is choosing our meaning(s). Those 
meaning acts which may serve as the basis for further acts, eg that of 
assertion, are usual1y cal1ed PROPOSITIONAL, although it is not clear whether 
propositional acts are to be seen as intensional or also as extensional, viz as 
regarding truth values through REFERENCE to facts. In any case, SEMANTIC 

ACTS are ofthe two kinds: we may express a MEANING by uttering a sentence 
without necessarily REFERRING to sorne specific individual or property. 
Hence, reference is a higher order act: we may refer to a specific table by 
uttering the phrase lhe lable by assigning it the intensional meaning of (a 
particular) 'table'. The same holds for properties, relations, propositions and 
compound propositions. The possibility that the act of reference is further 
contextually specified by auxiliary acts, eg pointing, direction ofiooking, etc, 
will not be considered here. Note also that the propositional act, whether 
intensional or extensional (referential), is composite, and might be analysed 
into possible acts of 'predication', structurally combining reference to 
individuals and reference to properties. 

3.4 
The upshot of the discussion aboye is that before we can actual1y speak of 
ILLOCUTIONARY ACTS, eg as the central object of study for pragmatics, we 
should realize how complex their 'actional deep structures' are: we give a 
piece of advice BY referring to a certain fact (a future action of the hearer, as 
we will see later), BY meaning a certain proposition, BY expressing sorne 
clause or sentence, BY expressing sorne morpheme sequence, BY expressing 
phonemes, BY accomplishing a phonetic doing. So, illocutionary acts are at 
least fifth-order acts, and the act of utterance as characterized earlier, viz the 
act relatlng a sentence ofthe language to an utterance (product and act) ofthe 
language, should thus be analysed according to our general discussion given 
aboye. The utterance function relating semantics and pragmatics, thus, 
stands for a highly complex, composite function. 

The complex acts of language underlying an illocutionary act are 
SUCCESSFUL if the result of the (phonetic) doing, viz the utterance, is an 
acceptable token of the utterance type INTENDED (ie planned, due to its 
hierarchical complexity). This kind of success is however one-sided, and 
merely a part ofcommunicative (inter-)action: a speaker will have PURPOSES. 

That is, he wants that his utterance has specific consequences. These 
consequences, in the first place, pertain to specific modifications in the 
HEARER, more in particular, modifications of the KNOWLEDGE SET of the 
hearer: H(b) knows that S(a) realizes an jaj, realizes the morpheme man, 
etc ..., knows that S(a) means 'that the man is ill', thereby referring to a 
particular man, having a particular property, now (at the moment of 
utterance). At each level of action, thus, the speaker has corresponding 
purposes with respect to desired recognition (comprehension) of the hearer. 
These purposed consequences will in normal circumstances come about due 
to the conventional nature ofthe acts involved - and the conventional nature 
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of units, categories and rules of the structure of the product of an accom­
plished utterance. The philosophical complications involved in the recog­
nition and comprehension of utterances by hearers who postulate certain 
intentions and purposes of the speaker will be disregarded here. 6 An act of 
language, then, is P-successful, if a hearer recognizes the intended 
meaning/reference of the utterance, and if the speaker had the purpose that 
this particular hearer should form this recognition. 
3.5 
Theoretical difficulties arise at the level of ILLOCUTIONARY ACTS. Strictly 
speaking, such acts would be Intention-successful if the underlying act of 
language is I-successful, if the speaker has a particular illocutionary in­
tention, and if this intention is carried out, viz if the illocutionary act is 
actually performed BY the execution of the act of language (according to 
some specific constraints which the illocutionary act imposes on the meaning 
ofthe utterance). Now, although we may speak for/to ourselves under certain 
circumstances, it remains to be seen how we may accomplish illocutionary 
acts by ourselves: do we make a promise if no hearer is (assumed) to be 
present simply by making an utterance which WOULD have been a promise if 
such a hearer would have been present? In other words, is there a point in 
speaking of SOCIAL acts if we could accomplish them without thereby 
somehow changing or confirming a relation with other individuals of the 
same community of language? We will take the view that indeed there is no 
point in speaking of illocutionary acts outside this socially deterrnined 
context, ie a context in which a hearer is present and in which a change is 
brought about in the hearer, conventionally in accordance with the 
intentions/purposes of the speaker. This means that I-success is now to be 
defined in this broader sense, viz such that the RESULT ofthe illocutionary act 
is not sorne utterance (product) but some intended state brought about by the 
(comprehension of the) utterance in the hearer, where the state change 
involved is EPISTEMIC: the hearer now knows that the speaker promises, 
advises, ... that (... ). In this case we say that the illocutionary act is FULLY 

I-successful. It would be not fully, but eg PARTIALLY I-successful, if the 
hearer failed to understand the illocutionary intentions of the speaker, 
although understanding what is said. 

A next step is required in order to define illocutionary acts as 
COMMUNICATIVE ACTS, viz in terms ofPurpose-successfulness. For instance, 
if a speaker accomplishes the illocutionary act of an assertion, eg by realizing 
the sentence The man is ill, the hearer may change his knowledge such that he 
knows that the speaker wants him to know that the man is ill. However, it 
rnay be the case that the hearer does not change his epistemic set with respect 
to this fact, eg because he does not believe the speaker or because he already 
knew about this fact. In that case the PURPOSE of the speaker with his 
illocutionary act of assertion is not realized. Only in those cases where this 
purpose is realized do we speak of a P-successful illocutionary act, also called 
a PERLOCUTIONARY ACT. Hence a perlocutionary act is an act of which the 

~'------------~~-



CONTEXTS AND SPEECH ACTS 199 

conditions of success are given in terrns of purposes of the speaker with 
respect to sorne change brought about in the hearer AS A CONSEQUENCE OF 

the illocutionary acto An advice is perlocutionarily successful, for instance, if 
the hearer FOLLOWS the advice, acts UPON the advice, as purposed by the 
speaker and as a consequence of the recognition of the illocutionary acto 
Whether the hearer does so is beyond the control of the speaker and beyond 
the conventional norrns of communicative interaction - although being 
subject to other social conventions of interaction. This is one of the reasons 
why perlocutionary efTects are also beyond the domain of a linguistic theory 
of pragmatics: we stop so to speak at the recognition by the hearer of the 
illocutionary intentions of the speaker. Whether the hearer believes an 
assertion, executes an order, complies with a request, etc is not a subject of 
PRAGMATIC rules. 
3.6 
Now, it is one of the tasks of pragmatic theory to formulate the general and 
particular CONDITlONS determining the full I-successfulness of illocutionary 
acts. These conditions are to be forrnulated in terms of constituents and 
structures of the communicative contexto One complex set of conditions has 
now received a preliminary analysis, viz those defining the illocutionary act 
as being based on a complex act of language: 1 illocutionarily do x by doing 
(speaking-meaningjreferring) y. 

The second set of conditions pertains to the mental underlying structures 
of speakers and hearers involved in communicative interaction, viz their 
wants, beliefsjknowledge, intentions and purposes. These conditions, as for 
action in general, may be c1assified according to their FUNCTION: they may be 
preparatory (necessary or probable preconditions), components or con­
sequences. The PREPARATORY conditions are mainly ASSUMPTlONS of the 
speaker with regard to the initial state of the context: knowledge of the 
hearer, inc1ination ofthe hearer to listen, ability to hear, etc, ofwhich the last 
condition pertains to the successfulness of the underlying act of language 
(speech). We shall not go into this further here. 

Thus, one of the conditions of success for assertions is the assumption of 
the speaker that the hearer does not yet know thatjwhether p: BS(a) - KH(b)P 

(at <lo, [o, Co»· Similarly, the speaker must assume that the hearer either 
wants to know whether P, or at least does not want NOT to know whether 
p: BS(a)WH(b)KH(b)P, or B Sía)- WHíb)-KHíb)P, These latter conditions may be 
called the WILLINGNESS conditions of communicative interaction in general, 
or of assertion-like illocutionary acts in particular. 

Two other sets of more general conditions are those of SINCERITY and 
CREDIBILITY, which are necessary because acts of language are related only 
by convention, not by law, to meanings and intentions. Hence sincerity is a 
general normalcy condition requiring that we say "p" when we mean 'p' and 
thereby express that in fact we believe 'p': BS(a)p. 7 Similarly, from the point of 
view of the hearer it must be c1ear that the speaker is sincere: B H(b)BS(a)P, 

which in its stronger form B H(b)K~(a)P defines the credibility ofthe speaker for 
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the hearer, according to further conventional criteria dependent on the 
status, function or position of the speaker and ad hoc situational criteria 
(personality of the speaker, specific circurnstances, corroboratlng evidence, 
cornpatibility with the extant knowledge of the hearer, etc). Note that these 
conditions are preconditional in the sense that when they are not satisfied the 
illocutionary act either becornes pointless (eg superfiuous) or fails by non­
acceptance by the hearer. 

With each specific illocutionary act, then, a set of CHARACTERISTIC or 
ESSENTlAL conditions rnust be satisfied, distinguishing it frorn other types of 
illocutionary acts. For assertion, again, this would be the condition 
WS(a)KH(b)P. We see that such a condition pertains to the specific change 
wanted by the speaker, not to the actual change having taken place or not (as 
a perlocutionary effect): it is relevant for us rnerely to reconstruct the 
systernatic rules and conditions deterrnining how the hearer understands 
what is rneant (in a broad sense) by the speaker. Sirnilarly, in a request the 
essential condition is WS(aPOH(blP. In both cases we rnay ernbed these 
conditions in the scherna B H(b) -, because it rnust be generally assurned (see 
above) that the hearer believes what the speaker wants, intends and says. 
Theoretically, this ernbedding is RECURSIVE: the speaker rnust in turn believe 
that the hearer believes hirn, etc. The RECOGNITlON clause B H(b) - is the 
consequence part of the illocutionary act, defining its ultirnate illocutionary 
success. 

The various sets of conditions for different (classes oí) illocutionary acts 
need not be spelled out here since they have been extensively discussed in 
speech act theory. What is relevant for our discussion is the set of theoretical 
prirnitives needed to be able to characterize thern. What else do we need 
beyond wants, beliefs, wants and bringing about (DO)? 

One further kind of condition is necessary in the characterization of 
illocutionary acts such as reproaching, accusing, praising, condernning, con­
gratulating, etc, viz that the speaker thinks or finds that sornething (an object, 
event or action) is GOOD or BAO, relative to hirnself, relative to the hearer, or 
relative to sorne cornrnunity or norm of the cornrnunity. In the exarnples 
given, the presupposition is PAST(DOH(b)' ernbedded in BS(a) -. Introducing 
two types of EVALUATlON operators, viz E)'O' and peg, denoting positive and 
negative evaluation (like and dislike), respectively, one of the essential 
conditions to be added is WS(a)KH(b)E~~l PAST(DOH(b)p) or its negative 
variant. 

Other differences between the exarnples of this class of illocutionary acts 
are to be sought in further presuppositions with respect to the DEGREE of 
certainty of the speaker, the degree of like or dislike, the ACTUAL EXISTENCE 

of the object, event or action (dis-)liked, the degree of sincerity of the action, 
etc. Furtherrnore, there is an irnportant condition to be forrnulated in terrns 
of STATUS, POSITlON and POWER, defining the AUTHORITY of the speaker. 
These are again specific functions taking participants in sorne specific 
context: only AS a judge rnay a participant condernnjacquit another 
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participant - having the functíon of the accused: Sea) = y (a, co), where Y is 
sorne position function, defining the role of a in co. In this case, we no longer 
are dealing with internal structures of language users, but with their SOCIAL 
FUNCTIONS, which hence should be added to the Iist of categories of the 
pragmatic context as specified aboye. 

Systematic research is necessary to determine which further categories are 
necessary in order to define the various illocutionary acts. Methodological 
problems will certainly arise in that respect, because sorne difTerences may 
not be based on clear pragmatic criteria - relating to the structure of the 
context - but to other social properties of the situation where the distinction 
between pragmatics and social theory is admittedly vague. Thus, for in­
stance, would the important notion OfPüLITENESS be a pragmatic notion or a 
notion characterizing certain properties of social behaviour in general? 
Linguistically, the notion seems required in order to difTerentiate the use of 
second-person pronouns in many languages (German, French, etc) and other 
phrases, eg in Wou/d you p/ease be so kind as lo give ... versus P/ease give ... 
versus Give ... In this case the delimitation between pragmatics on the one 
hand and STYLISTICS/RHETORICS on the other hand adds further confusion. 
The pragmatic condition would pertain to APPROPRIATENESS of an utter­
ance, whereas the stylistic/rhetorical variations define the degree of 
EFFECTIVENESS of an utterance, underlying the willingness of hearers at the 
perlocutionary level. I may have various options to make an appropriate 
request, but certain requests will be more likely to be complied with than 
others, according to the degrees of politeness, the measure of preparation of 
the request (see Chapter 9), and the degree of freedom left to the hearer. At 
this point of the study of language USE, pragmatics, stylistics and sociology 
intermingle. 
3.7� 
Whatever the precise delimitation of pragmatics and the set of categories� 
defining pragmatic contexts, the main aim of research should be kept in� 
mind, viz to account for certain systematic properties of language use. As an� 
expedient strategy, then, we only are paying attention to those categories� 
which systematically difTerentiate the pragmatic functions of certain Iinguis­�
tic expressions. In other words: a pragmatic theory should not merely give� 
independent appropriateness conditions for utterances, but specify which� 
properties of utterances (realized sentences and discourses) depend on these� 
conditions.� 

Perhaps the most obvious relationship between semantics and pragmatics� 
is exemplified by PERFORMATIVE SENTENCES, such as J promise lO come, J� 
advise you lo go, etc which denote the iIIocutionary act executed by the very� 
utterance of these sentences in the appropriate contexto That is, in the present� 
tense and first person they are pragmatically self-verifying: they are true by� 
the simple fact of being uttered in sorne appropriate contexto 8� 

A more general relationship between pragmatics and semantics (and hence� 
with the other grammatical properties of sentences) is constítuted by the� 

.-----_._---- ­
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constraints of the pragmatic conditions with respect to the PROPOSITIONAL 
CONTENT of the illocutionary act. Thus, in promises and threats the prop­
osit.ion expressed must denote a future act of the speaker, in reproaches and 
accusations a past act of the hearer, in orders, requests and advices a future 
act of the hearer, etc. Hence personal pronouns, predicates and tenses must 
be such that those propositions may be satisfied. 

In the case of INDIRECT SPEECH ACTS, such as Cou/d you /end me some 
money? and There is abad tyre on that car, COUNTING AS a request and a 
warning, respectively, the propositional content corresponds to sorne neces­
sary condition ofthe illocutionary act, eg pertains to abilities ofthe hearer or 
sorne dangerous state of afTairs. 9 

Finally, syntax, intonation and particles may be used as INDICATORS of 
certain illocutionary classes, even if this relation need neither be necessary 
nor sufficient: thus, the indicative syntactic structure and intonation may 
correspond to assertion-like or assertion-based illocutionary acts, the in­
terrogative with question and request-type acts, and the imperative with 
commands, threats, etc. In sorne languages, such as German, Dutch and 
Greek, specific pragmatic structures may be expressed by PARTlCLES. Thus 
one function of German doch is to express the fact that the speaker assumes 
that the hearer knows (or should know) already the proposition asserted by 
the speaker. 10 

In the subsequent chapters we will be interested in particular in the 
systematic relations between certain properties of discourse structure, eg 
connectives, and properties of illocutionary acts and act sequences. In order 
to be able to do this, sorne final remarks are necessary about composite 
speech acts and sequences of speech acts. 
3.8 
Illocutionary acts, typically, do not come alone. They are part of SEQUENCES 
OF ACTION in general or ofSEQUENCES OF SPEECH ACTS in particular. These 
sequences must satisfy the usual conditions for action sequences. Thus, it 
may be required that the final state (result) of sorne speech act is a necessary 
condition for the successfulness of a following (speech) acto In this sense, an 
illocutionary act may be an AUXILlARY ACT in a course of interaction. If I 
want to have sorne book in the possession of a participant in the social 
situation, I may expect that he will give me the book without my interference, 
or I may take the book, or I may give sorne conventional signal to the efTect 
that the book be given to me. In the latter case an utterance of natural 
language will be the most prominent means to satisfy my wishes. Similarly, 
changes in the social situation may be brought about by illocutionary acts 
such that the appropriate conditions are satisfied for other actions of the 
hearer: the hearer may act upon the OBLIGATIONS instituted by the illocu­
tionaryact. This reaction may again be an illocutionary act, thereby consti­
tuting a sequence of CONVERSATION. A accuses B of p, whereupon B rejects 
the accusation or makes excuses for having done p. The conversational 
sequence, as we said above, must satisfy the requirement that the final state Si 

lIf� 
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after illocutionary act F¡ is an appropriate initial condition for the illocuti­
onary act F¡+ 1.1 may apologize for having done p if 1 assume that my hearer 
knows that 1 have done p and disapproves ofp, which assumption may have 
been (perlocutionarily) brought about by the successful accomplishment of a 
previous accusation by my hearer, which implies the initial conditions ofmy 
apologizing. Note, however, that such sequences of illocutionary acts need 
not as such be 'necessary': each illocutionary act is, in general, successful with 
respect to a specific structure of the context, whether this actual context is 
brought about by an illocutionary act or by another act or evento Therefore, 
we cannot simply say that an apology PRESUPPOSES an accusation or 
reproach, unlike the case of QUESTION and ANSWER, which however are not 
specific illocutionary acts but certain structural functions of illocutionary 
acts: I may answer a question BY all kinds of illocutionary acts. On the other 
hand, there are examples in which the interactional sequence is practically 
wholly verbal. A judge may acquit somebody only after an accusation and 
after assertions that are sufficient conditions for acquittal. 

In the following chapters it will be investigated how an analysis of 
sequences ofillocutionary acts relates to sequences ofsentences in discourse, 
and thus how pragmatic coherence may codetermine the semantic coherence 
of a discourse. Similarly, as for semantic macro-structures, it may be the case 
that sequences of illocutionary acts are to be described at an additionallevel 
of global speech acts, which would be ajustification of not merely wanting to 
study isolated speech acts with respect to a context, but whole conversations 
with respect to a contexto 

Notes 
1 After Peirce's work (see Peirce 1960), it has main1y been Morris (1946) who has 

formulated the task ofa pragmatic component ofsemiotic theories. For discussion, 
see Lieb (1976). 

2 See Austin (1962) and Sear1e (1969) as the two basic works that have given rise to 
further developments in philosophical and linguistic pragmatics. In the following 
we take for granted that the basic results in the philosophical theory ofspeech acts 
are known. 

3 For recent advances in pragmatics, especial1y linguistic pragmatics, see Bar-Hillel, 
ed (1972), Kasher, ed (1976), Cole and Morgan, eds (1975), Sadock (1975), 
Wunderlich, ed (1972), van Dijk, ed (1975), Wunderlich (1976). 

4 A similar approach is taken in Groenendijk and Stokhof (1976). 
5 For a discussion of the notion of 'utterance', see Kasher (1972). 
6 For instance it may be asked in what sense we may MEAN something without - at 

least tacitly - rea1izing sorne 1anguage expression. Second1y, increasingly complex 
cases may arise in which, ad hoc or under special agreement, we may mean q 
although we express p, or mean certain implications of p as given by specific 
pragmatic rules of conversation. For detail of these and similar problems, see 
current work in the philosophy of language, eg Grice (1971, 1967), SchifTer (1972). 

7 In addition there is a subset of specific constraints on the epistemic set of speakers. 
For instance for certain utterances involving modal sentences it must be the case 
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that neither p nor -p is part of the epistemic set, eg if 1 assert Perhaps Peler is i//. 
Similarly, in composite sentence utterances it may not be the case that one pan has 
epistemic preconditions confticting with those of other parts of the utterance, as in 
Peler is i//, bUI 1 know he isn'l, or Maybe Peler is ¡¡l, bUI 1 know he isn'l. For details 
and formal treatment, see Groenendijk and Stokhof (1975, 1976), who have called 
these kinds of conditions CORRECTNESS conditions, which are pragmatic and given 
parallel to the normal truth conditions ofsentences, whereby sentences may be true 
but incorrect, or false but correcto Note that correctness conditions are a specific 
subset of pragmatic appropriateness conditions, because they are formulated in 
terms of structures of language users in contexts. 

8� For details see Groenendijk and Stokhof (1976) and the references given there to 
further philosophical work on performative sentences, a notion first discussed by 
Austin (1961, 1962). 

9 See Searle (1975a) and Frank (1975) for the notion of an indirect speech acto 
10 See Franck (1977) for a discussion of the specific pragmatic function of partic1es, 

especially in German. 



Chapter 8 

The pragmatics of discourse 

1 Aims and problems of discourse pragmatics 
1.1 
In this and the following chapter we are concerned with the pragmatics of 
discourse, ie with the systematic relations between structures of text and 
contexto This means, on the one hand, that we must try to make explicit which 
specific properties of discourse are determined by the structure of language 
users, illocutionary acts and information processing in conversation. On the 
other hand certain discourse structures, when uttered in conversation, may 
themselves establish part of the communicative contexto 

The same distinction as has been made for the semantics will be made at the 
pragmatic level, viz between LINEAR STRUCTURES and GLOBAL MACRO­

STRUCTURES. Whereas the latter will be treated in our last chapter, this 
chapter will investigate the relations between the linear, sequential structure 
of discourse and the linear structure of context, viz between SEQUENCES OF 

SENTENCES and SEQUENCES OF SPEECH ACTS. 

The reason for this approach is the following. Relations between pro­
positions or sentences in a discourse cannot exhaustively be described in 
semantic terms alone. In the first part of this book it has become clear on 
several occasions that conditions imposed on connectives and connection in 
general, as well as coherence, topic, focus, perspective and similar notions, 
also have a pragmatic base. In other words: not only do we want to represent 
certain facts and relations between facts in sorne possible world, but at the 
same time to put such a textual representation to use in the transmission of 
information about these facts and, hence in the performance ofspecific social 
acts. 
1.2 
One ofthe first problems to be treated in such a framework is that pertaining 
to the differences between COMPOSITE SENTENCES and SEQUENCES OF 
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SENTENCES in discourse. At the semantic level, we were primarily concerned 
with relations between propositions, whether these are expressed within the 
samecomposite sentence or within several sentences. Although sentences and 
sequences may be semantically equivalent they may reasonably be expected 
to have at least different pragmatic functions. Other systematic differences in 
the use of sentences and sequences are stylistic, rhetorical, cognitive and 
social, and wiIl not be discussed here. It wiIl be argued that the pragmatic 
distinction between the expression of information in composite sentences 
versus the expression of information in a sequence of sentences depends on 
the intended iIIocutionary acts, on their internal structure, and on the 
ordering of such acts. 

1.3 
The problem ofthe DISTRIBUTION OF INFORMATION in discourse is not only 
semantic. In processes of communicative interaction this ordering depends 
on what we know and believe and on our beliefs about the knowledge of our 
conversation partners. Similarly, the information ordering is subject to our 
own wishes and intentions for action and our assumptions about those of the 
hearer. TOPICS OF CONVERSATION are initiated and changed under these 
constraints. Information may be more or less 'relevant' or 'important' with 
respect to a context thus defined. The same facts may be described from 
different points of view or under different 'propositional attitudes'. It is 
within such a framework, then, that notions Iike PRESUPPOSITION (eg versus 
ASSERTION) and TOPIC-COMMENT require further explication, viz as prin­
cipies of social information processing in conversational contexts. 
1.4 
Besides these and other pragmatic properties of connection, coherence, 
information distribution, sentence and c1ause sequencing, perspective and 
relative importance in discourse, this chapter must focus on their relevance 
for the accomplishment OfSEQUENCES OF ILLOCUTIONARY ACTS. That is, we 
want to know what necessary or sufficient conditions must be satisfied in 
order for speech acts to be combined, which acts are 'presupposed', focused 
upon, directly or indirectly intended, and in general how sequences of speech 
acts are connected and coherent. 

2 Sentences and sequences 
2.1 
Let us start our inquiry into the pragmatics of discourse with a problem of 
immediate grammatical importance, viz the difference between COMPOSITE 
SENTENCES and SEQUENCES OF SENTENCES. In later sections the more 
general theoretical background for such a distinction will then be developed. 

Consider, for instance, the following pairs of examples: 

[1 la: Peter had an accident. He is in hospital. 
b: Peter is in hospital. He had an accident. 
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[2]a: Peter had an accident. So, he is in hospital. 
b: Peter had an accident, so he is in hospital. 

[3] Peter is in hospital, for he had an accident. 
1.4]a: Because he had an accident, Peter is in hospital. 

b: Peter is in hospital, because he had an accident. 

Apparently, there are various morpho-syntactic ways to express the 'same' 
information about an ordered sequence of facts. In all these examples, 
reference is made to the fact that Peter had an accident and that Peter is in 
hospital (now) and that the first fact caused the second fact. In other words, 
the different expressions are semantically equivalent at least in one sense of 
semantic equivalence: they have the same truth conditions. 

Yet, at another level of analysis the equivalence does not hold. The 
differences appear both between sentences with distinct syntactic structure 
and between sentences and sequences. 

Taking the last examples first, we see that subordinated causal clauses may 
either occur in 'first' or in 'second' position, viz precede or follow the main 
clause. Sentence [4]a however may be used in a context in which (the speaker 
assumes that) the hearer knows that Peter had an accident, whereas [4]b is 
used in a context in which the hearer knows that Peter is in hospital. 1 That is, 
the APPROPRIATENESS of the respective sentences depends on the knowledge 
and beliefs of speech participants at a certain point in the conversational 
context. On the other hand, examples [1-3] are normally used in those 
contexts in which the speaker has no such assumptions about the knowledge 
of the hearer, or rather in which he assumes that the hearer does NOT know 
either of the facts referred too This means that [l]a-[3] would be in­
appropriate answers to any of the following previous questions of the hearer: 

[5] Why is Peter in hospital? 
[6] Where is Peter? They say he had an accident. 

Sentence [4]b, however, is appropriate after question [5], whereas [4]a, 
although perhaps a bit awkward, is appropriate after [6]. 

The complex sentence, apparently, has properties which are similar to that 
ofthe TOPIC-COMMENT articulation: 'known' elements come in first position, 
'new' elements in second position. Since the known element in this case is a 
proposition, we may say that the first clauses in [4] are PRAGMATICALLY 

PRESUPPOSED. 2 Hence, one ofthe differences between the sequences and the 
coordinated compound sentences is that relating to the well-known 
ASSERTION-PRESUPPOSITION distinction: in [1-3] each proposition expressed 
by the utterance of the sentence or sequence is asserted, whereas in [4] only 
the second position propositions are asserted and the first position sentences 
presupposed (in the pragmatic sense of this term, ie assumed by the speaker 
to be known to the hearer). Yet, there is a difficulty, because we may also 
maintain that both [4]a and [4]b, taken as a whole, are assertions. Below, we 
therefore will have to find out whether two different meanings of the term 
'assertion' playa role here. 



208 

2.2 

PRAGMATICS 

More crucial for our discussion, however, are the ditTerences between [1 la, 
[1 lb, [2]a, [2]b and [3]: what implications does the ordering of sentences have, 
if not presuppositional, and in what respect are compound sentences 
ditTerent from their corresponding, ie semantically equivalent, sequences? 

Although [I]a and [I]b are equally appropriate in many contexts, there are 
also contexts in which the first seems more natural than the second, eg after a 
question Iike 

[7] What happened to Peter? 

eg on seeing his car badly damaged. On the other hand [I]b seems more 
appropriate after a question like 

[8] Why doesn't Peter answer his telephone? 

That is, the reason he doesn't answer his telephone is the one requested by the 
previous speaker, and in the answer this information is given first. The second 
sentence in [I]b then gives an EXPLANATION of the fact referred to by the first 
sentence. In [I]a no such explanation is given, only a representation of the 
facts, implying that the first fact caused the second. This re1ation between the 
ordering offacts and the ordering ofc1auses or sentences in a sequence wiJI be 
further discussed below. 

It might be argued that [2]a merely explicitly expresses the causal con­
nection which in [I]a is only 'expressed' by syntactic ordering,3 and that the 
same holds for [2]b. Again, however, there are ditTerent contextual con­
ditions, hence pragmatic ditTerences between [1 la, [2]a and [2]b. Sentences 
like [2]a are typically used when CONCLUSIONS from certain facts are to be 
drawn RELATIVE TO A GIVEN SITUATION. If during a board meeting several 
members do not show up, the president may say "Harry had to meet Pierre 
Balmain. So, he is in París", and then utter sentence [2]a, possibly by stressing 
Peter and he. In this respect, [2]a shares a pragmatic function with [1 lb, viz it 
draws attention to the fact which is of primary importance or RELEVANCE 

FOR A CERTAIN SITUATION, but in [2]a this fact is not only referred to as a 
factual consequence but also as a conc1usion drawn explicitly by the speaker. 
This is typically the case in those cases where only indirect factual evidence is 
present, eg in Peter's car is damaged. So, he must have had an accidento This 
does not hold for interc1ausal so in [2]b, which only expresses, coordinatingly, 
the causal connection between the two facts referred to by the respective 
clauses.4 Hence, in [2]b so is a proper SEMANTlC CONNECTIVE, whereas in [2]a 
sentence initial So, followed by a pause, rather relates utterances or illocu­
tionary acts, viz those of premise and conc1usion. s In that case we may speak 
of a PRAGMATIC CONNECTIVE. 

In sorne languages, eg in Dutch and in German, the ditTerence between 
semantic and pragmatic so (dus and also respectively) may also show in the 
syntax. Inter-clausal (semantic) connectives are followed by Verb-Subject 
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ordering, whereas sentence-initial connectives foJlowed by a pause may also 
have normal Subject-Verb ordering.6 

FinaJly, we may use interclausalfor in order to relate afact which has, so to 
speak, 'pragmatic prominence' focused on its cause or reason, much in the 
same way as [4]a - althoughfor-clauses cannot be presupposed. The differ­
ence with [l]b is thatfor-elauses do not have an explanatory function; they 
merely state a condition of another fact stated before, in the same way as 
interclausal so states a consequence of a fact stated before. 7 

2.3 
Until now we have met the foJlowing differences between sentences and 
sequences, eg in [1-4]: different presuppositions, ie different knowledge­
belief structures of the context, focus on the reason/cause or on the 
consequence, the relevance or importance of a certain fact for the present 
context, eg the interests of the hearer, indications of conclusion or expIa­
nation as specific acts. Sorne ofthese differences are rather vague and require 
further definition. The notion of RELEVANCE or IMPORTANCE, with respect to 
a certain context, should for instance be defined in terms of the action 
theoretical semantics used earlier in this book. In that case a fact, and hence 
the knowledge ofsuch a fact, is important relative to a context or in general to 
a situation ifit is an IMMEDIATECONDITION for a probable event or action (or 
prevention of these) in that context or situation. In the board meeting 
situation, the proposition 'Peter can't come' is more directly important for 
that meeting than the reason 'Peter is in hospital', which is in turn more 
relevant than the fact that he had an accidento On the other hand, in a 
situation in which Peter's wife is informed of the events, the information 
about the accident may well be much more important than the fact that he is 
in hospital, which are both more important than the fact that he did not have 
dinner that night. 

Similarly, notions like that of FOCUS and PERSPECTIVE must be made 
explicit to account for the differences. Thus, a sequence of facts may be 
described from the point ofview ofthe time, place and involved agents ofthe 
action or event, but also from the point ofview ofthe observer or 'informant' 
at the time-place of the contexto In the first case we may have compound 
sentences with semantic connectives, in the latter case, a sequence with a 
pragmatic connective may be more appropriate: 

[9]1 felt ill, so I went to bed. 
[10] Peter is ilI. So, he won't come tonight. 

Typical for pragmatic connectives, which may be considered as 
INFERENTIAL ADVERBS, is that they cannot be preceded by and, whereas 
semantic so can be preceded by ando Sentence initial So, used to make 
inferences is also typically used in dialogues, as in: 

[11] A. Where is Peter? 
B. He is in hospital. He had an accidento 
A. So, he won't come tonight. Let us start. 
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That is, speaker A draws an inference from the facts presented by B, such that 
the conclusion is a condition for the actual events of the situation. In sorne 
occasions we may have semantic so in a dialogue at the beginning of a 
response, but in that case, it rather continues, by assertion or question, a 
sentence of the previous speaker: 

[12J A. John went to the pub. 
B. {SO he is drunk. }� 

So he is drunk?� 

Tbe difTerences witb pragmatic So are expressed by stress, pause and 
intonation. Note that inferential So, and sometimes also sentence-initial 
Therefore, with rising-falling intonation and followed by a pause (in writing 
by a comma), not only introduce conclusions denoting consequences of 
certain facts, but may also introduce INFERRED reasons or causes (often 
together witb must): 

[13] Jobn was drunk tbat night. So, he went to tbe pub again. 

Given tbe correet presuppositional structure, we mayalso use because for 
such 'backward' inferences: 

[14J John was (must have been) in the pub, because he was drunk. 

Sentences like [14], however, may be ambiguous. On a first reading the first 
clause is asserled and lhe seeond, if presupposed, gives an explanation, by 
specifying a reason for believing the firsl proposition. On a second reading, 
the first clause is presupposed, and the second is asserted as a warrant for a 
(known) conclusion. Just as for the other examples, our intuitions may be 
rather weak for these examples, but we must find the theoretical conditions 
and rules at least to explain tbe clear cases. 

3 Connectives, connection and context 
3.1� 
The discussion in the previous section about the assumed pragmatic differ­�
ences between compound sentences, complex sentences and sequences, bas� 
been based on examples with causal and inferential conneetives, such as so,� 
because, since, therefore, for, etc. We now must see whether similar differ­�
ences hold for other conneetives.� 
3.2� 
Takíng the basic conjoining conneetive, and, we first of all sbould reeall that� 
and is essentially coordinative, so that it cannot be related to syntactic� 
differences expressing presuppositional difTerences, as was tbe case with� 
because. Secondly, the major use of andis interclausal, which seems to make it� 
an exclusive\y semantic connective. In such cases, clausal ordering must� 
paraIlel temporal, causal, or conditional orderings of the facts:� 
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[15] Peter had an accident, and he is in hospital. 
[16] We visited the Johnson's, and played bridge. 
[17] Peter is in hospital, and he had an accident. 
[18] We played bridge and we visited the Johnson's. 

Clearly, [17] and [18] are unacceptable under the same meaning as [15] and 
[16], respectively, especially if in [15] and [16] the first c1auses determine the 
topie ofdiscourse with respect to which the second c1ause is to be interpreted. 
In [17] and [18] the clauses are n/)t connected because the denoted facts are 
not conditionally related (in that order). Sentence initial Andtypically occurs 
in examples like: 

[19] Peter was not at the party. And Henry said that he was in hospital 
because he had had an accident. 

[20] Laura ran offto Paris. And she did not even let me know. 
[21] No, I don't need the month's bestseller. And please do not call next 

month either. 

Sentence initial And may introduce propositions denoting preceding facts. 
Just like moreover it does not denote conjoined facts, but rather it conjoins 
utterances, viz by indicating an ADDITlON or CONTINUATlON of a given 
statement. Seeondly, And is used in order to ehange the topie or perspeetive 
of a sequence. Thus, in [19] from Peter's absenee at the party to Henry's 
explanation of that fact, and in [20] fram Laura's action to my reaction of 
surprise. In [21] And may be used to relate D1FFERENT SPEECH ACTS, viz a 
refusal and a request. In that sense we might say that And relates, implicitly, 
the actions involved, viz '(not) trying to sel! a book now' and '(not) trying to 
sel! a book next month', as may also be seen from the specific use of either. 

More generally, And may be used as an indirect connective, eg in 
ENUMERATlONS, of facts whieh are not directly related, but which oeeur 
during a certain time or in a given situation, typically in everyday narrative, 
eg of children: 

[22] We went to the Zoo. And, daddy gave us an ieeeream. And, we had fun. 

3.3� 
Similar remarks may be made for sentence initial Or as opposed to in­�
terc1ausal or, disjoining facts in alternative possible worlds:� 

[23] Peter won't come of course. Or didn't you know that he is in hospital? 
[24] Peter must be ill. Or perhaps he got drunk again. 
[25] Let's cal! the police. Or no, we'd better not tell them. 

Whereas And has an 'additive' nature, pragmatie Or may indieate 
HESITATlON and CORRECTlON. In [23] the disjunction does not pertain to 
denoted facts but to the speech acts performed. The first sentence pre­
supposes that there is (known) evidence for Peter's absence. Having uttered 
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the sentence, the speaker however may have sorne doubt about the know­
ledge of the hearer and therefore 'corrects' bis assertion by asking whether 
the presupposed knowledge is present. More accurately, it may be supposed 
that Or relates the pragmatically implied proposition 'you know that Peter is 
in hospital' with the expressed 'you do not know that Peter is in hospital'. 
Such corrective uses of Or occur when the speaker is not sure whether the 
conditions of a performed speech acts were satisfied. 

Similarly, in [24] a 'disjunction' of the facts alone would require a 
compound sentence, so that we must assume that [24] should be taken as a 
'disjunction' of conclusions, along the 'or else' meaning of oro Since both 
speech acts are actually performed, we could hardly speak of a real dis­
junction, so that the second sentence also has a corrective nature, by 
presenting the possibility of an ALTERNATIVE explanation of sorne fact. The 
corrective use of Or clearly appears in [25], where an exhortation is really 
cancelled by an exhortation not to execute the requested action. 
3.4 
More complicated are the interclausal and intersentential differences among 
the concessives and contrastives but, although, yet and nevertheless, of which 
although is subordinative, the others coordinative, hut a proper interc!ausaJ 
conjunction, and yet and nevertheless sentence-initial adverbs. 

Note, first of all, that the various connectives of this class do not always 
have the same meaning. But may denote (i) unexpected consequence (ii) 
unfulfilled conditions and (iii) contrast, as in: 

[26] John is rich, but he didn't pay for his beer. 
[27] We want to go to the movies, but we have no money. 
[28] He wouldn't order a gin, but he had a beer. 

We may only usealthough andyet, however, in the first meaning ofbut, viz the 
unexpected consequence. The following sentences show a shift in accepta­
bility or meaning: 

[29] Although we have no money, we want to go to the movies. 
[30] He wouldn't order a gin. Yet, he had a beer. 

Unlike conjunctions and causals, concessives may not be expressed by mere 
coordination of sentences: 

[31] John is rich. He didn't pay for his beer. 

That is, in general asyndetic coordination may be used to 'express' either a 
natural consecution ofevents, a causal relationship, co-occurrence, or else a 
natura) sequence of speech acts, such as an assertion and an explanation, an 
addition or a conclusion. 

What are the differences between interclausal but, and sentential yet when 
having the 'unexpected consequence' meaning? One ofthe differences seems 
to be the following, although again intuitions are rather weak for such cases: 
hut essentially relates two events which are, as such, somehow incompatible, 
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in the sense that the second fact is an 'exception' to the normal consequences 
of the first fact : 

[32] He is very clever, but he couldn't prove the theorem. 

The same holds for relations between more general facts: 

[33] The glass is very thin, but it is unbreakable. 

We use yet, however, in those cases not only when one fact is incompatible 
with another, eg physically or otherwise, but also when actual knowledge is 
incompatible with justified expectations of the speaker or at least with those 
the hearer presumes the speaker to have. 

[34] He cannot fish. Nevertheless, he caught a pike. 
[35] Peter is ill. Yet, he'll come to the meeting. 

In such examples the speaker refers to facts which occur but which were not 
expected, ie such connectives rather indicate PROPOSITlONAL ATfITUDES 

than relations between facts. This pragmatic nature of yet and nevertheless 
also appears in dialogues: 

[36] A. This glass is really very thin! 
B. And yet, it is unbreakable. 

In such cases we also use sentence initial But, often followed by nevertheless. 
Its function is to deny or CONTRADIcr certain expectations implied by 
utterances of a previous speaker. As for the other pragmatic connectives, the 
contrastives/concessives may characterize certain SPEECH Acr SEQUENCES. 

4 Speech act sequences 
4.1 
In our analysis of the differences between composite sentences and sequences 
which are semantically equivalent, and of the corresponding differences in 
the use of connectives, we have observed a number of constraints requiring 
the use of sequences instead of composite sentences, and conversely. One of 
these conditions was that new sentences and certain connectives indicate 
specific speech act sequences, eg an assertion followed by an explanation or 
addition, an assertion followed by a correction or alternative, or an assertion 
followed by a denial or contradiction. 

In general it can be argued that sentence boundaries are particularly 
appropriate to express boundaries between speech acts. Now, at first sight 
this assumption seems to be inconsistent with examples in which two speech 
acts are apparently accomplished by the utterance of one sentence: 

[37] 1'11 give you the money, but you don't deserve it. 
[38] I wouldn't go to Italy at the moment, because the weather is very bad 

there. 
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In [37] we have a promise and then an assertive evaluation, whereas in [38] we 
have a piece of advice followed by an assertion. 

On the other hand, there are many examples where speech acts cannot 
easily be performed by the utterance of one sentence: 

[39] It is cold in here and please shut the window. 
[40] Because I am busy, shut up! 
[41] Because I have no watch, what is the time? 

The reason [39-41] are unacceptable is that the connectives used have a 
semantic interpretation: they relate denoted facts. However, no such relation 
exists in these sentences: my being cold and your shutting the window, my 
being busy and your shutting up, and my having no watch and your telling 
me the time are not directly related. Rather, we should say, my being cold is a 
condition for making a request, my being busy a condition for giving an 
order,8 and my not having a watch for asking a question. That is, the first 
speech act provides a CONDlTION of the next speech act, much in the same 
way as a proposition may be a condition ofinterpretation or presupposition 
of a following proposition in a sequence. In all cases, the pre1iminary 
assertion provides a motivation for the request, command or question. What 
is needed, then, are pragmatic, sentence initial connectives or simply new 
sentences for cases like [39--41]. The conclusion from these examples would 
be that a change of illocutionary force requires the utterance of a new 
sentence. 

There remain such counterexamples as [37] and [38]. Consider also : 

[42] Please shut the door and turn the heater on! 
[43] Please shut the door and please turn the heater on! 
[44] Please shut the door or please turn the heater on! 

The question is: one or two speech aets? That with sentences Iike [42] we 
accomplish only one request, viz to do twé' things, may be concluded from the 
inappropriateness of[43] and [44]. Ifwe had two requests, the repetition of 
please would be acceptable. Similar/y, in the disjunction we perform one 
request, viz that the hearer executes one of two alternative actions. Similarly, 
in [37] the second clause does not primarily intend to contradict the promise, 
but rather it denotes a normal conditíon for (not) promising. In [38] the state 
of the weather itself is a condition for (not) going to Italy, not primarily for 
the advice. In fact I do not motívate my advice but give a reason for the hearer 
why a certain action should not be undertaken. Of course, KNOWLEDGE of 
such conditions or reasons is a necessary element of appropriate advices. Yet, 
[38] does not make an assertion when uttered but counts as a piece of advice, 
just as [37] counts as a promise. 
4.2 
In order to provide a sound basis for these assumptions we should look 
somewhat closer into the nature of (speech) act sequences. In the theory of 
action we have postulated single acts and composite acts; the latter may 
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either be compound, viz if they consist of components acts at the same level, 
or complex, viz if sorne act is embedded in one of the component major acts, 
eg as an auxiliary acto A sequence of actions is interpreted as ONE action if 
they can be assigned one global intention or plan, and on a more generallevel 
this action can in turn be a condition or a consequence of other actions. In 
other cases, we just speak about SEQUENCES of actions. 

The same distinctions hold for speech acts. We may have sequences of 
speech acts, but sorne ofsuch sequences may be interpreted as one speech act, 
consisting of several component or auxiliary acts. In the next chapter, we 
shall also speak of macro-speech acts, ie Ihe global speech acl perlormed hy 
Ihe utterance 01 a whole discourse, and execu/ed by a sequence 01 possibly 
different speech acls. 

Let us give sorne examples of composite speech acts: 

[45] Please shut the window. 1 am cold. 
[46] You have done your best. 1'11 give you a new bike. 
[47] Peter is in hospital. Harry told me. 

It may be maintained that [45] does not PRIMARILY want to make an 
assertion about my physcial state but to make a request, although it cannot 
be denied that the utterance of the second sentence of [45] counts as an 
assertion. Hence, for [45], AS A WHOLE, to be interpreted as a request, the 
assertion must in sorne sense be part of the request. For requests to be 
appropriate, they must be sensible in the sense that they are motivated, such 
that satisfaction ofthe requested action by the hearer at the same time satisfies 
a desire ofthe speaker. By specifying a 'justification' for my request 1make it 
more 'acceptable', in the strict sense of that term: the probability that the 
hearer will comply with my request may be enhanced.9 In certain contexts, in 
which politeness is required, such a 'justification' of a speech act is essential. 

Similarly, [46] is primarily a promise, not an assertion. First of all, the 
hearer already knows that he did his best so he need not be told. The first 
sentence therefore functions as a praise and as a recognition of the merits of 
the hearer by the speaker, who, thereby, establishes a certain obligation with 
respect to the hearer. Once thiscondition is fulfilled, the hearer is able to make a 
promise. Again, the assertion is used to express a part of the promise 
conditions, viz the obligation of the speaker. 

Example [47] has a different character. As a whole it functions as an 
assertion (that Peter is in hospital), consisting oftwo assertions. That Harry 
told me is probably of secondary importance. Assertions, however, also need 
'justification'. That is, the SOURCE of our knowledge must be reliable and, if 
necessary, be specified. Besides direct observation and inference, the basic 
source of our knowledge is information obtained from others. The second 
assertion of [47] specifies the source of information which justifies the first. 
The more reliable a given source, the higher the credibility of the assertion 
based on it. 
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In the three examples, then, we have speech acts, viz assertions, which 
somehow function as a condition, part or basis for another speech acto It 
should however be specified whether the whole speech act is compound or 
complex, ie whether the assertions are essential components or mereiy 
auxiliary actions of the ('main') speech act. 10 

Although the distinction between component acts and auxiliary acts is 
perhaps not always clear cut, we might say that the motivation in [45] is a 
component part of the request, in sorne contexts even an essential com­
ponent, because it expresses an essential condition of the act of requesting, 
viz that we have sorne wish or desire. Characteristically, the sentence 1 am 
cold, may independently be used as an INDlRECT SPEECH ACT, Vil as a request 
to shut the window, given the appropriate contexto Conversely, the second 
assertion in [47] seems to have auxiliary function: it indicates how I got the 
information and thus how I could make another assertion, but is not itself 
part of it, as for example the condition '1 want you to know that p', in: 

[48] Peter is in hospital. I thought you might want to know. 

where the second assertion gives a motivation for making the first one: 
assumed interest is essential for information. 

More problematic is [46]. In a sense, the first sentence expresses a 
motivation for the promise. At the same time it satisfies a preparatory 
condition for promises, Vil that the speaker is in a certain state of gratitude, 
obligation or admiration. Yet, although previous praise may be a sufficient 
condition to establish the context for a promise, it is certainly not necessary. 
On the other hand, I only promise to do something for somebody ifmy action 
is beneficiary for the hearer. That means that the second assertion in the 
following example may be used to express part of the conditions for 
promising: 

[49] I'll give you a bike. You need one. 

Along this line ofreasoning, [46] would be a complex speech act, in which the 
first prepares the second. It might however also be argued that [46] is not a 
composite speech act at aH, but a proper sequence, Vil of praise and a 
following promise, if the speaker wants both to praise the hearer and to make 
a promise. 

The distinctions made aboye are admittedly subtle, but it should be kept in 
mind that the structure ofillocutionary acts and ofinteraction in general has 
certain properties which are very similar to those of propositional structure. 
Acts simply do not merely follow each other at the same level: sequences of 
acts may be taken as one act, and sorne acts may have secondary rank with 
respect to others, Vil as preparatory or auxiliary acts. By uttering sequences 
like [45] for example in a train situation, I primarily have the intention that 
somebody should close the window for me (given the condition that I can not 
do it myself), not to inform him that I am cold, because my fellow passenger, 
if a stranger, may well not be at all interested in whether I am cold or noto 
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That is, the assertion that I am cold has the function of a motivation for 
another speech act, viz the request. 
4.3� 
With these theoretical assumptions about the structure of speech act se­�
quences we must return to the sentence versus sequence problem, and try to� 
answer the question whether the utterance of sentences like [37] and [38]� 
counts as one single or one composite speech act or as a sequence of speech� 
acts.� 

For [37] we can say at least that even if the utterance of the second clause 
were a separate speech act, viz an assertion, it is not preparatory, auxiliary or 
otherwise part of the promise executed by the utterance ofthe first clause. At 
most we could take it as a qualification of the promise (el also conditional 
promises, see below). If we had the sentence 

[50] You got the money, but you didn't deserve it. 

we would have the 'same' state of affairs represented, but this time as the 
assertion of a fact (of which the first, incidenta11y, is known to the hearer). 
Hence, we could say for [37] that there is one promise, but taking a 
compound sentence, representing acompound fact, as its argument, viz that I 
give you the money in a possible world which norma11y depends on 'you 
deserve il'. This tentative solution seems more acceptable, however, for the 
case in which the concessive c1ause is subordinated : 

[51] Although you don't deserve it, 1'11 give you the money. 

in which the first clause is pragrnatica11y presupposed and hence not an 
independent assertion, so that one promise is made by the utterance of a 
complex sentence. Similarly for [38]: I give just one piece of advice, viz not to 
go to Italy because ofthe bad weather; that is, the advice is based on a complex 
proposition. The problem there, however, is that the subordinate clause 
carries the 'new information', viz the comment of the sentence, but at the 
same time the first clause cannot be presupposed, pragmatica11y, because it 
'carries' the advice, which is also 'new'. So, we have an additional problem, 
viz that concerning the relations between topic-eomment or presupposition­
assertion on the one hand, and (composite) speech acts on the other hand. 
This problem wi11 receive specific attention below. 
4.4 
A special problem is the illocutionary status of CONDITIONAL SENTENCES, eg 

[52]a: Ir I go to Italy this summer, 1'11 send you a postcard. 
b: If you go to Italy this summer, you must visit San Gimignano. 

The utterance of such sentences counts as a conditional promise and as a 
piece of conditional advice, respectively. These terms, however, may be 
misleading. They should not be understood to mean that a promise or the 
giving of advice is performed only if the conditional c1auses are satisfied. In 
both cases the utterance of the conditional sentence counts as a proper 
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promise or piece of advice, but only the DOMAIN OF VALIDITY of the promise 
is restricted. That is, I only send a postcard in those possible worlds which are 
determined by '1 go to Italy (this summer)' - possible worlds. The same holds 
for the advice. Hence, the if-elause does not pertain to the speech act, but to 
the acts referred to in the main c1ause, viz as a necessary or sufficient 
condition for these acts. 

The situation is somewhat similar with that of MODAL EXPRESSIONS, eg in 
Maybe FU send you a postcard, which may also count as a promise, but the 
domain of validity is restricted to at least one possible world. 11 In fact, the 
actual satisfaction of denoted acts does not influence the correct performance 
of illocutionary acts: I have made a promise, even if for sorne reason 1cannot 
execute it. The necessary condition is that, at the moment of making the 
promise, I sincerely believe that I wil1 execute the promised action. For 
conditionals and modals I also sincerely promise, but not simply to do A, but 
to do A in W i or W s' 

Although if . .. then is a very specific connective, which presumably has a 
modal status and hence is not properly interc1ausal or intersentential, 
stressed if(often preceded by at least or that is) may be used at the beginning 
of a next sentence in order to restrict the domain of validity of a promise 
made by the utterance of the previous sentence: 

[53] 1'11 send you a postcard this summer. At least, íf 1 go to Italy. 

Again, the connective here does not merely introduce a semantic restriction, 
but at the same time operates as a pragmatic connective, linking a promise 
with a CORRECTION or SPECIFlCATION ofthe promise. 

The if-conditional illocutionary acts shed sorne light on our earlier 
problem with the il1ocutionary status of composite sentences. Thus, as we 
suggested, the because-elause in [38] specifies a reason for the advised action 
(not to go to Italy), and hence specifies the domain ofvalidity ofthe advice. If 
my hearer finds out that the weather is not bad in Italy so that my 
information is wrong, he is no longer 'committed' to my advice, because he 
only had to fol1ow it in those possible worlds determined by the 'bad weather 
in Italy'-worlds. If we just had advice fol1owed by an assertion, the advice 
would still hold even ifthe assertion turned out to be ill-founded. Nor can we 
say that 1 dissuade somebody from doing something, because 1 assert 
something. Yet, in the context for [38], the speaker obviously must assume 
that the hearer does not know that the weather is bad in Italy. In intuitive 
terms, then, we could still c1aim that an assertion is made by [38]. So what is 
the relationship between information processing and illocutionary acts? 

5 Pragmatic information processing 
5.1 
The basic idea ofpragmatics is that when we are speaking in certain contexts 
we also accomplish certain social acts. Our intentions for such actions, as well 
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as the interpretations ofintentions ofactions ofother speech participants, are 
based however on sets of KNOWLEDGE and BELlEF. Characteristic of com­
municative contexts is that these sets are different for speaker and hearer, 
although largely overlapping, and that the knowledge set of the hearer 
changes during the communication, ideally according to the purposes of 
the speaker. Trivially, when we make a promise or give advice, we want the 
hearer to know that we make a promise or give advice. This knowledge is 
the result of a correct interpretation of the intended illocutionary acto At the 
same time we want the hearer to know 'what' we are asserting, promising or 
advising, viz what is the case, what we wish to be the case, what is to be done 
or what we will do, in sorne possible world (mostly the actual one). By 
uttering the sentence John is ill I may express the propositional concept 'that 
John is ill', and in so doing accomplish a referential act ifI denote the fact that 
John is (now) ill. These, as we saw, fairly complex acts have a social point as 
soon as I have the intention to demonstrate that I have this particular 
knowledge about this particular fact. But as long as my observer-hearer also 
has this knowledge, there is little more than such a demonstration, and 
nothing changes beyond the fact that my hearer understands that I have sorne 
knowledge. My semantic acts acquire a pragmatic function only if I have the 
additional assumption that the hearer does not possess certain knowledge 
(about the world, about my internal states) and the purpose to CHANGE the 
knowledge of my hearer as a consequence of the interpretation of my 
semantic (meaning, referential) act, by which I express my knowledge or 
other internal state. If this purpose is realized I have accomplished a 
successful COMMUNICATlVE act, that is I have been able to add sorne 
propositionallNFORMATlON to the knowledge of my hearer. 12 

5.2 
This picture is well-known. But, as soon as we try to analyse the details of 
such communicative acts, problems arise. In previous chapters we have 
already met the difficulty of distinguishing, within the sentence, 'old' from 
'new' information, and topics from comments. In a simple sentence like John 
is il/, with normal intonation, this seems quite straightforward: 'John' is or 
expresses the topic, because the phrase or argument refers to a known 
referent, whereas 'is ill', which has comment-function, refers to an unknown 
property of John. 

Yet, we have assumed that information comes in propositional chunks, so 
that the new information is indeed 'John is ill', or perhaps 'a is ill' if John has 
been referred to earlier in the conversation and if a = John. In any case, the 
noun phrase John not only identifies, and refers to, a specific referent, but at 
the same time indicates what the sentence, or the discourse, is ABOUT. 

Cognitively, this means presumably that part of our knowledge-set, viz the 
'John'-part. is activated, containing general and accidental knowledge and 
beliefs about John. The new information 'John is ill (now)' may then be 
added to our actual knowledge about John. 

If this epistemic change takes place according to the purposes of the 
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speaker and through the interpretation of his utterance, we say that this 
change is a consequence of the basic pragmatic act of an ASSERTlON. 

Somewhat more complicated is the situation with composite sentences, eg 
Because John is ill, he won't come tonight. The question is: does this WHOLE 

sentence, when uttered in an appropriate context, count also as an assertion, 
or only the second clause? In the latter case: what act is performed by the 
utterance of the first clause? If aboye we assumed for such sentences that 
the proposition underlying the first clause is 'pragmatically presupposed' by 
the utterance of the sentence, we thereby meant that the proposition is 
already in the knowledge set ofthe hearer, at least according to the beliefs of 
the speaker. lt follows that, following our characterization of assertion given 
aboye, no assertion needs to be made in order to inform the hearer about 
this fact. The fact that the proposition is nevertheless expressed in the given 
example must therefore have another pragmatic function. Much in the same 
way as we say that a topic indicates what an assertion is about, a subordinate 
clause may 'point' to the existing knowledge into which new information 
must be integrated. And in the same way the expression of such a first 
proposition counts as reference to a known 'object', viz sorne fact in sorne 
possible world. 'About' this fact, so to speak, we then may say that it caused 
another fact, which was unknown to the hearer. Hence we need an assertion 
to inform the hearer about this fact. Similarly, we also need an assertion to 
inform him that this second fact (John won't come tonight) is a consequence 
of the first fact (John is ill). 

At this point ofour argument we may choose two roads. Either we say that 
in our example TWO new facts are made known and hence TWO assertions are 
necessary, possibly making one composite assertion, or we say that we make 
known two new facts, possibly constituting one 'compound' fact, by ONE 

assertion. 
As a working hypothesis we take the second road: the utterance of a 

complex sentence of this kind is ONE assertion. Ir not, we would need 
assertions for each new information of a clause. The sentence Peter kissed a 
girl, when uttered, would under an atomic propositional analysis, constitute 
several assertions: that Peter kissed someone, that the someone is a girl, that 
the kissing took place in a past world, etc. Of course, such propositions may 
be expressed, and hence be asserted separately. Ifwe heavily stress the noun 
phrase a girl, we assume the other atomic propositions known but not that 
'the one whom Peter kissed is a girl'. Similarly, we take 'p causes q' as a 
proposition denoting one fact, viz that two facts are in a certain relation, 
which requires one assertion. In other words: by interpreting ONE assertion 
we may nevertheless acquire knowledge about several facts in the world, 
because a proposition may entail other propositions. 

The question is whether our one-sentence =one-assertion approach is also 
satisfactory for compound sentences, eg, John was ill, so he went to hedo 
Unlike the example with the subordinate and pragmatically presupposed 
clause, there is no propositional information present in the knowledge ofthe 
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hearer in order to link the second part of the sentence. In fact, he did not yet 
know that John was ill, so he cannot not even appropriately interpret the 
second c1ause without knowledge ofthe first c1ause. We therefore are inc1ined 
to consider the utterance of the first c1ause as a proper assertion. Once 
this knowledge has been acquired (and the re1ated topics, eg John, or illness), 
a second assertion can be made with respect to this knowledge, viz that the 
first fact had a certain consequence. Unlike the atomic propositions men­
tioned� above, the first proposition here is what we may cal1 'world­
determining'. It determines the set of worlds in which the second proposition 
of the compound sentence is to be interpreted. Typical1y, the c1auses here 
could also have functioned as independent assertions, eg if only 1000'S il1ness 
or his being in bed is contextual1y relevant. It may therefore be conc1uded 
that for compound sentences of this type, we have ONE COMPOUND 

ASSERTION. The assertion is compound because it consists of (at least) two 
'\� assertions which are both essential for the main assertion: the first must 

necessarily be made in order to be able to make the second (... caused him to 
go to bed), because the required knowledge is not available in the hearer's 
memory. 
5.3 
Whereas an assertion, as we have defined it, is an illocutionary act, 
PRESUPPOSITION or 'presupposing' does not seem to be an act because there is 
no intended communicative change operated in the hearer due to an 'act of 
presupposing', which is rather a mental act, viz an assumption about the 
knowledge of the hearer. Of course, such an assumption may be EXPRESSED 

by various linguistic means. But as such assuming knowledge about a fact is 
not much different, pragmatical1y, from assuming knowledge ofan object. In 
that sense, 'presupposing' would be if anything a part of a propositional act 
or SEMANTIC ACT. Of course, we could give a more or less pragmatic turn to 
this reasoning, by saying that the knowledge of speakers and hearers is 
involved. And we would make it an 'illocutionary' act, if the speaker intends 
to act in such a way that the hearer knows that the speaker has sorne 
information, but in that case it fal1s together with the act of assertion. As 
opposed to proper pragmatic (il1ocutionary) acts, presupposing, as an 
assumed act, does not have any obvious purposes defined in terms of 
consequences of changes brought about in the hearer (as distinct from those 
of assertions). 

According to this argument we can no longer speak of a presupposition­
assertion articulation of sentences or utterances. 13 First of al1, presupposing, 
if an act at al1, is semantic, whereas an assertion is a pragmatic act. Secondly, 
the act of assertion is based on the sentence as a whole, not only on the 'new'­
information part of the sentence. 

Yet, such a binary articulation of sentences seems useful if we keep the 
distinction between old and new information. In that case we need another 
term for the introduction of new information, viz the term INTRODUCTION 

itself, whereas presupposing is the act of reference to known objects and 
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facts. The act of introduction, similarly, may pertain to new objects, new 
properties of old objects, and to new facts. In general the presupposition­
introduction distinction is also grammatically expressed or else to be inferred 
from existing inforrnation, eg from previous sentences in a discourse. The 
illocutionary act of assertion, then, is the pragrnatic instruction to use this 
semantic inforrnation for epistemic change, such that a set of presupposed 
propositions is expanded with a set of introduced propositions. 

It should be emphasized that these proposals are merely tentative for the 
moment, and intended to underline sorne pragmatic difficulties involved in 
the usual presupposition-assertion distinction (if assertion is taken here as an 
illocutionaryact). 
5.4 
This discussion about semantic and pragmatic information processing is also 
relevant for a further analysis of our earlier difficulties with ditTerent speech 
acts (<:ir not) within the same composite sentence. Take for example the 
following sentence: 

[54] I'1I send you a postcard this summer, because I am going to Italy. 

Superficially speaking we could say that by uttering this sentence we 
accomplish first a promise and then an assertion. Note, however, that the 
sentence is ambiguous. Due to its initial position, the main clause may 
express a presupposed proposition (1 may just have made a promise with the 
sorne content). In that case, the subordinate clause in final position expresses 
the introduced proposition, providing the reason of my (known) future 
action. This makes the utterance of the sentence an explanatory assertion. 
The second reading arises when the first proposition is not presupposed, but 
simply an announcement about future action, also followed by an expla­
natory assertion of this future action. Both propositions are introduced in 
that case. The same would hold for a third reading in which the contextual 
conditions for a promise are satisfied (a certain obligation ofthe speaker with 
respect to the hearer). This is possible only, however, ifthe specific content of 
the promise is introduced in the sentence. In other words: presupposed 
elements of a sentence cannot as such 'carry' a speech act. Trivially: 
promising to do A is senseless ifthe hearer already knows that I will do A. But 
as soon as a promise is involved, we no longer have a 'mere' assertion. We 
have a promise with the propositional base 'to send a postcard because I will 
be in Italy', much in the same way as the promise 'to send a postcard from 
Italy'. As for the conditional promises, we could say that the domain of 
validity of the promise is restricted: if unexpectedly my trip to Italy is 
cancelled, I am no longer committed to my promise. 

Note, incidentally, that there are cases ofcomplex or compound sentences 
which convey COMPOSITE SPEECH ACTS, viz in those cases where not the facts 
are related, but a fact with a speech act, or two speech acts: 
[55] I'1I send you a postcard this summer, because 1 know that I'm going to 

Italy. 
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[56] I'll send you a postcard this summer, because I know that you like 
postcards. 

In these cases, the second c1ause expresses an explanatory assertion for the 
promising act, accomplished by the utterance of the first c1ause: they express 
necessary conditions for appropriate promising. On the other hand, ifwe add 
I promise Ihal to [54], the because-clause does not express a cause of my 
promising (or only when it entails '1 know that'). Similarly, we may have 
When I am in Ila/y, rl/ send you a poslcard, but not When I know Ihal rm 
going lo Ila/y, rl/ send you a poslcard, whereas When I know Ihal rm going 10 

Ila/y, I (can) promise you lo send a poslcard is again acceptable. 

6 The pragmatics of representation in discourse 
6.1 
Dntil now we have only discussed semantic aspects ofmeaning, reference and 
representation, and the conditions of presupposition and introduction of 
propositions. There are different ways, however, to 'represent' existing, 
future or wanted facts. Sometimes the ordering of propositional repre­
sentation is parallel to that of the facts themselves. We have analysed 
examples, however, where this is not the case, viz where subsequent pro­
positions denote preceding facts. Part ofthe constraints on representation ­
which might be taken as the converse relation of denotation, reference or 
interpretation - have a pragrnatic nature. They are determined by properties 
of social information processing in conversation, beyond the semantic ones 
discussed in Chapter 4. 

6.2� 
The determinants of the order of representation are the fol\owing:� 

(i) The order of the fact-sequence 
(ji)� The order of observation/perception/understanding of the fact­

sequence 
(iii) The order of information transmission 
(iv) The order of illocutionary acts 

Constraints (i) and (ii) are semantic, whereas (iii) and (iv) are pragmatic. Ifa 
sequence of propositions is expressed along an order paral\el to the order of 
the facts themselves, we said that the representation ordering is NORMAL. 

Example: John boughl j/owers. He gave Ihem lO Sal/y. That is, if the fact 
ordering is <.p, .q), the semantic representation, and its morpho-syntactic 
expression, is (p, q), where .p is the fact denoted by the proposition p. 
Conversely, if no specific indications are given in a sequence, it will be 
interpreted as a direct mapping of the fact sequence. 
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The principie ofnormal ordering is also important for COGNITlVE reasons: 
not only do we try to represent, mentally, a sequence offacts in their temporal 
and causal order, but this representation will also constitute the basis for our 
discourse about these facts. Yet, these cognitive constraints at the same time 
allow difTerent ordering, according to (ií). As such, the facts do not determine 
our representation of facts, but rather our observation/perception and 
interpretation of these facts. In that case our observation of a fact .q may 
occur priorto the observation ofa fact .p, or rather, having observed .q, we 
may infer that this fact is a consequence of a fact •p, which as such we may or 
may not have observed. That is, in our interpretation of the world, we may 
first focus ATIENTION on .q and after that on .p, or on the specific relation 
(.p, .q). This ordering will be called COGNITlVE. Note, that in many cases 
the cognitive ordering may be identical with the normal ordering. Examples 
of cognitive ordering are John was drunk, because he had been in lhe pub, and 
She is also al lhe parly, because she had an invilalion, and John's radio is 
playing. So, he rnusl be horne, where the TENSES allow the corresponding 
interpretation of the fact-orderings. 

The third determinant of ordering, viz that of information processing, has 
been 4iscussed already in the previous section. Whereas principies (i) and (ii) 
depend on the facts and our understanding of the facts, the third constraint 
determines that the 'facts be represented' in an order dependent on the 
structure of the communicative context, viz my intentions and assumptions 
about the knowledge of the speech participants. Assuming that I want my 
hearer to be informed about the fact .q, it may well be that the hearer can 
only interpret q (or "q") ifI first inform him about a fact .p, either because of 
reasons of presuppositions or because the hearer will certainly be interested 
in conditions (causes or reasons) of a certain fact (" Why did he go lo bed?"). 
Hence, given a sequence of facts (.p, .q), the representation in actual 
discourse will also depend on whether the hearer already knows about .p, or 
about .q. It is this ordering which defines the presupposition-introduction 
structure of the sentence. Example: He had lhal accident, because he was 
drunk (with normal final position stress). 14 

Finally, we have the purely PRAGMATlC constraints on representation 
orderings. They determine an ordering of representation with respect to the 
CONTEXT beyond simple information transmission. The wishes and 
intentions/purposes ofthe speaker, the sequencing ofillocutionary acts, and 
the known and assumed' wishes, interests or intentions of the hearer are 
involved here. 

First of all, speech act sequencing may determine that facts occurring 
earlier are asserted later in order to give an explanation, a correction, a 
restriction or similar second-position illocutionary acts following any other 
speech act, as in rll give you lhe money, bUl you don'l deserve il; rll go lo lhe 
USA if1gel lhal granl, etc. 

Secondly, we have the interests and needs of the hearer as determinants of 
orderings, eg in replies to questions, requests and commands, or in general 
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the requirements of the present situation. IrJohn doesn't show up in a formal 
meeting, we wi\l ftrst assert, ideally, that he is unable to come, then that he is 
in hospital, then that he had an accident, then, perhaps, that the road was 
slippery with frost. We do not answer, in such a case, by beginning a 
narrative: "We//, it wasfreezing, and the road was s/ippery; and John was 
driving lO London (...)." Up to a certain degree, sueh indirect answers are 
possible, but only in speeifie eontexts, and often with specifte effeets. The 
conventional order is first to provide the requested information, and then 
give further explanation. Thus, the topie ofeonversation also determines the 
possible orderings. This means that those propositions must be uttered first 
whieh are 'closest' to the topie, after that propositions indicating conditions 
or eonsequences. If we are talking about road accidents, we first say "John 
(also) had an accident last week" and only then "He is in hospital" or "The 
road was slippery". Thirdly, not only requested information or topies of 
eonversation order our eontributions in a dialogue, but also the STRUCTURE 

OF(INTER-)ACTION. SO, wemay have both "He won't make it. Let'sgive hima 
hand", and "Let'sgive him a hand. He won't make it". The first is adescription 
of a faet whieh is a suffieient eondition for a speech aet (adhortation), the 
second is the adhortation followed by an explanatory assertion about the 
reason for the speech aet and the reason for helping. Note, finally, that speech 
acts are also faets. Hence, a speech aet ordering is, itse1f, normal, ifthose aets 
are ordered along the condition-consequence lineo 
6.3 
There are various ways to express these orderings. The schemata we have 
been diseussing in this and the previous sections are the following: 

(i) ([P]. [(So,) q]> 
(ii) ([q]j. [(So,) p]]> 

(iii) ([P, so q]> 
(iv) ([q,sop]> 
(v) ([[because p], q]) 

(vi) ([q, [because p]]) 

In these schemata '(' and ')' are sequenee boundaries, '[' and ']' are sentenee 
boundaries, '(' and T enclose subordinate clauses, '(' and ')' enc10se optional 
eonnectives, and p and q are c1ause variables. According to these schemata, 
and given an ordering of facts (.p, .q>, (i), (iii) and (v) would be normal 
orderings, the other would be eognitive, eommunieative and pragmatie. The 
eonnectives in (i) and (ii) are pragmatie, the others semantie. Subordinate 
c1auses in initial position often express pragmatie presupposition, the second 
position main c1ause the propositional introduetion. With special intonation, 
ordering (vi) is possible for introdueed main c1auses, eg for special emphasis. 
In general, sentence boundaries are also speech aet boundaries, although 
there are cases in whieh the eompound eonstruetions (iii) and (iv) admit 
eompound speech aets. 
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The schemata have been given for causejreason - consequence relations 
between facts, and premise-conclusion relations between speech acts. Similar 
schemata may be given for the other connectives and connections. 
6.4 
Part of the pragmatics of representation is a further explication of notions 
such as FOCUS and PERSPECTlVE, although these notions are also, or even 
primarily, to be accounted for at the level of semantics. 

The notion of FOCUS is ambiguous. COGNITIVELY, it could be recon­
structed in terms of se!ective information processing. Specific ATTENTlON for 
sorne object (thing, property, relation, fact) would probably involve con­
scious processing, fast selective perception, fast recognition, better organi­
zation in memory and enhanced retrievability (better recall), and probably 
presence in the (semantic) processing stores. It will be assumed that focus is 
PROPOSITIONALLY based in that case.B We do not, presumably, just focus 
(attention) on Peter, on illness or kissing, but on certain facts, eg that Peter is 
ill, or that Peter kissed Mary. The specific focus function of such facts would 
then consist in their role in a specific network of relations. Certain other facts 
would be viewed in relation to the fact under focus, viz as conditions, 
consequences or components. 

At the SEMANTlC leve!, focus has been discussed mostly in terms of 
'comment' (of a sentence), as opposed to topic. If it is to be ditTerent from 
topic it should not be identified with 'old information' or 'identified objects', 
but rather with new, introduced information as it was discussed earlier. 16 

Probably, the notion CHANGE OF FOCUS would on this leve! be more 
interesting from a linguistic point ofview and for our discussion, for example 
if such a change would require a new sentence. A change of possible world 
(place, time, circumstances) and a change of involved objects, could be taken 
as the basis for such a change in semantic focus. Together with the sentence 
boundary, we would have specific sentential adverbs, tense and modal 
expressions as indications of focus change. 17 In particular, the notion of 
focus would apply under the semantic (referential, representational) con­
straints discussed aboye. Sequence ordering and propositional embedding, 
as we saw, can express certain properties of semantic and cognitive infor­
mation processing. Thus, a faet under focus, although occurring later, may 
be represented first, or conversely. 

PRAGMATlCALLY the notion offocus could also be constructed in terms of 
our treatment ofrepresentation. Facts under pragmatic focus would be those 
which are immediate!y relevant for illocutionary acts and interaetion in the 
context and communicative situation, where the notion of RELEVANCE was 
defined in terms of direct conditions and consequences of (speech) acts. 
Instead of propositionsjfacts under focus we could at this leve! also speak of 
illocutionary acts or forces being under focus. A speech act would be under 
focus if it is the main act intended in a sequence of speech acts, such that the 
other speech acts are components or auxiliaryjpreparatory for that act, as 
demonstrated in the examples treated aboye. Just as, on the semantic level, 
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information under focus seems to be c10se to what we have called topic of 
discourse, made explicit as macro-structures, the pragmatic notion of focus 
thus becomes akin to that of the global speech act of a discourse, as will be 
discussed in the next chapter. We therefore provisionally conclude that a 
specific notion of semantic or pragmatic focus need not be postulated in the 
theory, because it covers various phenomena which have been defined in 
other terms. The only SPECIFlC application ofthe notion would be to the four 
principIes of representation determining discourse ordering. 

Another notion which lies on the boundary of semantics and pragmatics is 
PERSPECTlVE, which certainly has interesting linguistic implications although 
hardly any systematic research has been done on it. 18 Sequences offacts may 
be represented in various ways, according to the factual, cognitive, com­
municative or pragmatic constraints discussed above. Independent of such 
orderings, however, we may describe the facts from various perspectives, eg 

r the perspective of a certain point of time, place, person involved in the facts, 
an observer ofthe facts, or just from the point ofview ofa speaker/reporter of 
the facts. Such difTerences may show of course in the use of difTerent 
pronouns (l hit him and He hit me may both describe the 'same' fact, viz that 
John hit Peter, but difTer according to who is reporting the event), the use of 
difTerent indexical expressions in general, difTerent verbs huy versus sell, come 
versus go, etc. 

The notion is interesting in the framework of this book if perpective and 
perspective change is to be defined in terms of discourse structure. Apart 
from specific rules in literary narratives, there are indeed strict constraints on 
perspective in discourse. 

Perspective can be taken both as a semantic and as a pragmatic notion. 
Whereas truth/satisfaction is a notion determined by possible worlds and 
models, SEMANTlC PERSPECTlVE is a part of a model structure RELATlVE TO 

which truth in a world is defined. It is this perspective which determines which 
worlds are in fact ACCESSIBLE from a certain world. Thus, in our crime story, 
sentences Iike She look offher hat have different perspectival status from She 
felt depressed or She knew that he knew it. The latter examples are typical in 
many novels, where internal mental states are described with third person 
subjects, instead of first person subjects. Thus, sorne sentences can only 
express the perspective of an observer (who may or may not be identical with 
the speaker/reporter), eg She seemed unhappy or You look fine today!, 
whereas others, in normal discourse, may only express the point of view or 
'awareness' ofthe agent of an action described, as in 1wanted to hit him. There 
are languages which use specific morphemes to express difTerences in 
perspective. 19 

PRAGMATIC PERSPECTlVE does not determine truth, satisfaction or accessi­
bility, but the appropriateness of discourses, and hence should be defined in 
terms of context, viz point of view, attitudes, etc of speech participants. For 
pragmatic or contextual semantics this means first of all that sentences which 
are asserted are true in worlds accessible from the knowledge/beliefworlds of 

~.: -"'-' 



228 PRAGMATlCS 

the speaker. For pragmatics proper it means that the utterance of a sentence 
is appropriate relative to the wishes, intentions and goals ofthe speaker of the 
utterance, as in assertions, commands and requests. Perspective is also 
relative to the wishes, aims and knowledge ofthe hearer in promises, advices, 
etc. More generaIly, the identification or interpretation of utterances as 
certain speech acts may be different for speakers and hearers; in context C;, 

the utterance U; may be a promise for A but a threat for B. Appropriateness 
thus depends on perspective. 

Similarly, as in such typical examples as John pretends that he won a mil/ion 
dollars, the assignment of speech act verbs depends on the beliefs of the 
speaker relative to the truth, appropriateness or purpose of the represented 
speech (agent). These and other properties of linguistic perspective, especia\ly 
those relating semantics and pragmatics, need further investigation. 

7 Text versus context 
7.1 
One final issue which should receive some attention is that concerning the 
similarities and differences between TEXT and CONTEXT. EspeciaIly in this 
chapter we have studied discourse at the leve! of sentence sequences and 
speech act sequences. One of the natural questions to ask in such a 
framework would be whether the structure of discourse, at least from a 
grammatical point of view, could also be aceounted for in terms of (simple 
and composite) sentences on the one hand, and the structure of speech act 
sequences and of context on the other hand.20 In other words: as soon as we 
have a pragmatics accounting for CONTEXTUAL structures, such as know­
ledge and beliefs, intentions, actions, etc, why do we still need a specific 
discourse-Ievel of analysis, and not just a SENTENCES-IN-CONTEXT de­
scription? For example, in order to provide the necessary relative ·in­
terpretation of sentences, eg for the correct identification of individuals, with 
respect to previous sentences of the discourse sequence, we could also 
interpret a sentence relative to the sentence previously uttered in the same 
context of conversation. Such previous sentences, when uttered, would have 
changed the knowledge of the hearer, and the hearer would be able to 
interpret any new input-sentence with respect to this knowledge acquired 
from the interpretation of previous sentences. 

Although it cannot be denied that such an approach is interesting, and 
would certainly be valid from the point of view ofcognitive processing, there 
are serious arguments why an independent linguistic (grammatical) analysis 
of sequences and discourse remains necessary even within a pragmatic 
framework. 
7.2 
A first argument concerns specific MACRO-STRUCTURES. Just as a sentence, 
because of its hierarchical structure, is taken as a theoretical unit of a 
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grammar and not as a sequence of (utterances of) individual words (mor­
phemes or phrases), so global structures ofdiscourse require at least one level 
of linguistic analysis at which discourses, or paragraphs, are taken as 
THEORETICAL UNITS. More specifically, macro-rules do not operate on the 
contents of belief/knowledge of language users, but on sequences of sen­
tences or propositions. In this respect we maintain a distinction between 
grammatical or logical rules and constraints on the one hand and cognitive 
strategies, processes or operations on the other hand. The latter are ofcourse 
based on linear linguistic input, viz sequences of words, phrases and 
sentences. 

Similar remarks may be made for structures of sequences. First of aH it 
should be emphasized that preceding discourse cannot always be 'repre­
sented' by contex1. A limited number of individuals and properties may be 
available for direct, indexical, reference in the contexto All other individuals, 
properties and relations require introduction by previous discourse. More 
specifically, the RELATIVE INTERPRETATION ofsentences In a sequence should 
be defined whether the sequence is actually uttered or no1. That is, identity, 
continuity or difTerence of modalities, tenses, individuals or predicates is to 
be defined for sequences of sentences or propositions and cannot be given 
only in terms of what speech participants know or believe at a certain 
moment of a context in which such a sequence is uttered. Certain worlds are 
accessible only through the explicit presence of expressions of previous 
sentences. The same holds for the use ofpredicates like to précis, to conclude, 
and to summarize, and their corresponding nominalizations, as weH as for 
discourse adverbs such as consequently, thus, on the contrary, etc. 

7.3� 
From these few examples it follows that discourses should not only be� 
described at the pragmatic leve!, but require an independent level of(relative)� 
semantics for sequences and macro-structures.� 

Converse!y, a pragmatic component of description, having specific cat­
egories, rules and constraints, should not be reduced to semantics by the mere 
fact that sorne speech acts can be performatively represented in the discourse 
itself. 

Notes 
1 This difTerence holds only with normal sentence intonation and stress. As soon as 

we assign specific stress to occident in [4]0, the two sentences [4]0 and [4]b become 
again pragmatically (epistemically) equivalent, in the sense that the proposition 
'Peter is in hospital' is assumed by the speaker to be known to the hearer. However, 
in such a TOPICALlZATION there are other pragmatic difTerences, for instance the 
fact that, by contrast, the speaker denies an assumption of the hearer with respect 
to the reason why John is in hospital. 

2 By pragrnatic presupposition of an (uttered) sentence S, we mean to say any 
proposition expressed by S which the speaker assumes to be known to the hearer. 
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Derivatively we may also say this of the clause expressing this proposition in S. For 
further discussion of presupposition, see below, and - also for further references, 
eg about the distinction between semantic and pragmatic presupposition­
Kempson (\ 975), Wilson (\975), Petofi and Franck, eds (\ 973). 

3 It may seem unusual to contend that a syntactic structure alone may EXPRESS a 
connection such as causation. Although it is obvious that the meaning of 
propositions co-determines a causal interpretation of co-ordinated clauses, it 
should be stressed that c1ause ordering itself also requires semantic interpretation, 
eg temporal or causal ordering of facts. See below. 

4 The kind of phenomena we study here are sometimes very subtle, and our reftective 
intuitions not always c1ear cut. Therefore, sorne of the dilferences discussed in this 
chapter are open to challenge from (but also among) native speakers of English. 
Thus, a distinction between semantic (interclausal) and pragmatic (intersentential) 
so, may be blurred by the very close relationship between causal relations and 
'causal' explanations, ie between (implicational) connectives and inference. Yet, 
not only in logical theory but also in grammar, it is necessary to distinguish between 
connection and operations of inference. See our discussion in van Dijk (1974b, 
1975a). 

5� For reasons ofsimplicity we briefty assume here that 'presuming' or 'assuming' and 
'concluding', as expressed in the premise and conclusion structure of a proof or 
argument, are ilJocutionary acts. 

6� See van Dijk (\975a) for sorne examples. Intuitions may again differ here. We 
would be inc1ined to say in Dutch Peler is ziek. Dus, hij koml niel [Peter is ill. So, he 
does not come], but in coordinated c1auses: Peler was ziek, dus kwam hij njel [Peter 
was ill, so hedidn'tcome], where in thefirstexamplewe have SV orderingand in the 
second VS ordering. In any case, the normal SV ordering is imperative when hij [he] 
is stressed. After German also we normally have inversion, but normal SV ordering 
after heavily stressed sentence initial Also followed by a pause. Thus, although 
there are slight dilferences, these syr.tactic observations seem to corrobora te our 
distinction between semantic and pragmatic connectives in English. 

7 This does not mean that sentences withfor, denotingcausal relation, are not used in 
explanatory contexts, but only thatfor as such is purely semantic, not an inferential 
(pragmatic) connective. Unlike So, we may not begin a sentence or a dialogue turn 
with it. As was remarked earlier, however, there are other connectives taking over 
the role of for in spoken English. The same holds for German denn, which is also 
more and more replaced by weil [because]. In Dutch however, wanl [for] is very 
much used in spoken language, viz as the normal co-ordinative causal (semantic) 
connective besides omdal [because]. For details of German coordination, see 
especially Lang (\ 973). 

8 Typical1y, therefore, pragmatic connectives would be acceptable in many such 
cases, although it was assumed that then we should rather speak of two inde­
pendent sentences than of one compound sentence: I am busy. So, shul up! Nóte, 
however, that in those cases where semantics and pragmatics run parallel, as in 
explicit performative sentences, semantic connectives in compound sentences may 
be used, because the facts connected there are the speech acts performed: I promise 
Ihall will bring Ihe money, bul Jask you 10 waitfor me until alleasllwo o'c!ock. See 
Groenendijk and Stokhof (1976) for correctness conditions on compound perfor­
matives. 

9 We are here at the boundary ofwhat may still be called appropriateness conditions 
and other conditions of 'suceess'. 

10� Although the paralle1 with main c1ause and subordinate c1ause is metaphorically 
instru.ctive, it is not so easy to give precise criteria for a definition of 'main' and 
'subordinate' (auxiliary) acts within one 'composite' action. See Chapter 6 for sorne 
tentative remarks about this distinction. 

II� As for several other examples in these sections other interpretations of the 
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phenomena are possible here. Thus, modalized sentences denoting future actions of 
the speaker which the hearer would appreciate might also merely count as 
(announcing) assertions (eg because maybe-'promises' need not be kept, or 
accounted for, in the same sense as full promises). Yet, in the same sense in which 
we say that the utterance of a sentence such as Maybe Peter is i// counts as an 
assertion, we consider Maybe r 11 visit you as a (weak) promise. 

12� There are a number of theoretical intricacies which are ignored here. For instance, 
we should speak of DEGREES of success in these (and other) cases, not onJy because 
only part of the knowledge may be successfully transmitted according to purpose, 
but aJso because knowledge¡belief may, theoretically, be mutually recursive: the 
speaker must believe that the hearer believes what he (the speaker) said, etc. Note 
that according to our earlier stipulations, a communicative act as defined here is 
perlocutionary, not merely illocutionary. 

13� For a discussion ofthis issue, see the standard and recent papers collected in Petofi 
and Franck, eds (1973), Kempson (1975), Wilson (1975) and the references given 
there. 

14� Note that in a sentence like Because he was drúnk he had an accident, or /t was 
because ..., the introductory (comment) part of the sentence occurs in the 
foregrounded, initial position, in order to mark contrast or contradiction, which 
apparently is an additional (pragmatico-stylistic) criterion for sentence and 
sequence ordering. 

15� There are perhaps a few marginal counter-examples against this assumption, eg in 
those cases where we give or request all information related to a certain concept: 
Tell me all about Peter, Can you tell me something about event-sp/illing?, etc. 

16� For the notion of 'focus' - in the sense of comment and related notions - see Sgall, 
Hajicová and Beneiiová (1973), and the references given there to other work. 

17� For example, on the other hand, in the meantime, sudden/y, etc. 
18� See hQwever Fillmore (1974) and Kuroda (J975) and the references given there. In 

particular, there has been sorne research on 'perspective' in narratives, eg in 
relation to the problem offree indirect style. See Banfield (1973). For the literature, 
see Stanzel (1964) and Hamburger (1968) among others. 

19� For example, Japanese. See Kuroda (1975). 
20� For a discussion of this problem, see van Dijk (1 974c). 

•� 



Chapter 9 

Macro-speech acts 

1 The global organization of 
communicative interaction 

1.1 
One of the most expedient heuristic strategies in theory formation is the 
construction of parallels between disciplines, methods, problems, domains 
and structures. Thus, in the same way as we made a distinction between the 
micro-semantics and the macro-semantics of discourse, it seems necessary to 
distinguish between the structure of individual speech acts and the linear 
structure of speech act sequences on the one hand and the GLOBAL, OVERALL 

STRUcrURE OF COMMUNICATlVE INTERACTlON on the other hand. Such a 
distinction may be supported by a corresponding difTerentiation in the 
discipline, viz of MICRO-PRAGMATlCS versus MACRO-PRAGMATlCS. Such a 
terminological distinction, however, should be handled with careo Under 
macro-pragmatics we understand the study of the overall organization of 
communicative interaction, viz of a sequence ofspeech acts and contexts and 
their relation to the structure of discourse. Another domain of investigation 
which could be labelled 'macro-pragmatics' would have to deal with prob­
lems of SOCIAL INFORMATlON PROCESSING, viz of how communication 
takes place between groups and institutions. This type of macro-pragmatics 
should be compared with macro-sociology and macro-economics. In this 
chapter we are concerned, however, with the sociological micro-Ievel of (face 
to face or individual) communicative interaction. 
1.2 
The macro-analysis of communicative interaction pertains to the following 
aspects and problems 

(i)� can sequences of speech-acts be subsumed under more global speech 
acts and is there a pragmatic macro-structure? 



MACRO-SPEECH ACTS� 233 

(ii) if so, what is the pragmatic function of global speech acts? 
(iii) what is the cognitive and social (and action-theoretical) basis for the 

distinction? 
(iv) in what respect are global speech acts systematically relate<! to textual 

macro-structures? 
(v)� what is the empirical evidence for the assumption that (communi­

cative) interaction also has a macro-structure? 

These and related questions should be tentatively answered in this last 
chapter. 

There are several reasons for asking such questions. First of all, we know 
and use lexical expressions in order to denote speech acts (eg ofcommanding, 
convincing, advising, etc) which do not consist ofcommands, 'convincings' 
or 'advisings' alone, but also of other types of speech acts. That is, the 
sequence of (various) speech acts AS A WHOLE has the function of a 
command, advice, etc. 

Secondly, it has been observed that the planning, execution and in­
terpretation, viz processing in general, of complex information requires the 
formation of macro-structures. The same holds for the planning, execution 
and interpretation of action, and hence for complex sequences of speech acts. 

Thirdly, many conventional types of discourse (stories, advertisements, 
etc) are associated with global speech acts rather than with component 
individual speech acts. 

2 Macro-action 
2.1 
Like meanings, actions are intensional objects. They are assigned to observ­
able doings just as meanings are assigned to utterances. Just like meanings, 
actions are combined with other actions to form compound and complex 
actions and sequences of actions. Finally, it will be assumed that actions, just 
like semantic information, are organized in higher leve1 units and structures. 
More specifically, sequences of doings are assigned hierarchical action 
structures, planned and interprete<! as such, at various leve1s of macro­
organization. 

These assumptions are based on COGNITIVE necessities. We are unable to 
plan in advance sequences consisting of a great number of actions, sorne of 
which are auxiliary, sorne component and hence essential, sorne preparatory. 
In order to monitor the execution of such a complex sequence we need PLANS 

Of ACTION. 1 Such plans are not simply the intentional counterpart of the 
sequence, organized in sorne hierarchical way. They rather consist of a 
hierarchical structure for the GLOBAL organization of the sequence. Vnder 
the global control of this plan the individual actions may be chosen/intended 
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and executed. Certain steps, as we have indicated, will in that case be 
necessary, others are only optional but probable, others optional but 
improbable. Plans, thus described, are macro-structures of action. They 
determine which subsequences of actions belong together, how such sub­
sequences are related, and how subsequences may be assigned to one macro­
action. 
2.2 
Let us first informal1y discuss a concrete example: When I want to go to 
Paris, a certain number of actions wil1 be planned. Global1y, first of al1: Tm 
going to Paris' or 'Next Tuesday I'm going to Paris', or even 'Next Tuesday 
I'm going to Paris by train'. This will be the, propositional1y represented, 
macro-action determining the actual sequence of actions. Macro-actions are 
related to (macro-) PURPOSES: I may intend to go to Paris in order to visit my 
old aunt Franc;oise. Given the overal1 plan of my action, I may proceed to 
execute it at sorne point in place and time. This means that the macro-actions 
must be 'translated' into lower-level action structures. Thus, 'goingjtravel­
ling to Paris' will activate the TRAINjJOURNEY action frame, containing 
the 'reserving seats', 'buying tickets' , 'going to the railway-station', etc as 
preparatory actions, 'getting into the carriage,' 'choosing a seat', 'disposing 
of luggage', 'reading a newspaper' or 'talking with co-passengers' as oblig­
atory or optional component actions. These actions wil1 very often be 
intended just before execution: when I plan to go to Paris and visit my aunt, I 
may perhaps think aiready of taking the car or taking the train, or even 
whether I wil1 take the TEE-train, but not whether I will read a novel or a 
newspaper during thejourney, for example. Just before beginning thejourney, 
however, I may execute preparatory actions of later component actions, like 
buying a newspaper or novel at the news-stand of the station. In many cases 
the optional actions depend on the accidental initial situations: if there is 
little time left to catch my train I may take a taxi, otherwise my bike or a tramo 
These situations cannot and need not always be foreseen so that the actions 
to be carried out in those situations are not initial1y planned. Under the most 
general node of the macro-action Tm going to Paris next Tuesday', or rather 
Tm going to Paris at day t;' (in order to make the action context­
independent, except for the T, the fixed 'ego' ofeach action and action plan), 
the first global auxiliary or preparatory action, as a SUBGOAL, is planned, eg 
'1 go to the station at time t;'. Given sorne initial situation, consisting of the 
knowledge ofthe facts '1 have so much time', '1 have so much money', '1 have 
so much luggage', and such and such are my preferences of transport under 
such and such weather conditions, the rnajor action ofthe preparatory action 
is selected, viz taking a taxi or taking the tram, etc. At this level again 
auxiliary or preparatory actions are required at a more 'detailed' level, viz 
'phoning a taxi' or 'walking to the comer', etc. At a certain level of action 
organization, depending on experience and abilities, actions are no longer 
consciously planned, but automatized in a fixed ROUTlNE, which is only 
consciously executed in specific circumstances, eg when something goes 
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wrong, or when normal initial conditions are not satisfied. I normal1y do not 
have to decide which foot I first put on the step ofthe train-door, but may wel1 
be aware of this mini-task when my leg is broken and in a plaster cast. 

From this example it is clear that actions must be organized in the same 
hierarchical way as meanings, and that the control of such enormously 
complex structures requires macro-processing. 

2.3 
Actions are not normal1y macro-actions as such, but only RELATIVE TO other 
actions. In one situation an action may be the major macro-action, whereas 
in another situation it is only a component or preparatory action, eg my 
going to the station to meet my aunt, or my going to the station in order to 
begin my journey to Paris, whereas at a still more general level of activity 
going to Paris may be an optiona1component ofthe action oftaking holidays 
in Europe or of presiding over sorne EEC commission. 

Theoretical1y, macro-actions are obtained by a number of OPERATIONS on 
action sequences, similar to the operations of propositional information 
reduction. Thus, in action sequences we may delete optional component 
actions, normal preparatory actions and consequences, auxiliary actions and 
individual mental planning of those actions. Similarly n-tuples of actions 
may be substituted by one global action. In al1 these operations no action 
may be deleted or substituted which is a NECESSARY CONDlTION for the 
successfulness of a fol1owing (macro-)action. What propositions and in­
terpretability or truth or satisfaction are for discourse sequences ofsentences, 
necessary conditions and successfulness are for sequences of actions. This 
account has a theoretical nature. In actual processing of action, the oper­
ations must be represented as certain EXECUTION STRATEGlES for macro­
actions, consisting of the choice of most expedient or most preferred 
components, auxiliary actions and preparatory actions, as described in the 
previous section. On the other hand, from the point of view of control and 
from the point of view of the observation or the interpretation of action 
sequences, the operations represent control and interpretation strategies of 
agents and observers. When I observe that somebody at a newspaper-stand 
takes sorne money from his pocket, showing a newspaper to the sel1er, giving 
the money, etc, I interpret this sequence as 'Somebody is buying a news­
paper'. Whether the buyer takes the money from his left or right pocket, or 
from his purse or wal1et, whether the sel1er gives back sorne change or checks 
the price on the newspaper (which requires the exchange of the paper if the 
buyer has taken it himself from the pile), may be as such observed and 
interpreted for sorne reason in sorne contexts, but in general these specific 
actions are generalized/deleted under 'the buying/sel1ing' concept or frame. 

Similarly, at a more generallevel of action, I may be able to interpret and 
understand certain actions only by inserting them into a macro-action 
schema, eg when I see somebody leap into the canal and only afterwards see 
or hear that he was saving a child. It is in the latter case also where we may 
speak of TOPICS OF ACTIVITY, just as we introduced discourse topics or topics 
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or conversation to denote, theoretieal1y, what a sequence is ABOUT. That is, at 
each point in a sequence of actions we may ask what the sequence 'is about', 
ie what is being done. Observing a series ofdifferent actions 1wil1 al1 the time 
assign the action 'He is saving a child from the canal'. This wil1 also be the 
answer to my question .. What is he doing?", when seeing somebody jump into 
the canal. 
2.4 
That complex action sequences are hierarchical1y organized in planning and 
interpretation and that they constitute macro-actions at several levels of 
planning and interpretation seems a plausible hypothesis by now. A more 
difficult problem is the question whether these macro-structures of action 
are also organized by specific MACRo-CATEGORIES or FUNCTIONS, in a way 
similar to the macro-organization of meaning under narrative categories and 
constraints. And, if such categories exist, it should further be shown that they 
have specific cognitive and/or social functions. 

Whereas a narrative structure identifies a discourse as a certain discourse 
TYPE, of which the paUerns and rules are conventional1y known, thus 
facilitating production, interpretation, processing and storage, specific 
macro-categories of action would have to identify certain actions as action 
types with conventional properties, thus facilitating planning and in­
terpretation of actions. 

A first, rathertrivial, answer to this query is the assignment ofeach action 
to the FUNCTION this action has in the action as a whole, aceording to the 
theory of action of Chapter 6, viz PREPARATORY ACTION, AUXILlARY 

ACTION, COMPONENT ACTION, etc. The specific, conventional properties of 
these categories of action can be deduced from this function in the action 
structure. In most situations we are able to infer for each action which role it 
has in a more global action. Ifwe see a passenger taking a taxi, we may infer 
that this is an auxiliary action in a preparatory action: viz choosing a means 
oftransport in order to do something somewhere else (visit somebody, go to 
work, take a train). 

These distinctions, however, are not very refined. At the level of discourse 
they nearly have the triviality of saying that a discourse, like an action, has a 
'beginning', and an 'end'. More precise categories indicating properties of 
complex actions can, however, be introduced. Resides the category of 
HELPING we could introduce that of OBSTRUCTING or PREVENTING. At the 
same time an action may be intended to STIMULATE or to DISCOURAGE 

another action. Resides beginning and finishing we further have various 
MOOES of action execution. First of al1 we may just TRY to execute sorne 
action, HESITATE to execute the action or in executing the action; we may 
SLOW DOWN and CARRY ON, and so on. 

These action categories may be assigned specific conventional 'meanings', 
eg: 'x stimulates action A ofy' = 'x approves of A, and x thinks A should be 
continued by y, and x thinks that bydoing B, Bmay be auxiliaryfor A, or that 
by doing B, y wiU understand that x thinks A is good and A should be 
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continued'. Of course such 'definitions' should be made more precise, and a 
fixed set of primitive and defined terms should be used in such definitions. 

A certain number of these categories are just PROPERTlES of any action or 
may be so (begin, slow down, carry on, etc). Others are typical for 
INTERACTlON, like stimulate and discourage. Typical examples of the latter 
subset are also to PUNISH and to REWARD. Note that these are really 
CATEGORIES of action, not actions 'as such'; we may only punish or reward 
'by doing something e!se', eg by hitting or kissing, paying or not paying, etc. 
That is, under sorne conditions, a kiss may COUNT AS a reward. 
2.5 
The important thing about this set of categories is that they are not only 
interactional, but that they have clear SOCIAL implications. Such categories 
not only 'organize' so to speak the execution ofthe action - both in cognitive 
planning and control and in interpretation - but also define the social 
function of a given action, by specifying for example the commitments, 

\-� rights, and duties produced or changed by a particular action. Thus, sorne 
conditions for punishment are the following; 

[1]a: x does A (at ti) 
b: y does not want (like, prefer ...) A 
e: y believes that if y does B then x will probably not do A (at ti H) 
d: y believes that x does not like B 
e: ydoes B 

The practical argument involved would in that case allow the ideal social 
conclusion to be 'x omits doing A in the future'. Other components in such a 
definition could be the specific roles and functions of the agents. Thus, in 
punishments, the agent must have a certain, conventional (teacher-pupil, etc) 
or ad hoc imposed authority. In this way, a great number of interactions may 
be assigned to specific social (functional) categories defining the roles and 
relations of the agents, the establishment of rights, duties, obligations, 
commitments, etc. Thus, in helping somebody, I thereby create the moral 
obligation for his thanking or rewarding me, even if I did not have this 
particular purpose; the consequence holds by convention. In the same way as 
the more general categories of action like 'preparation', 'auxiliary', 'trying', 
etc, these categories of social interaction give a certain STRUCTURE to a 
sequence of actions. If sorne action is intended and accepted, hence counts as 
a reward, this implies that the other agent has previously executed an action 
which is judged 'good' by the rewarding agent, who at the same time will 
expect the thanks ofthe rewarded agent to follow. Similarly for the series; <x 
prohibits A, y does A, x punishes y), where the punishment is based on the 
violation of an established interdiction. 

The categories, according to our intention, do not merely dominate single 
actions, but may of course dominate subsequences of actions. Transgression 
of prohibitions, punishments or obedience may consist of highly complex 
actions. This means that we now have at least two sets of macro-eategories 
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for action, namely the more strictly cognitive and action theoretical cate­
gories and the interactional and social categories determining the function of 
an action with respect to other actions. 

3 Macro-speech acts 
3.1 
Just like actions in general, speech act sequences require global planning and 
interpretation. That is, certain sequences of various speech acts may be 
intended and understood, and hence function sociaI1y, as one speech act. 
Such a speech act performed by a sequence of speech acts will be called a 
global speech-act or MACRO-SPEECH Acr. 2 

Let us give some examples of such macro-speech acts: 

[2] A telephone conversation between neighbours: 

A. Helio? 
B. Helio Peter. This is Jack! 
A. Oh Hallo Jack. How are you? 
B.� Fine. Listen Peter. Do you still have that old bike ofJenny's which she 

doesn't use any more? 
A. Yeso Why? 
B.� Well, you know, our Laura has her birthday next week, and she needs a 

bike. And 1thought ifJenny doesn't use hers any more, perhaps 1could 
buy it and paint it and give it to Laura as a birthday presento 

A. That'sOK with me. Ofcourse 1must askJenny, butI'm sure she will be 
glad to help YOU. When do you want it? 

B.� That's terribly nice of you. Shall 1 drop in tomorrow? And you ask 
Jenny? 

A. AII right. See you tomorrow. 
B. Bye then, and thanks. 
A. Bye. 

This somewhat artificial conversation consists ofvarious speech acts ofboth 
participants, viz greetings, questions, assertions, thanks, proposals, etc. The 
whole conversation, however, may properly be summed up as the REQUEST of 
Ato buy B'S wife's old bike. Indeed, B, reporting the conversation to his wife 
may just say: "Jack phoned and asked if we would seU him your old bike". 
Similarly, the following sequence will in general be interpreted as a PROMISE: 

[3] Father looking at a painting done by his little son: 

A. But this is a fantastic painting! Did you do this!? 
B. Of course 1 did! 
A. It's terrific. 1 like it. But 1 see you need some more paints. 
B. Yeso The blue and the red are nearly empty. 
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A. Tomorrow 1'11 buy you some new ones. 
a. Don't forget them again! 
A. No! 1'11 tie a knot in my handkerchief. 

Again the conversation consists of various speech acts, such as praise, 
question, assertion, suggestion, confirmation and promise, but the whole 
functions as a promise or perhaps as a combined praise-promise. 

The question is: under what conditions may sequences of speech acts in 
monologue or dialogue conversations be assigned to one global speech act? 
3.2 
In order to be able to answer this question we should recal1 the operations 
postulated for semantic information reduction, both for propositions and 
action sequences. These operations delete irrelevant or predictable infor­
mation and combine several units into a higher level, more general unit. For 
speech acts as wel1 as for actions in general, this would mean that preparatory 
and auxiliary speech acts may be deleted, as wel1 as those component speech 
acts which, taken together, define the essential component of the resulting 
global speech acts. Similarly, expressions of mental states and context 
descriptions may be deleted, although they may determine the acceptability 
(politeness, credibility, etc) of the speech act. Final1y, those speech acts 
establishing, maintaining and concluding the sequence, ie the communicative 
interaction in general, may also be dropped in macro-interpretation. 

Thus, in our first example, the conversation between neighbours, we may 
delete the speech acts establishing and concluding the conversation ("Helio!", 
"Bye !"), the necessary identification ofthe speech participant (" This is ..."), 
expressions ofpoliteness and friendship, viz the greetings ("Helio!", "How 
are you ?") and their responses, communication maintaining and topic 
indicative adhortations ("Listen!"). Then, in order to construct the context 
for the request, a must first make sure that the object to be requested is still in 
the possession of A, which is a necessary condition for (request 00 a buy-sel1 
interaction. This preparatory part ofthe request is executed, typical1y, by a 
question, fol1owed by a affirmative answer, fol1owed by a question (" Why?") 
ofthe addressee A because of the expectations raised by the specific question 
ofa with respect to the bike. The core proper ofthe request-conversation may 
then fol1ow, embedded in politeness, hedging and indirectness formulas 
(" We/f', "you know", "J thought", "perhaps") and conditionals ("J! Jenny 
doesn' I use il any more . .."): "Can J buy it ?" in the polite cou/d-form. These 
politeness forms are required because requests for selling something are 
normal1y more unusual than otTers to sel1 in such situations, and because a 
cannot be sure whether A will not have other plans for that bike, and 
therefore tries to leave the decision of complying with the request ful1y open 
to A. The (local) request in the conversation is further embedded in a 
motivation: in order to be able to ask for an object it should be indicated why 
I want to have/buy that object, viz by declaring that I want to give it as a 
present, which in turn presupposes a statement about somebody's birthday 
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and the existing needs motivating the particular presento After this com­
pound request, A may give his conditional compliance with the request, 
accompanied with the reassuring expressions ("O!course ..., bul ...", "rm 
sure ...", " ... will be glad ...") taking away 8's hesitations. And, in order to 
emphasize his willingness to help 8, A immediately prepares the necessary 
consequent actions of the request, Vil the exchange of the requested object, 
by asking about the time ofthe exchange. Before 8 then proposes such a time, 
he first must show his gratitude to A. The proposal (again in question form, 
not in direct indicative fonn) is then accepted and confinned by A, and the 
conclusion of the discourse initiated by indicating the time of the next 
interaction, Vil the consequence of this request-conversation. Finally, re­
peated thanks from 8 and conclusion of the conversation. This more or less 
detailed, though still rather informal, description ofthe sequence shows that 
certain speech interactions are intensively prepared and embedded in socially 
necessary acts ofpoliteness and hesitation. As such, these acts are not part of 
the request itself, which might in a quite other context have been made as 
follows: 

[4] A. Helio? 
8. Helio Peter. This is Jack. Listen. Do you want to sell me that old bike 

of Jenny's? 
(...) 

Besides these acts of what might be called social 'decorations' or social 
'wrapping', the proper request is made in several steps: 

[5]i: establishing a necessary condition: the possession by A of requested� 
object;� 

ii: motivating the request; 
a: establishing a necessary condition: birthday; 
b: intended action for which the object is needed: giving as a present; 

iii: stating a condition : request to be complied with only if the requested 
object is for sale/is not used; 

iv: request-proposition; 
v: statement of intentions with respect to the object as repeated motivation. 

Both for the social decoration as for the optional and necessary steps ofthe 
request, the macro-rules refonnulated aboye are valid. The only information 
remaining for A is [5]iv and perhaps [5]ii: the preparatory and component 
speech acts together are integrated into the one speech act of (polite) request. 

A similar description may be given for the praise-promise conversation 
between father and son in [3]. The praise, first of all, is conventionally 
followed by the 'it is unbelievable' game, in which agents, especially parents 
and children engage in order to enhance the praise. The praise, again 
traditionally, establishes a weak obligation for the one giving praise, Vil a 
form of recompense. Such an act of recompense is successful only when an 
act is perfonned which benefits the praised/recompensed person, eg when a 
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wanted present is given. This need must first be made conscious by a 
suggestion Iike "Bu! 1 see you need sorne more paints." If this suggestion is 
accepted, the one making the suggestion is committed to giving a present, a 
commitment expressed by the promise to buy it in the near future. By an 
ironical question, presupposing the breach of a past promise, the son then 
tries to strengthen the commitment of the father, who then must guarantee 
the proper execution of his promise. In this conversation, two major speech 
acts are connected in the usual way: the final state of the former (a weak 
obligation) may become the initial state ofthe latter (preparing the promise). 
Again, a macro-speech act is performed if aH speech acts of the sequence are 
optional or necessary preparatory or auxiliary speech acts, or normal 
component speech acts, such that the context is established (the required 
knowledge, needs, intentions, duties, expectations, etc) for the 'main speech 
act'. Both examples satisfy these conditions of the macro-operations. 
3.3 
Macro-structures have two major cognitive functions: they REDUCE/ 

INTEGRATE information and at the same time ORGANIZE the information 
according to certain macro-eategories determining the FUNCTION of a sub­
sequence (or its macro-structure) with respect to the sequence as a whole. For 
actions, first ofaH, this function may be the role ofthe action in the action as a 
whole, viz a preparatory, auxiliary, protagonistic, antagonistic, stimulating, 
or component action. Secondly, the function may be determined by the social 
situation in which the action is executed or established by the action, 
resuIting in a change in duties, rights, obligations, roles, etc, as was the case in 
punishing and rewarding somebody. The same distinctions hold for speech 
act sequences and their macro-structures. We have seen that each speech act 
has a specific function in the accomplishment of the main speech act, eg a 
preparatory, auxiliary, initiating/concluding or emphasizing function. Since 
speech acts are conventional, however, each act is part of a social interaction 
during which a social situation is changed or established. If I ask somebody 
whether he still has object a, the hearer will interpret my question as a 
preparation for another speech act, eg a question or request: he will modify 
his expectations accordingly and ask "Why?". Similarly, requests are more 
acceptable if plausible motivations for the request are given, whereas 
compliance with the request requires the expression of gratitude, ie the 
execution of a conventional obligation. 

The same is true for the macro-speech acto That is, the change in the social 
situation operated by the discourse/sequence of speech acts as a whole 
identifies, delimitates or defines the macro-speech act involved. Only the 
commitments, duties or obligations established by the speech act as a whole 
are valid for subsequent action and interaction. Thus, in our first example, B 

has the right to expect that A will keep his promise to ask his wife about the 
bike, but at the same time is committed to A because of A'S willingness to he1p 
B; conversely, A is committed to execute the promised action. 

ParaHel to these and other SOCIAL RELATIONS between the participants, we 

lIIf� 
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also have global changes in the 'mental' states of knowledge and beliefs of the 
participants. A knows that B needs a bike, and B knows that A is willing to sell 
him the bike. More particularly, the next day, A will be expecting to see B 

drop in in order to have the final decision and to conclude the transaction. 
This knowledge will exclude, for example, A'S question to B the next day when 
B comes by: "Hello Jack, what do you want ?". Such a question - after one 
day - would highly embarrass B. 

Note that after the conversation A wi11 have a whole set of information, eg 
that his neighbour's daughter Laura has her birthday next week and that 
Jack intends to paint the bike, but due to the rules ofinformation reduction, 
this information wi11 have a hierarchica11y subordinate place in the memory 
structure of the conversation, being dominated by a macro-proposition like 
'Jack needs a bike'. Ifneeded, Peter may ofcourse in later situations retrieve 
the more detailed information through the macro-information, by inverse 
application of the macro-rules, eg by trying to recover the motivation of 
Jack's wish and request. Similarly, Peter may also draw all logical and 
inductive implications from the macro-proposition stored, eg that Jack has 
no bike for his daughter, or has no money to buy a new one. At the macro­
level, however, the most important information for the success of future 
(inter-)action of both participants is that A knows that B needs a bike, and 
that B knows that A is wi11ing to se11 one. In a sti11 broader framework of 
action, the complex request, executed in a sequence of speech interactions, 
functions itself as a preparatory action for the auxiliary action of B, viz 
buying a (cheap) bike, which is a normal condition for the main intended 
action, viz giving a bike as a present to his daughter. It is this main action 
which satisfies the wish, need or duty of B. The request is, as a whole, merely a 
preparation for the main action. In PLANNING this complex action, at least 
the fo11owing steps are executed: 

[6]a: i Laura has no bike, but needs one. 
b: ii Her birthday will be a good occasion to give her a bike. 
e: iii I wi11/wish to give her a bike for her birthday. 
d: iv I have no bike to give her. 
e: v How do I get a bike to give her?� 
f vi I must buy a bike.� 
g: vii A bike is expensive, and I have no money. 
h: viii Could I get a cheap bike? 
i: ix Used bikes are cheap. 
j: x Where do I get a used bike? 
k: xi Jenny next door has an old bike she doesn't use. 
1: xii 1'11 ask her to sell it to me. 

These are (sorne 01) the steps in a strategy of everyday problem-solving 
needed in order to be able to execute a preferred action (giving a present). 
These premises ofthe practical reasoning willlead to the practical conclusion 
that Jack phones his neighbours, in order to execute the planned preparatory 
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action: the request. Most probably, the precise 'content' of the conversation 
is not planned in detail. Which would be impossible because the context, 
especially the responses of the other participant, cannot fully be predicted. 
Hence, in the initial plan, the agent will only take up the MACRO-ACTION '1'11 
ask the neighbours to sell me the bike' as a specific macro-speech acto In this 
(macro-)plan, the agent will only have to take into account the final state and 
the consequence ofthe request, viz 'The neighbour wants to sell me his bike', 
implying that I get the bike, which is a necessary condition for the execution 
of the main action (giving it as a present to my daughter). 

We see that macro-speech acts have their functions in the planning and 
execution of global actions. Relevant in this broader context of interaction 
are only the final mental and social states brought about by the speech act as a 
whole. 

4 Macro-speech acts and discourse 
4.1 
After an account of the cognitive and social functions of global speech acts, 
assigned to sequences of speech acts, we should briefiy consider what is the 
reJevance ofthese hypotheses in a pragmatics of discourse. 3 It seems natural, 
at this point, to try to relate SEMANTIC MACRO-STRUCTURES to PRAGMATIC 
MACRo-STRUCTuRES,just as we systematically related sequences of sentences 
to sequences of speech acts in the previous chapter. One of the intuitive 
reasons for such an attempt is the fact that discourses such as dialogues and 
conversations may be assigned their global coherence and identification, and 
hence their global function, within the framework of a macro-speech act. We 
know that the conversation between Jack and Peter above is a coherem and 
acceptable dialogue because the utterance ofsuch a dialogue text involves the 
accomplishment of one speech act. In fact, one ofthe bases for distinguishing 
ditTerent TYPES OF DlSCOURSE, such as narratives or advertisements, is the 
possibility of assigning one, simple or complex, macro-speech act to the 
production of such a discourse. 
4.2 
From the analysis of the examples of global speech acts proposed above, it 
has already been seen that the meaning of a discourse is closely related to the 
speech act accomplished by the utterance of that discourse in a context of 
conversation. This is particularly obvious in the macro-operations yielding a 
global meaning of a passage or of the whole discourse. In Chapter 5 it has 
been shown that these semantic macro-operations define which information 
in a discourse is relatively important or relevant, viz by deletion or in­
tegration of less important information. It has been emphasized, however, 
that these operations also depend on certain pragmatic parameters, con­
nected with the type of discourse involved. That is, what is important 
information not only depends on the semantic structure of the text but also 
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on the pragrnatic functions ofthe discourse. Thus, we know intuitively that a 
(state) description in an everyday story is conventionally less crucial than the 
description ofthe main actions. The crime story beginning, for instance, with 
a description ofthe town only provides a setting for such major actions. The 
converse is true, however, in a tourist guide. Here the description of a town, 
building or landscape is more relevant than incidental personal actions or 
events of the writer. This is true for communicational reasons. The pragmatic 
function of the tourist guide discourse is to provide information for the 
reader about places he might want to visito Such a discourse provides factual 
conditions for possible future actions of the reader. In story-telling con­
versations, however, there need not be such conditions. The function of 
narratives may be just to operate a change in the knowledge set of the 
hearerjreader and a change in bis evaluation set with respect to the 
speakerjnarrator, with respect to actions narrated, or with respect to the 
style of the story. Moreover, both participants may know that the events 
narrated only take place in sorne alternative world, so that no direct practical 
information about the actual world is transmitted (in fictional narrative). 

Given a certain context of comprehension in which indications, such as 
title, name of author, preface. publisher, outer form of bookjmagazinej 
newspaper, etc, are available, it is possible to infer the provisional hypothesis 
that the discourse is a story (or novel), tourist guide or newspaper bulletin. 
The hearerjreader will appropriately choose the macro-operations to apply to 
those parts of the discourse which are pragrnatically most relevant. 

Similarly, in the telephone conversation used in this chapter, pragrnatic 
and social conventions will determine at the same time a semantic selection 
among the ofTered information. Since we do not normally phone people only 
to say "Hello" or "How are you?" - at least not neighbours we see every 
day - the meaning of the greeting will probably be marginal with respect to 
other meanings in the discourse. Similarly, we do not just ask somebody 
whether he still has his old bike, but only as a presuppositional preparation of 
another speech act, eg a request. This means that, semantically also, the 
proposition 'A has an old bike' is hierarchically subordinated to the 
proposition(s) underlying the sentence expressing the request-core: •A wants 
to sell his bike to B'. In this respect the formation of semantic macro­
structures is also a function of the pragrnatic macro-structure. 
4.3 
On the other hand, it may more specifically be argued that the semantic 
macro-structure in turn determines the successfulness of the global speech 
acto Trivially, the macro-act must also have its specific 'content'o We do not 
just request something, but request somebody to do something (for us). It 
may well be the case that tbis particular content is not directly expressed in a 
particular sentence of the discourse, but is macro-entailed by the discourse as 
a whole. Typically so in indirect (polite, politicaljdiplomatic) requests, 
advices, etc. In that case, the macro-proposition defines the specific content 
of the global speech acto 
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4.4 
The most obvious ways in which macro-structures or macro-functions of 
discourse may appear is direct expression of such structures or functions in 
the discourse itself. Thus, at the beginning or end of a story we may typically 
have introductory formulae like "Do you know the story 01 . .. ", "rII tell you 
about ..." or "This was the story 01 . .." or simply "This is the end 01 the 
story". 

The same holds for speech acts proper (we do not discuss here whether 
narration is a global speech act or not).4 At the beginning of a longer speech 
we may say "rll give you sorne good advice:", or at the end: "This is a 
promise". Such expressions are what we might call MACRO-PERFORMAT1VES: 

the sentences themselves are not performative, but they express the illocu­
tionary force of the discourse as a whole. 

The same holds of course in the non-performative, descriptive use of 
speech act predicates, typically in summaries of discourse/speech acts: "He 
warned me . ..", "She promised me . ..", or "He asked her . .. ". These 
predicates may refer to the macro-speech act performed by a speaker referred 
to and its content will in that case be the macro-structure of the original 
discourse, not necessarily one particular sentence from it. 
4.5 
That the pragmatic function of an utterance is often somehow expressed in 
the grammatical structure of a sentence is well known. The same may hold 
for the expression of macro-speech acts through the discourse as a whole. 
Given a command context, we may expect typical uses of pronouns (eg du in 
German), imperative syntactical structure, selection of typicallexical units, 
(the absence of) hedging, indirectness, etc, as a global constraint on the 
sequence. Similarly, the sentence will globally have to refer to an action of the 
hearer in the near future. We can make the general, albeit still vague, 
assertion that each global speech act determines the STYLE of the discourse, 
viz the set of grammatical structures resulting from choice-operations on 
semantically equivalent options. That such stylistic difTerences imply prag­
matic difTerences appears from such pairs as "Pass me the salt" and "Please, 
pass me the salt" or "Could you please pass me the salt?". 
4.6 
Discourse type categories themselves may be pragmatically based. Wherea\a 
SErrlNG in a story is part of a hierarchical structure which, as such, has no 
pragmatic function, there are discourse types where similar global structures 
at the same time organize the global speech act, eg in arguments. Thus, the 
PREMISE-CONCLUSION structure not only has semantic properties (eg impli­
cation of the latter by the former), but also determines the structure of the 
ACf of arguing: a conclusion is drawn, an inference made. lt is exactly this 
property which difTerentiates connectives like because from sentence initial 
so. Similarly, we may give EXPLANATlONS by referring to causes or reasons 
for sorne event or we PROVE that sorne proposition is true or falseo 

At another level we have conventional organizations of discourse like 
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INTRüDUCTlüN-PRüBLEM-SüLUTIüN-CüNCLUSlüN, in which the structure 
also parallels that of the corresponding global speech acts, and of action (eg 
problem solving) in general. 5 

4.7 
We may conclude that the assignment of a global speech act to a discourse, 
and in particular to dialogue discourse in conversation, also contributes to 
the CüHERENCE of such a discourse. There are connections not only between 
sentences (semantic) and macro-structures (propositional), but between the 
acts performed in uttering sentences and expressing macro-structures (linear 
and hierarchical). The content of a greeting, as such, need not be related to 
the semantic structure of the rest of the discourse, but the act ofgreeting may 
be a necessary condition for the accomplishment of a request, viz as a social 
wrapping and preparation of the goodwill of the hearer. 

Just as we say, in the semantics, that a discourse has this topic or theme or 
is about such and such, we may say, in the pragmatics, that it had this 'point' 
or 'purpose' or 'function', thereby referring to the global speech act perform­
ed by uttering the discourse in the appropriate contexto Indeed, as we said 
aboye, semantic and pragmatic macro-structures must run parallel in pro­
duction, monitoring and interpretation: in communication the hearer must 
be made to know what major speech act is performed, and at the same time 
what the global content of the assertion, promise, request, advice or 
prohibition is. 
4.8 
The few remarks in this final chapter have been tentative and unsystematic, 
but at the same time, programmatic. Until now, little analysis has been given 
ofthe interdependence ofglobal discourse structures and their pragmatic and 
social functions, and our observations are intended to demarcate a broad 
array of problems, both for Iinguistics proper and the theory of discourse in 
general. The crucial fact is that the cognitive constraints on information 
processing, which require the formation of semantic macro-structures and 
which organize acts and speech acts in global units, at the same time have 
social implications: they determine how individuals wish, decide, intend and 
plan, execute and control, 'see' and understand, their own and others' 
speaking and acting in the social contexto Without them the individual would 
be lost among a myriad of detailed, incoherent pieces ofvisual, actional and 
propositional information. Operations, strategies, rules and categories are 
necessary to connect, generalize, organize, store and use that information in 
interaction. It is a major task oflinguistics, discourse studies, psychology and 
the social sciences in the coming years to account for this systematic ínter­
dependence of meaning and action, ie of text and contexto 

lIIf� 
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Notes 
l The psychological basis for PlANS of action is discussed in Miller, Galanter and 

Pribram (1960). See also van Dijk (19760). 
2 There has been little explicit reference to macro-speech acts in the philosophy of 

speech acts. Fotion (1971) has discussed 'master speech acts', though from a 
different point of view. 

3 The idea that utterances are to be studied as an integral pan ofthe social situation in 
general, and of communicative interaction in particular is of course not new. It has 
its tradition in classical work by Malinowski and linguists infiuenced by this 
tradition (eg Firth, 1957, 1968). The most comprehensive theoretical framework in 
this sense is that of Pike (1967). Our discussion has tried to contribute insights into 
the more precise kinds and leveis of coordination between language use and 
interaction, and to specify how sentencesjspeech acts function within global 
structural units. 

4 See Searle (l975b) and van Dijk (l975d). 
5 See van Dijk (1976b). 
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abilities 180f� 
abstraction 146� 
acceptability 2, 13, 190� 
accessibility 30� 
act, see action� 

speech, see speech act� 
versus action 176� 

act(ion(s» 2, 167-88� 
auxiliary 177� 
communicative 198, 219ff� 
complex 177� 
compound 174, 177� 
counteñactual nature of 181� 
discourse 104, 183� 
and doing(s) 172//� 
function(s) 236f� 
iUocutionary 195� 
of language 195//� 
locutionary 196ff� 
logic 184f� 
macro-acts 233//� 
mental 174� 
mental conditions of 178//� 
negative 181//� 
perJocutionary 196.ff� 
propositional 196ff� 
referential 196.ff� 
semantic 196//� 
sequences I74, I77� 
simple 176� 

activities 176� 
anthropology 12� 
appropriateness 2, 191� 
argument(s) 155, 245� 

ascription (of action) 182� 
assertion 219f� 
attitudes (propositional) 34� 
axiom 20� 
axiomatization 25� 

boulomaeic logic 180� 

calcuJus 21� 
capacities 181� 
categorial grammar 38� 
categories� 

logical/syntactic 19f� 
narrative 153f� 
semantic 38f� 

change(s) 168//� 
and event(s) 168//� 
of individuals 94� 
of properties/relations 96� 
oftopic ofconversation 51,100� 

cause/causation/causality 48, 68/f, 170// 
cognitive� 

basis of macro-structures 155//� 
basis of narrative structures 158//� 
processes 7� 
semantics 7� 
structures 3� 

coherence 93-129� 
analysis of 98//� 
versus connectedness 91� 
linear/sequential versus global 95� 

collaboration 186� 
comment, see topic (and comment)� 
communicative acts 198, 219.ff� 
compatibility 49, 55, 97� 
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completeness� 
(in-, over-, under-)completeness� 
of discourse 109ff� 
of formal systems 23� 

complex semantic information pro­
cessing 143.0; 155ff� 

Compli~ation (narrative category) 154� 
composlte sentences� 

versus sequences of sentences 205f� 
concepts 35f, 39� 
conceptual structure 159ff� 
conclusion (of argument) 208� 
condition(s)� 

necessary 71� 
possible 71� 
sufficient 48, 69ff� 

conditional(s)� 
actual 68ff� 
direction of 67� 
hypothetical 76ff� 
material 77� 
speech acts 217ff� 
strength/strictness of 67� 
s~bor~inating/coordinating 89� 

conJunctlon 58-63� 
conjunctions, see connectives� 
connection 9f, 43ff� 

conditions of 9, 45ff 
connectives 9f, 52-92� 

combined 82ff� 
double 74� 
logical21f� 
natural versus logical 53ff� 
phrasal53� 
semantic versus pragmatic 67 86� 

208ff ' ,� 
connexive logic, see relevance logic� 
consequence(s) 170ff� 

necessary 48, 71� 
possible 69� 

consistent� 
description 127� 
formal systems 23f� 

context (pragmatic) 3, 189ff� 
actual 192� 
possible 192� 
structure of 191ff� 

continuation (possible -) 135� 
contrastives 81f� 
convention(s) 1, 13, 187� 
conversation 8f, 12, 140.0; 202f� 
counteñactual conditionals 32, 79ff� 
counterpart(s) 32� 
course of action(s) 69ff� 
course of events 30, 69.0; 171� 

INDEX 

credibility condition 199� 

decision(s) 174, 179, 180� 
logic 180� 

deduction theorem 57� 
denial 57, 121� 
denotatum 33� 
derivability 23� 

syntactic - versus semantic entailment� 
23� 

derivatíon 44, 57� 
relevant 55� 
rules 20� 

description� 
of action 182ff� 
(in-)complete 97� 

desire(s) 178f� 
dialogue (see o/so conversation)� 

. macro-structure of 140.0; 238ff 
dlmension 96f 
discourse 

action 183� 
as object of linguistic theory 3� 
study of 5, Ilff� 
versus text 3� 

distribution (of information) 206� 
doing(s) 172ff� 
domain (of individuals) 25, 96� 
doxastic logic 180� 

effectiveness 20 I� 
entailment 23, 28, 54.0; 68� 

between discourses 131� 
~f macro-structure by text 134f� 

Eplsode (narrative category) 154� 
epistemic logic 180� 
Evaluation (narrative category) 154� 
evaluation (pragmatic) 200� 
events 168ff� 

compound 169� 
course of 30, 169ff� 
sequences of 170� 
series of 170� 

explanation(s) 72, 105f, 208� 
explicit (information in discourse) 94[,� 

108ff ' 
extension 33ff 

fact(s) 33, 41, 97� 
relatedness of 47f� 

final state 169� 
focus 107f, 114ff, 209, 226ff� 
forbearance 181� 
formallanguages 19f� 
formal pragmatics 37� 
formation rules 19f, 24f� 
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frame(s) 135ff, 159ff� 
and coherence 112� 
as conventional knowledge 99ff� 
and macro-structures 135ff� 

functional (view oflanguage) 167� 

grammar� 
aims of If� 
components of 7� 
as form-meaning rule system 2� 
scope of 3� 

identity (referential) 10, 32f, 93� 
illocutionary act (see a/so speech act)� 

195� 
implication� 

and discourse coherence Illff� 
joint 134f� 
material 54� 
relevant 55� 
strict 28, 54� 
strict relevant 57� 

implicit (information in discourse) 94f, 
108ff� 

importance (see a/so relevance) 146� 
index/indices 37� 
indexical semantics 37� 
indirect speech acts 202� 
individuals� 

actual 33� 
possible 32ff� 
as values of expressions 25� 

inference 73, 77� 
rules of 20� 

inferential adverbs 209� 
information� 

distribution of 94, 206� 
explicit versus implicit 108ff� 
levels of 75� 
processing (pragmatic) 218ff� 
processing (social) 232� 

initial state 169� 
intension(al) 33ff� 

logic 36, 38� 
object(s) 9, 33� 

intention 173fJ, 178ff� 
global 177� 
versus purpose 174� 
-successful 175� 

interaction 167f, 185ff 
interpretation 3, 21ff� 

of doings as actions 182ff� 
relative 45, 56, 95f� 

introduction (and assertion) 221f 

knowledge� 
and action 178� 

and frames 99ff, 159ff� 
and pragmatic conditions 194� 
of the world 4, 99ff� 

language� 
formal19ff� 
and social interaction 167� 
theory of Iff� 

letting 181� 
lexicon 4, 160f� 
linguistic theory Iff� 
literary scholarship 12� 
locutionary act 196f� 
logic 19ff� 

action 184fJ� 
epistemic 184� 
modal 27ff� 
and naturallanguage 37� 
tense 28f� 

macro-action 233ff� 
macro-categories (of action) 236� 
macro-operations 143ff� 
macro-performatives 245� 
macro-pragmatics 232� 
macro-rules 143ff� 
macro-speech acts 232, 238fJ, 247� 

and coherence 246� 
and discourse 243ff� 

macro-structures 6, 50, 95, 130-63� 
cognitlve basis of 155ff� 
and coherence 148f� 
of dialogue/conversation l40ff� 
and discourse types 147, 153ff� 
as explication of topic of discourse� 

137� 
and frames 159ff� 
levels of 137, 146� 
linguistic evidence for 149ff� 
and meaning of discourse 143� 
and narrative 153ff� 

meaning 33ff 
memory 155ff 
mental 

acts 174� 
concepts in action 178� 

missing link(s) 95, 109� 
modallogic(s) 27ff� 
modality (-ies) 2711� 

de re versus de dicto 32� 
logical 27ff� 
natural 74� 

model(s)� 
connected 56, 95f� 
discourse 96� 
logical/semantic 26, 31� 
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model(s) (cont.)� 
sequence 95f� 
structure(s) 31� 
subo, 105� 

model-theoretical semantics 26� 
modus ponens 20, 25� 
Moral (narrative category) 154� 

narrative 4, 153ff� 
and cognitive processing 158f� 
and macro-structures 153ff� 

necessary condition(s) 171f� 
necessity 27ff� 
negation 56f� 
negative action 181ff� 

obligation(s) 72, 187� 
operator(s) (modal) 27� 
ordering� 

of facts 223ff� 
free 106� 
of sentences 97f, 103.ff, 223ff� 
normal 61, 97f, 103ff� 

organization (of complex semantic 
information) 143.ff, 155ff 

paragraph 152f� 
participant(s) 193� 
perception� 

and discourse ordering 107� 
and macro-structures 158� 

performatives 201� 
perlocutionary act 196, 198f� 
perspective 209, 226ff� 
phase(s) (of events) 169� 
plan(s) 158f, 177, 180, 233f� 
point ofview 49,71� 
possibility 27ff� 
possible world(s) 29ff� 

altemative 30� 
and events/actions 168ff� 
normal 74, 80� 

postulates� 
defining possible worlds 71� 
semantic 35� 

pragmatic(s) 2, 189ff� 
aims of I 89ff� 
connectives 209ff� 
of discourse 205ff� 
information processing 218ff� 
interpretation 190� 
macro-structures 232ff� 
model structures 191� 
of representation 223ff� 

praxeology 196� 
predicate logic 23ff� 
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preference 179� 
logic 180� 

presupposition 68f, 112, 206f, 221ff� 
prevention 181� 
process 170� 
production (of discourse) 158f� 
proposition(s) 21,36,41� 

compound 21� 
as possible fact 36� 
and possible worlds 29f� 

propositional� 
act 196f� 
attitudes 34� 
function 24� 
logic 20ff� 

psychological articIe 155� 
psychology (cognitive) I 55ff� 
purpose 174ff, 178ff� 

-successful 175� 

quantifier(s) 23f, 96� 

range(s)� 
epistemic I 19� 
of predicates 39, 96f� 
of semantic space 39� 

reason(s) 72, 179� 
recalI I 55ff� 
reduction (of information) 143.ff, 155ff� 
reference 3, 33ff� 

transparent versus opaque 34� 
referent 33� 
relevance 45f� 

logic 55ff� 
pragmatic 97, 208f, 226� 
semantic 55ff� 

representation (of facts) 223ff� 
Resolution (narrative category) 154� 
result 171� 
rhetorics 4, 11f, 201� 
rules� 

of inference 20� 
of interpretation 21ff� 
of language If� 
macro- 143ff� 

satisfaction 6 I� 
selection function 56� 
selection restriction(s) 39� 
semantic� 

acts 197� 
categories 38f� 
transformations/mappings 143ff� 
trees 69ff� 

semantics 3, 9� 
cognitive 7� 
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contextual 37� 
formal/logical 19--42� 
of modallogics 28ff� 
and naturallanguage 37ff� 
of predicate logics 21ff� 
of propositional logics 25ff� 
truth functional 21ff� 

semiotics 189� 
sentence(s)� 

composite 205, 206ff� 
complex 206ff� 
compound 3, 206ff� 
as grammatical unit 2� 
ofiogical languages 24� 
sequences of 3,44, 86f, 1031ff 206"� 

213ff ~, ~J> 

sequence(s)� 
of acts 177� 
connected 86ff� 
of events 170� 
of facts 103� 
of sentences, 3, 44, 86f, 103.0; 206ff� 

213ff '� 

~f speech acts 86, 202f, 213j]"� 
senes� 

of events 170� 
of individuals 98� 

set theory 26� 
Sett.ing (narrative category) 153� 
slmllanty� 

of meaning(s) 97� 
. ofpossible worlds 29f, 35f, 74, 79f� 

smcenty condition 199� 
situation(s) 29.0; 168ff� 
social� 

functions/roles 201� 
information processing 232� 
psychology 12� 

sociology 12� 
sortal semantics 39� 
speech acts 195Jl� 

indirect 202� 
macro- 232--47� 
sequences of 202f, 205ff� 

state(s) 30� 
description(s) 168f� 

statement 21� 

style 245� 
stylistic 4, 12f, 201� 
successfulness 175� 
sufficient condition 171� 
summary 157� 
syntax (Iogical) 19f� 

tense logic 27ff 
text� 

as grammatical unit 3, 5� 
versus context 228f� 
versus discourse 5� 
grammar(s) vii� 

theme 6, 132 (see also topic of con­
versation)� 

theorem 20� 
time 168� 
topic� 

atomic 136� 
of activity 235� 
change 51, 138, 140� 
and comment 94, 114ff, 120, 206f� 
of conversation/discourse 6, 50.0;� 

130ff� 
and macro-structure(s) 137ff� 
of sentence versus - of discourse 119� 
set 136� 
sub-136� 

topical sentence 136, 150� 
truth� 

conditions 26� 
functional semantics 21ff� 
tables 21f� 
values 21� 

type(s)� 
of discourse 4, 147� 
semantic/logical 38� 

units of grammar 2, 5f� 
universe of discourse 26� 
utterance(s) 192f� 

type versus token 192f 

valuation function 25, 50� 
variables 24, 117� 

want(s) 173, 178f� 
well-formed formulae (wfT's) 20� 
world, see possible world� 




