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 The analytic method in philosophy . . . provokes argument and when 
practiced with an open mind it engenders dialogue. At its best, dialogue 
creates mutual understanding, fresh insights, sympathy with past think-
ers, and, occasionally, genuinely new ideas. 

 —Donald Davidson, “Foreword,” in  Two Roads to Wisdom: Chinese and 
Analytic Philosophical Traditions , edited by Bo Mou 
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 What struck me the most about Davidson when we became colleagues 
at Stanford in 1966 was the wide scope of his interests and abilities. He 
taught courses ranging from logic and decision theory to ethics, epistemol-
ogy, philosophy of science, philosophy of language, history of philosophy 
(ancient, medieval, and modern), philosophy of music, and philosophy 
and literature. And he enjoyed it. Anything he became interested in he 
wanted to master, not just in philosophy but in very diverse fi elds, among 
them music, where he experimented with various instruments and did 
well enough on piano to play four-handed with Leonard Bernstein; sports, 
where he enjoyed skiing, climbing, surfi ng, fl ying, and gliding; and practi-
cal matters, where he quickly saw how mechanical or electronic devices 
functioned and could repair them. 

 It took him long to discover the point of publishing. His fi rst note-
worthy article, “Actions, Reasons, and Causes,” came in 1963, when he was 
46. It has been reprinted in close to thirty anthologies in nine languages 
and continues to be reprinted and translated. In the following years it was 
followed by an impressive sequence of highly infl uential articles. They 
were collected into volumes, but not until he was 86 did he fi nish his fi rst 
little book,  Truth and Predication , which was published posthumously. (His 
1949 dissertation on Plato’s  Philebus  was published in 1990.) There is prob-
ably no other philosopher who has been comparably infl uential just on the 
basis of articles. 

 Davidson told me that a seminar he took with Quine as a fi rst year grad-
uate student changed his attitude to philosophy. Since then his general 
outlook to philosophy was very close to Quine’s, but there are important 
differences. I will mention the three I consider the most important. 

 First, Davidson made use of Tarski’s theory of truth to account for how 
sentences are interconnected in our web of belief. Quine, in  Word and Ob-
ject , especially in section 3, talks about our cutting sentences into words 
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that can be combined in new ways to make sentences we have never heard 
before. However, he does not take up the semantic nature of these inter-
connections between sentences. Davidson made use of Tarski’s theory of 
truth for this purpose. Very many linguistic constructions, for example 
adverbs, were not covered by Tarski’s theory, and Davidson initiated a 
program to show how Tarski’s theory could be extended to these further 
constructions. 

 Second, Davidson developed what he called “a unifi ed theory of thought 
and action.” In his early work on decision making he noticed that a per-
son’s behavior can be explained by different combinations of beliefs and 
values and that the behavior does not enable us to pin down one of these 
combinations as the correct one. Quine’s “indeterminacy of translation” 
similarly refl ects the fact that a person’s assent to or dissent from sentences 
can be accounted for through different combinations of beliefs and mean-
ing. Both indeterminacies can be reduced by noticing that the two pairs, 
beliefs/values and beliefs/meaning, have one component in common, 
namely belief. Thereby observation of action can help us to narrow down 
indeterminacy of translation, and observation of assent and dissent can 
help constrain our explanations of action. 

 Third, Davidson objected to the role that perception plays in Quine’s 
theory of translation. There are two stages here in Davidson’s opposition 
to Quine. 

 The fi rst stage ran until 1973. Until then, Davidson argued that transla-
tion should aim solely at “maximizing agreement.” Quine had put forth 
two kinds of constraints on translation, one based on stimulations of our 
sensory receptors and one that he called “the principle of charity,” roughly: 
never attribute to the other views that are obviously absurd. The fi rst of 
these constraints leads to great diffi culties, and Davidson proposed to drop 
it in favor of a strengthened principle of charity: translate the other in such 
a way that you come out agreeing on as many points as possible. (Davidson 
preferred focusing on interpretation, rather than translation, but that dif-
ference does not matter as far as these issues are concerned.) 

 In 1973, faced with the example of “the rabbit behind the tree,” David-
son admitted that perception has to play a role in translation and interpre-
tation. (Briefl y: if you have formed the hypothesis that ‘Gavagai’ should 
be translated as ‘Rabbit’ and your native friend dissents when you utter 
‘Gavagai’ in the neighborhood of a rabbit, you will not regard this as going 
against your hypothesis if the rabbit is hidden to the native behind a big 
tree.) Davidson never talked about maximizing agreement after 1973. After 
some years of refl ection he came up with the idea of “triangulation,” which 
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he discussed in several of his later articles. This idea was a major topic 
of discussion between Davidson, Quine, Dreben, and myself in a fi ve-day 
closed session at Stanford in 1986. 

 The fi rst two of these three differences between Quine and Davidson 
are in my opinion valuable improvements of Quine’s view. The third dif-
ference, however, is more complicated. Clearly, the “maximize agreement” 
thesis had to be given up. In view of the “rabbit behind the tree” example, 
we should say “maximize agreement where you should expect agreement.” 
That is, we have to ask: What beliefs would it be likely that the other person 
has, given her present and past experiences, upbringing, and culture? This 
means that meaning and communication presuppose epistemology. The 
converse also holds; we have holism all the way down. 

 The difference between Davidson and Quine after Davidson turned to 
triangulation is often labeled the “distal/proximal disagreement.” It is of-
ten said that Quine focused on the proximal, stimulations of our nerve 
endings, whereas Davidson focused on the distal, the objects perceived. 
However, things are not that simple. Already in the very opening sentences 
of  Word and Object  Quine stated the distal view. He stressed how language 
learning builds on distal objects, the objects that we perceive and talk 
about: 

 Each of us learns his language from other people, through the observable mouth-

ing of words under conspicuously intersubjective circumstances. Linguistically, 

and hence conceptually, the things in sharpest focus are the things that are public 

enough to be talked of publicly, common and conspicuous enough to be talked of 

often, and near enough to sense to be quickly identifi ed and learned by name; it is 

to these that words apply fi rst and foremost.  1   

 Why, then, did Quine turn to stimuli? He saw, I think, clearer than it had 
ever been seen before, how intricate the notion of an object is. We can-
not determine through observation which objects other people perceive; 
what others perceive is dependent upon how they conceive of the world 
and structure it, and that is just what we are trying to fi nd out. When we 
study communication and understanding, we should not uncritically as-
sume that the other shares our conception of the world and our ontology. 
If we do, we will not discover how we understand other people, and we will 
not notice the important phenomena of indeterminacy of translation and 
of reference. Already in chapter 3 of  Word and Object , the chapter following 
the one where he introduces stimuli, Quine discusses the ontogenesis of 
reference, and the discussion of this topic takes up several of the following 
chapters. 
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 Introducing epistemology is also needed in order to get beyond the 
simple perceptual triangular situations; we may interpret sentences that 
relate to situations and objects that we have not perceived and cannot per-
ceive, and sentences produced by people who are not around to triangulate 
with us. As pointed out by Lee Braver in his contribution to this volume, 
this enables us to bring in perspectives that are very alien to us, histori-
cally and/or culturally very distant. It also helps us to see why Quine in his 
discussions with Davidson emphasized the possibility of radically different 
perspectives. 

 What is needed for an adequate view on communication and under-
standing is therefore a satisfactory theory of perception, which takes prop-
erly into account the theory-ladenness of perception, including a theory of 
reifi cation and the “constitution” of objects, to use a word from Husserl. 
Quine saw this and devoted many of his later years to this topic. 

 This intricate nexus of issues is now receiving much attention following 
Quine and Davidson’s work. Davidson, who as a student had concentrated 
on literature and classics, applied these ideas to issues in the interpretation 
of literature. He wrote on metaphors, on the role of speaker’s intention 
and on “locating literary language,” and also on James Joyce and on the 
minimalist artist Robert Morris. Also, where Quine discussed translation, 
Davidson focused on interpretation. This made it easy to connect him with 
the hermeneutic tradition, particularly the new hermeneutics, Heidegger 
and Gadamer and their followers. Gadamer, in particular, was a natural 
point of contact. His  Truth and Method  takes up many of the same issues 
as are discussed by Davidson, and Davidson read Gadamer’s habilitation 
thesis on Plato’s  Philebus  while he was writing his own dissertation on the 
same topic. Davidson tells that when he wrote his dissertation, “the only 
commentary that seemed to me to have any philosophical merit was Hans-
Georg Gadamer’s dissertation, written very much under the infl uence of 
Heidegger.”  2   However, he also states that he “unfortunately learned very 
little from Gadamer.”  3   

 Gadamer’s comments on Davidson made it clear that he had not read 
him. The same holds for most of the other fi gures discussed in this volume, 
such as Heidegger and Derrida. The similarities and differences that are dis-
cussed are therefore not due to infl uence, but rather result from the topics 
that are discussed and the way they are interconnected: meaning, inter-
pretation, action, the mind, self-knowledge, subjectivity, intersubjectivity, 
objectivity, relativism, representation, realism, externalism, certainty, and 
truth. These are all interconnected in Davidson, and many of these inter-
connections are also found in some of these other philosophers. 
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 These interconnections are especially prominent in Husserl. His studies 
of subjectivity inspired much of what has been called “continental” philos-
ophy. However, many of his followers were extreme relativists and did not 
note that Husserl went on to give one of the most careful and detailed stud-
ies of intersubjectivity and objectivity that has ever been given. For him, 
as for Davidson, subjectivity, intersubjectivity, and objectivity were inti-
mately intertwined. Also, Davidson’s holism and his nonfoundationalism 
have their parallels in Husserl. Many readers get misled by Husserl’s seem-
ingly foundationalist statements. However, he had a very carefully devel-
oped nonfoundationalist view, and he also saw an intimate connection 
between scientifi c theory and what he called the lifeworld: 

 everything which contemporary natural science has furnished as determinations of 

what exists also belong to us, to the world, as this world is pregiven to the adults of 

our time. And even if we are not personally interested in natural science, and even 

if we know nothing of its results, still, what exists is pregiven to us in advance as 

determined in such a way that we at least grasp it as being in principle scientifi cally 

determinable.  4   

 A detailed study of similarities and differences between Davidson and Hus-
serl would be interesting, especially since Husserl inspired so much of what 
has been going on in continental philosophy. Thus, for example, many 
of Gadamer’s points about interpretation, for which Gadamer gives credit 
to Heidegger, are found with more richness and more precision in Hus-
serl, where they are set into a broader philosophical context that has many 
striking similarities with what we fi nd in Davidson—but also many differ-
ences, which are well worth refl ection. 
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 The second half of the twentieth century may well be viewed by subsequent 
historians of philosophy as something of a golden age for English-speaking 
philosophy, especially in the United States. The infl ux of European phi-
losophers into the United States from the 1930s onward gave an enormous 
boost to philosophical thinking in a number of schools and traditions (and 
not only the “analytic”), while the infl uence of American pragmatism also 
developed in a more expansive way, permeating the work of many thinkers 
who would not have taken the label for themselves. Two fi gures stand out 
as especially important in this “golden age”: Willard van Orman Quine and 
Donald Herbert Davidson. The work of these two thinkers is inextricably 
linked, and yet in spite of the enormous commonality between them, Da-
vidson’s work is also quite distinct from, and sometimes opposed to, that 
of Quine. 

 Whereas Quine remained within a much more readily recognizable phil-
osophical framework, Davidson’s thought has always been harder to pin 
down, and the formative infl uences upon him, apart from that of Quine 
himself, sometimes diffi cult to discern. Quine’s own thinking was essen-
tially defi ned by the problems and approaches set down by the new em-
piricist philosophies of science and language that had their origin in the 
fi rst half of the century, most notably, of course, in the work of thinkers 
such as Carnap, Schlick, and Neurath; Davidson, on the other hand, was 
more a product of his early work in psychology and decision theory, and 
of the Oxbridge philosophers with whom he was in contact from the late 
1950s onward (perhaps there was also some residual effect from his under-
graduate training in literature and the history of ideas, although, if so, it 
remained very much in the background  1  ). Moreover, whereas Davidson’s 
work from the 1960s and 1970s has the appearance of a certain sort of 
technical philosophical analysis based in a relatively formal approach to 
issues of language, action, and mind, the way that work develops in the 
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1980s, 1990s, and into the new millennium, while undoubtedly continu-
ous with the earlier work, also exhibits a much broader perspective, a more 
idiosyncratic style, and an engagement with a wider range of problems and 
approaches. In this respect, it is notable that the contemporary philoso-
pher with whom Davidson saw himself as having most in common in his 
later years was Richard Rorty.  2   

 There is, however, a clear tendency in the reading of Davidson that has 
arisen since his sudden and unexpected death in 2003 to advance a much 
narrower interpretation of his work that gives priority to the earlier essays 
over any of the later writings and the broader style of thinking that they 
develop. Such a reading seems characteristic of the extensive treatment 
of Davidson that has been developed by Ernest Lepore and Kirk Ludwig. 
Critical of many of the more encompassing claims that characterize Da-
vidson’s thinking, they advance a picture of what is valuable in Davidson’s 
work that focuses on his earlier work in philosophy of action and philos-
ophy of language, and especially on his work in truth-theoretic semantics.  3   
Their somewhat restricted approach (an approach that, not surprisingly, 
runs counter to Davidson’s own sense of the structure of his thought) has 
led one reviewer of their 2005 volume,  Donald Davidson: Meaning, Truth, 
Language, and Reality ,  4   to write that “Readers should be warned that one 
is likely to fi nish this book feeling depressed about Davidson's achieve-
ment,”  5   since, on the account offered by Lepore and Ludwig, a good deal 
of Davidson’s thinking appears mistaken or even confused. One need not 
agree with a philosopher, of course, to recognize his or her signifi cance, 
but readings that do not, at the very least, try to engage with the overall 
framework of a philosopher’s thinking, and that attribute too much in the 
way of misunderstanding and fundamental error to that thinking, are also 
likely to lead to a diminished sense of its philosophical worth—a some-
what paradoxical outcome, given the amount of attention that writers such 
as Lepore and Ludwig seem willing to give to Davidson’s work. Such read-
ings are also, as the underlying conception of hermeneutic engagement 
that is expressed in the principle of charity would suggest, likely to create 
signifi cant diffi culties in understanding. Indeed, in Davidson’s case, the 
account offered by Lepore and Ludwig essentially seems to forgo any at-
tempt to make overall sense of Davidson’s thought—at least in a way that 
encompasses the later thinking as much as the earlier. 

 The response to Davidson that is exemplifi ed in the work of Lepore and 
Ludwig is itself partly driven by Lepore and Ludwig’s own more particular 
philosophical interests—interests that already incline them toward the ear-
lier and more technical essays. In its general form, however, it also seems to 
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constitute a reaction to the various attempts to read Davidson, along with 
contemporaries such as Putnam and Rorty, as part of a “postanalytic” de-
velopment in late-twentieth-century American philosophy, and explicitly 
to connect his thought with that of philosophers from outside the usual 
analytic canon. This is a phenomenon that Davidson himself acknowl-
edged, if with a certain puzzlement, in the early 1990s, although his puzzle-
ment was perhaps more at the association of his thinking with the idea of 
some form of “postphilosophical” development, than at the connection 
with other thinkers as such. In the catalog essay for Robert Morris’s  Blind 
Time  drawings, Davidson writes: 

 This is not the fi rst time I have found my writing in unexpected surroundings: noth-

ing has surprised me more than to discover myself anthologized in books with titles 

such as  Post-Analytic Philosophy  or  After Philosophy . That  after  haunts me again in 

an about-to-be-published book with the title  Literary Theory After Davidson . Is there 

something sinister, or at least fi n de siècle, in my views that I have failed to recog-

nize, something that portends the dissolution not only of the sort of philosophy I 

do but of philosophy itself? Why else would I fi nd my name linked with Heidegger 

and Derrida?  6   

 In this respect, the more restrictive reading of Davidson’s work can itself 
be seen as part of an attempt, not only to rescue his own thinking from 
such “fi n de siècle” associations, and but also as operating against certain 
forms of philosophical pluralism or ecumenicalism that would seek to fi nd 
points of contact between the so-called analytic and continental modes of 
contemporary philosophy. 

 The idea that underpins this volume runs directly counter to this reac-
tive tendency—whether expressed in terms of a narrowing in the reading 
of Davidson’s own work or in a narrowing of philosophical perspectives 
in general. While it should not be viewed as necessarily endorsing the fi n 
de siècle or postphilosophical reading that puzzles Davidson in the pas-
sage quoted above, the volume is oriented toward an appreciation of the 
signifi cance of Davidson’s work as it extends beyond the narrowly analytic, 
thereby also bringing it into an engagement with other aspects of con-
temporary thought—and not only the “continental.” In the case of some 
of the essays here, that involves showing the way in which Davidson’s 
work can be understood as convergent with other approaches and styles of 
thinking; in other cases, the argument is made for signifi cant differences 
between Davidson and, for instance, thinkers such as Gadamer and Hei-
degger. Nevertheless, the very fact that such convergence and divergence 
can appear as an issue is itself indicative of the way in which Davidson’s 
philosophy participates in a much wider philosophical conversation than 
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just that of, for instance, semantic theory alone. It also indicates the real 
philosophical signifi cance and fruitfulness of Davidson’s wide-ranging and 
sometimes idiosyncratic mode of thought. 

 Although Davidson stands as one of the central fi gures in twentieth-
century Anglo-American analytic philosophy, and his early work in phi-
losophy of language was once seen to constitute a well-defi ned research 
program, Davidson always occupied a position that was independent of the 
philosophical orthodoxy around him, and often he stood directly counter 
to that orthodoxy. It is almost always a mistake to read Davidson, a truly 
individual thinker, in ways that assume too much or that take the vocabu-
lary and conceptual framework that he employs as already given and un-
derstood—one has to approach his work on its own terms, in a way that 
is attentive to the particular character of his arguments as well as to the 
overall tenor of his thinking and is always prepared for the possibility that 
things are not what they may, at fi rst, have seemed. 

 Although Davidson promised book-length treatments of various topics 
(at different times a book was presaged on ethics, on objectivity, and fi nally 
on predication, only the last of which was realized), the vast majority of 
his work is in essay form—essays that were almost always written as the 
result of specifi c requests and invitations. Moreover, many readers remain 
familiar with Davidson largely through the essays contained in the fi rst 
two volumes of his work,  Essays on Actions and Events  and  Inquiries into 
Truth and Interpretation , published now over twenty years ago, in 1982 and 
1984, respectively. Of the other three volumes of collected essays, only one 
was published before his death, with the remaining two, together with the 
short monograph,  Truth and Predication , published posthumously.  7   The re-
sult is that there is often a tendency toward a rather piecemeal apprecia-
tion of Davidson’s writing—something that Davidson himself recognized 
as a problem—with many readers knowing his ideas only as set out in 
an individual essay or group of essays, and with particular aspects of Da-
vidson’s thinking often being treated in separation from his thought in 
general, and without regard to any broader overarching horizon. Although 
one might argue that some of the essays contained here also continue this 
tendency, for the most part they treat of Davidson’s thinking in a way that 
does attempt to understand it from a broader perspective, and in a way 
that takes up the overall patterns of thinking that run across his work as 
a whole. 

 One of the diffi culties in approaching Davidson’s work, increasingly so 
in later years, is that it resists simple compartmentalization. His essays on 
one topic will typically draw on ideas developed in relation to another, 
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and his thinking, even if developed in separate essays, actually exhibits a 
high degree of interconnection and integration. The lack of easy thematic 
separation in Davidson’s work is itself evident in the overlapping character 
of the essays contained here. The volume is loosely organized into three 
broad sections: “On Language, Mind, and World”; “On Interpretation and 
Understanding”; and “On Action, Reason, and Knowledge.” Under these 
three headings are included essays that deal with issues in philosophy of 
language and mind, philosophy of action, metaphysics, epistemology, and 
ethics, and the approaches adopted range from the hermeneutic and phe-
nomenological to the feminist and the sociotheoretic. Davidson’s thinking 
is also brought into explicit connection with that of a number of other 
thinkers, including Collingwood, Kant, Derrida (and, although not directly 
thematized, Wittgenstein), as well as Heidegger and Gadamer. 

 The latter conjunction is the main focus for at least fi ve of the essays 
contained here, and this refl ects not only the interpretive focus on Da-
vidson’s own work, which naturally suggests comparisons with Gadamer’s 
own philosophical hermeneutics, but also a level of personal engagement 
between them. It was Gadamer who nominated Davidson for the Hegel 
Prize awarded in Stuttgart in 1991, and the two corresponded during the 
1990s. Gadamer also invited Davidson to contribute to his Library of Living 
Philosophers volume,  8   but the result was not especially productive  9  —an 
outcome that was probably not surprising given the differences in back-
ground that separated them (and in this regard, the lack of fruitfulness 
in the engagement between Davidson and Gadamer—an engagement in 
which each seems to pass the other by—was not peculiar to their encoun-
ter alone, but seems characteristic of many such attempts to speak across 
cultural and philosophical divides  10  ). The question as to how Davidson’s 
thought may relate to that of Gadamer is one that is variously answered 
by the different contributions here—where some of the essays, my own 
included, argue for important points of convergence in the approaches of 
the two thinkers, others argue for a deeper level of disagreement, in some 
cases suggesting that there are certain intrinsic limitations in Davidson’s 
approach as opposed to that of Gadamer. This volume does not, of course, 
aim at a resolution of such apparently divergent judgments—the aim, as I 
indicated above, is simply to open up a more encompassing philosophical 
space in which Davidson’s work can be approached. Certainly, the issue of 
Davidson’s relation to Gadamer, and to hermeneutic thinking more gener-
ally, has yet to be properly explored, and though the essays contained here 
provide important steps in the direction of such an exploration, they by no 
means constitute a defi nitive survey of the territory. 
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 Although Davidson expressed bemusement at the unexpected circum-
stances in which his work was sometimes taken up, he also offered a pos-
sible explanation for the juxtaposition of his name with that of philoso-
phers such as Heidegger and Derrida. The answer, he said, “may turn on 
my rejection of subjectivist theories of epistemology and meaning, and 
my conviction that thought is essentially social.”  11   Both of these themes 
are taken up by Richard Rorty in the short essay that opens the volume,  12   
and they connect not only to the naturalistic form of anti-Cartesianism 
that is Rorty’s focus, but also to the externalism and holism that character-
ize much of Davidson’s thinking, especially his later work. These themes 
run through many of the essays included here, and they connect discus-
sions of Davidson’s views on language, mind, and world with his approach 
to action, understanding, and knowledge. Indeed, rather than making up 
merely one strand in Davidson’s thinking, these themes appear to consti-
tute its very heart. Part of the underlying argument of this volume is the 
need to situate Davidson within a wider philosophical framework, but also 
that it is only by looking to his antisubjectivism, to his social conception 
of thought and meaning, and to the holist and externalist elements with 
which these are combined, that the broader philosophical signifi cance of 
Davidson’s thought properly becomes evident. These, of course, are also the 
very aspects of Davidson’s work that have generated the greatest, and cer-
tainly the most wide-ranging, interest, both positive and negative, within 
contemporary philosophy and beyond (Davidson himself was particular 
pleased by the way his work was taken up in literary theory  13  ), but it is sig-
nifi cant that these are also the aspects of his work that increasingly preoc-
cupied Davidson himself—as his own comments make clear. This is not to 
say that the interest in more specifi c issues in, for instance, the philosophy 
of language disappears from Davidson’s work, but rather that he came to 
see those issues as inevitably connected up with, and as leading toward, a 
much larger set of issues involving the relation between meaning, thought, 
and world—a connection and direction made particularly evident in  Truth 
and Predication . 

 There are few philosophers who have made so many important and in-
fl uential interventions in such a range of philosophical debates as has Don-
ald Davidson. Not only was his work at the center of new developments 
in truth-theoretic semantics, but he also made groundbreaking and often 
provocative contributions to almost every other area in which he engaged. 
This breadth of contribution and of infl uence is clearly shown by the range 
of topics discussed in the essays here, but they also demonstrate that the 
continuing relevance of Davidson’s thought, and perhaps also its lasting 
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signifi cance, is not merely to be found in the power or persuasiveness that 
may attach to particular ideas, but also in the multiplicity of connections 
those ideas engender, in the stimulation that they offer, and in the conver-
sations that they provoke. 

  Notes 

 1. Davidson was, for a time in the 1930s, a student of Alfred North Whitehead, but it 

is only in his later essays that something of the historical orientation associated with 

a Whiteheadian approach reemerged in Davidson’s thinking—although it was far 

removed from Whitehead’s own. Moreover, as Gordon Brittan comments in chapter 

4 of this volume, when Davidson did reread Whitehead later in his career, there was 

little that he found useful for his own thinking. 

 2. Rorty himself acknowledged an enormous debt to Davidson, writing in the in-

troduction to the fi rst volume of his  Philosophical Papers  that “I have come to think 

of Davidson’s work as deepening and extending the lines of thought traced by Sel-

lars and Quine. So I have been writing more and more about Davidson—trying to 

clarify his views to myself, to defend them against possible and actual objection, 

and to extend them into areas which Davidson himself has not yet explored.” Rorty, 

 Objectivity, Relativism, and Truth: Philosophical Papers , vol. 1 (Cambridge: Cambridge 

University Press, 1991), p. 1. Davidson also acknowledged the proximity of Rorty’s 

thinking to his own—in conversation, if not explicitly in print—noting that Rorty 

one of the very few people who had a good understanding of his work. 

 3. For an outline of their approach see the introduction to Lepore and Ludwig,  Don-

ald Davidson: Meaning, Truth, Language, and Reality  (Oxford: Clarendon Press, 2005), 

pp. 1–18. 

 4. This volume is one of a number of works that Lepore and Ludwig have produced 

since Davidson’s death, including a second jointly authored monograph,  Donald 

Davidson’s Truth-Theoretic Semantics  (New York: Oxford University Press, 2007), as 

well as two edited volumes, one by Ludwig (but with contributions by Lepore),  Don-

ald Davidson  (New York: Cambridge University Press, 2003), and one edited jointly 

by Lepore and Ludwig,  The Essential Davidson  (New York: Oxford University Press, 

2006), the latter comprising a selection of Davidson’s essays from the period up until 

the mid-1980s (a selection that seems to refl ect Lepore and Ludwig’s own assessment 

of the essence of Davidson’s thought). In many respects, Lepore’s collaboration with 

Ludwig, and the critical perspective on Davidson’s work that it sets forth, can be seen 

to be a continuation of Lepore’s earlier collaboration with Jerry Fodor in  Holism: A 

Shopper’s Guide  (New York: Blackwell, 1992), in which Davidson was a major target 

(Davidson himself conducted a graduate seminar in Berkeley in the summer of 1993 

in which he made very clear his deep unhappiness with the way his work had been 

treated in the book). Signifi cantly, however, Lepore was also responsible for the two 
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crucial volumes from the 1980s that did much to cement Davidson’s philosophical 

reputation— Actions and Events: Perspectives of the Philosophy of Donald Davidson , ed. 

Ernest Lepore and Brian McLaughlin (Oxford: Blackwell, 1988), and  Truth and Inter-

pretation: Perspectives on the Philosophy of Donald Davidson , ed. Ernest Lepore (Oxford: 

Blackwell, 1986)—while Lepore also played a signifi cant role in the posthumous 

publication of Davidson’s work. 

 5. James W. Garson, “Review of Ernest Lepore and Kirk Ludwig,  Donald Davidson: 

Meaning, Truth, Language, and Reality ,”  Notre Dame Philosophical Reviews , <http://ndpr

.nd.edu/review.cfm?id=5681> (accessed March 2009). See also Frederick Stoutland’s 

review essay on Lepore and Ludwig’s 2005 volume, “A Mistaken View of David-

son’s Legacy: A Critical Notice of Earnest Lepore and Kirk Ludwig,  Donald Davidson: 

Meaning, Truth, Language, and Reality ,”  International Journal of Philosophical Studies  14 

(2006): 579–596, as well as the ensuring exchange, Ernest Lepore and Kirk Ludwig, 

“Radical Misinterpretation: A Reply to Stoutland,”  International Journal of Philosophi-

cal Studies  15 (2007): 557–585, and Frederick Stoutland, “Radical Misinterpretation 

Indeed: Response to Lepore and Ludwig,”  International Journal of Philosophical Studies  

15 (2007): 587–597. 

 6. Donald Davidson, “The Third Man,” in  Truth, Language, and History  (Oxford: Clar-

endon Press, 2005), p. 159. 

 7. The publications are as follows:  Essays on Actions and Events  (Oxford: Clarendon 

Press, 1980; 2nd ed., 2001);  Inquiries into Truth and interpretation  (Oxford: Claren-

don Press, 1984; 2nd ed., 2001);  Subjective, Intersubjective, Objective  (Oxford: Claren-

don Press, 2001);  Problems of Rationality  (Oxford: Clarendon Press, 2004);  Truth, 

Language, and History  (Oxford: Clarendon Press, 2005);  Truth and Predication  (Cam-

bridge, MA: Harvard University Press, 2005). 

 8. See Davidson, “Gadamer and Plato’s  Philebus ,” in  Truth, Language, and History , 

pp. 261–276. Although Davidson was unsure as to how he might engage with Ga-

damer’s work, I suspect he felt a certain sense of obligation that meant he could not 

refuse the request. He took the task up with some seriousness, however, attempting, 

with diffi culty, to read  Truth and Method.  

 9. See Davidson’s essay (“Gadamer and Plato’s  Philebus ”), and Gadamer’s reply, in 

 The Philosophy of Hans-Georg Gadamer , ed. Lewis Edwin Hahn, The Library of Living 

Philosophers, vol. 24 (Chicago: Open Court, 1997), pp. 421–432 and 433–436. 

 10. Indeed, it is perhaps worth noting that Gadamer’s other efforts at philosophical 

conversation—with fi gures such as Derrida and Habermas—have, for the most part, 

been no more successful than his engagement with Davidson (and sometimes have 

been even less so). Moreover, it seems to me that this is not due to any philosophical 

failure on Gadamer’s part, but simply a function of the inevitable diffi culties of inter-

personal engagement—diffi culties that are as much to do with contingent features 

of personality and behavior than with any necessary philosophical predisposition. 
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 11. “The Third Man,” p. 159. 

 12. The only essay that has appeared previously, the piece was originally written by 

Rorty as a philosophical obituary for Davidson, appearing in the  Boston Globe  on Oc-

tober 5, 2003, under the title “Out of the Matrix: How the Late Philosopher Donald 

Davidson Showed That Reality Can’t Be an Illusion.” 

 13. See  Literary Theory After Davidson , ed. Reed Way Dasenbrook (University Park: 

Pennsylvania State University Press, 1989). 

 





   I   On Language, Mind, and World 





 Maybe life is a dream. Maybe reality is utterly different from what it ap-
pears to human beings to be. Maybe human language is inadequate to rep-
resent it. Maybe our minds simply cannot grasp what is going on. Maybe 
we are brains in vats, being fed electrical impulses by computers—impulses 
that alter our brain states and thereby create pseudo-experiences, and be-
liefs about a world that does not exist. 

 This string of skeptical “maybes” is our heritage from René Descartes, 
the seventeenth-century philosopher who fi rst saddled us with the idea 
that what goes on in our minds might have nothing to do what was going 
on outside them. Donald Davidson did his best to dissipate this Cartesian 
fantasy, providing us with an account of language and mind that provides 
no foothold for Cartesian skepticism. 

 One of Davidson’s central doctrines was that most beliefs—anybody’s 
beliefs—must be true. Consider beliefs about beavers. If you don’t believe 
that beavers are good swimmers, that they are smaller than tigers but larger 
than moles, that they have fl at tails and gnaw down trees, then you do not 
have beliefs  about beavers  at all. You have to know a lot about something, 
Davidson pointed out, before you can have any false beliefs about it. Des-
cartes could doubt that he was really sitting at a desk, but he could only 
do so because he knew that desks were things human beings could sit at 
and write on, that they were usually made of wood, and so on and on. If 
he managed to doubt all these commonplaces at once, he would not have 
been having doubts  about desks . 

 The same goes for the possibility that life is a dream. Before you can 
ponder this suggestion, you have to know that people have dreams when 
asleep, that the dreams do not cohere very well with what happens when 
you are awake, and so on. A great deal of such knowledge is contained 
in your ability to use the word “dream.” Analogously, before you can be-
gin to worry about whether you are a brain in a vat, you have to know a 
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lot about brains, vats, computers, electricity, neurology, evil scientists, and 
the like. 

 Davidson, however, had a more striking and more original objection to 
the suggestion that we might be brains in vats—one that cuts deeper. To see 
his point, consider the case of a brain that has been raised from infancy in 
a vat, continuously fed with electrical impulses from a computer in whose 
data banks repose the results of telemetered scans of the brain of some 
unvatted person—you, for example. The result is to copy your brain states 
into the neural works of the vatted brain. When stimulated in certain ways, 
a loudspeaker attached to the vatted brain’s language center makes noises 
like “I’m strolling down the beach” and “I’m eating tofu.” The evil scientist 
chuckles with glee at the thought that the hopelessly deluded brain thinks 
it is living your life. 

 Davidson thought such glee unjustifi ed. Why, he asked, think that if 
you duplicate brain states you duplicate thoughts? To assume that you do 
is like assuming that you can read off the program state of a computer from 
its hardware state. But to know what program a computer is running you 
need to do more than keep track of the ones and zeros that are fl icking 
about inside it. You have to know about the computer’s environment—in 
particular, who has programmed it to do what. 

 The evil scientist is mistaken, Davidson claimed, to think that the noises 
on the loudspeaker tell her what the vatted brain is thinking. Why interpret 
noises made by something that has had no dealings with beaches and tofu 
as sentences referring to beaches and tofu? Consider, he suggested, how an 
anthropologist goes about learning the language of a hitherto unknown 
tribe. She correlates noise with features of the environment: if members 
of the tribe go “grok” only when a beaver surfaces, for example, it is likely 
that “grok” means “beaver” in their language. You should, Davidson sug-
gested, treat the brain in the vat as the anthropologist treats members of 
the new tribe. 

 That brain too is reacting to features of its environment. But its envi-
ronment is the computer’s data bank. The only way you can translate the 
noises it makes is to correlate them with the bits of data that the computer 
is feeding in. So the noises that sounds like “It’s Tuesday the 7th of October, 
2003, and I am eating tofu” must mean something like “Now I am hooked 
up to sector 43762 of the hard drive.” For most of the envatted brain’s be-
liefs, like most of ours, must be true. It is not as easy to delude a brain as 
the evil scientist thinks. 

 This is because the point of attributing a particular belief or thought 
to a person, or to a computer, is to predict what it will do in response to 
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various environmental situations. If the beliefs you ascribe to something 
have no relevance to such predictions, then you are attributing the wrong 
beliefs. Attribution of thoughts to others is not a matter of guessing what 
is currently going on inside them—what is visible to the eye of their intro-
specting mind in those private places that Daniel Dennett (another distin-
guished contemporary anti-Cartesian) mockingly calls “Cartesian theaters.” 
Instead, it is a matter of fi guring what the other person is likely to do under 
what circumstances—of correlating its behavior with ours and with that of 
non-human things (a process Davidson called “triangulation”). 

 This means that people only start having minds, and begin thinking, 
when they learn languages. If an organism doesn’t start triangulating, and 
thereby start picking up a language, it will remain incapable of thought. 
Analogously, a piece of hardware that hasn’t been programmed will just 
sit there, never doing any computation. Language and thought are inter-
personal phenomena. Descartes, unfortunately, did not realize that being 
rational is not something any organism could possibly do on its own. It 
takes a community. As Davidson put it, “only social exchange can explain 
the fact that our thoughts and utterances can be true or false.” 

 For followers of Descartes, who include most philosophers of the past 
three hundred years (and, alas, many contemporary philosophers as 
well), mentality precedes language: you start off thinking, and then you 
get in touch with other people, with whose assistance you learn to think 
better. You are always watching the screen in your inner theater, but 
what is displayed there gets more interesting after you engage in social 
interaction. Davidson argued that if you start off with that unfortunate 
Cartesian picture in mind, all those skeptical “maybes” will seem inevi-
table and irresolvable. But if instead you think of human beings as ani-
mals whose extra neurons provide the hardware necessary to install rather 
complicated programs you will be unable to make sense of Cartesian 
skepticism. 

 If you see things from Davidson’s angle, mentality will look like a set 
of capacities for dealing with other people and with the non-human en-
vironment, rather than like the ability to enter a private realm, one that 
may have nothing to do with the real world. You will think of “the real 
world” simply as a name for a highly miscellaneous collection—all the 
familiar things that we have true and false beliefs about: for example, bea-
vers, atoms, desks, numbers, virtues, people, stars, and governments. You 
will cease to think of it as something remote and mysterious—something 
from which we might be cut off by the weakness of our minds, or the limi-
tations of our language. 
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 Davidson’s views are still highly controversial, but few philosophers 
would contest that his ideas are brilliantly original and that his arguments 
need to be pondered. Inspired by the work of Ludwig Wittgenstein and 
Willard van Orman Quine, Davidson went far beyond his teachers. Their 
writings and his, taken together with those of Wilfrid Sellars and Robert 
Brandom, have helped make possible what Davidson called “a sea-change” 
in the way we think about what it is to be a human being. 

 Davidson was a philosopher’s philosopher. He never wrote for the gen-
eral public. His marvelously concise and carefully chiseled arguments are 
not easily grasped even by specialists. But his ideas are gradually being ap-
propriated in larger and larger intellectual circles. Histories of twentieth-
century philosophy will have to include a sizable chapter on Davidson. 



 Donald Davidson is not studied quite as much for his account of subjec-
tivity as he is for his philosophy of language or his theory of action. Yet 
the latter aspects of his thought are not completely understood without 
understanding the conception of subjectivity that goes along with them. 
The implications of Davidson’s account of the mental are far-reaching and 
radical. In particular, his revision of the Cartesian conception of subjectiv-
ity changes much of what philosophers can say about the mind. 

 Of course, Davidson is not alone in his interest in subjectivity and his 
critique of Cartesianism. Subjectivity has also been a central concern in the 
continental tradition of philosophy. Edmund Husserl, for instance, made 
subjectivity the main topic of his phenomenology. In the 1920s his stu-
dent Martin Heidegger took a more radical stance and completely avoided 
the notion of subjectivity and the mentalistic vocabulary of consciousness. 
In spite of their differences, both represent prominent ways of undermin-
ing what Davidson calls the “myth of the subjective.” In recent Anglo-
American philosophy the very idea of subjectivity has been attacked by 
Daniel Dennett and Richard Rorty—Dennett in his book,  Consciousness Ex-
plained ,  1   published in 1991, and Rorty even in such early papers as “Straw-
son’s Objectivity Argument,” published in 1970.  2   Calling subjectivity a 
myth is reminiscent of Wilfrid Sellars’s attack on the “myth of the given.” 
John McDowell’s  Mind and World  is one among several contemporary ef-
forts to fi nd middle ground between the two poles of the given and the 
subjective. McDowell claims to be infl uenced by Hans-Georg Gadamer’s 
hermeneutical philosophy, and McDowell’s philosophy demonstrates how 
the two traditions can benefi t each other when brought into dialogue.  3   
Davidson does not similarly call on the continental tradition, but that does 
not mean that he would deny that his philosophy and contemporary her-
meneutical philosophy have any points of contact.  4   

  2   What Subjectivity Isn’t 

 David Couzens Hoy and Christoph Durt 
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 In this essay we read Davidson from within this hermeneutical tradi-
tion, showing that hermeneutics involves an analysis of subjectivity that is 
similar to Davidson’s. We do not intend to equate the continental philoso-
phers with Davidson. Nevertheless, we think that comparing them can be 
illuminating in reciprocal ways. In particular, we investigate some aspects 
of Davidson’s critique of the view of the mind as akin to an internal the-
ater whereby the mind watches representations of outer objects moving 
by. After fi rst presenting the views of both Davidson and hermeneutics on 
subjectivity, we will turn to the phenomenological account. In addition to 
the writings of Husserl, we will also be considering Dan Zahavi’s account of 
self-awareness. A philosopher of consciousness as well as a major Husserl 
scholar, Zahavi draws on Husserl’s phenomenology in his recent book,  Sub-
jectivity and Selfhood: Investigating the First-Person Perspective .  5   Our thesis is 
that despite drastic differences in philosophical style, Heidegger, Gadamer, 
and by implication, Davidson can all be read as rejecting an interpreta-
tion of phenomenology that posits uninterpreted subjective experience as 
a foundational “bottom line.” The need of hermeneutical refl ection even 
in the investigation of subjectivity is confi rmed by the fact that Husserl 
himself incorporated hermeneutical ideas in his later work. Beyond Hus-
serl, we will argue for the more radical stance that the pervasiveness of 
hermeneutics entails that subjectivity is not the foundation of meaning 
and understanding. 

 In addition to the issue of the nature of the subjective, a metaphilo-
sophical issue is also at stake. This issue concerns whether philosophy aims, 
by bracketing the issue of factual existence, to be pure, presuppositionless 
description that supplies the foundation for the rest of philosophy. In  Phi-
losophy as Rigorous Science  (1911), Husserl wrote that his method of seeing 
essences ( Wesensschau ) would allow for “rigorous and in its kind objective 
and absolutely valid statements.”  6   This foundationalist phenomenology is 
to be distinguished from hermeneutical phenomenology. The latter sees 
philosophy as invariably interpretive and therefore does not accept the no-
tion of a presuppositionless starting point or a foundational bottom line. 
Hermeneutic phenomenology does not aspire to Husserl’s ideal of rigor-
ous science. The attempt of foundationalist phenomenology to discover 
a theory-free basic experience is resisted by the hermeneutical Heidegger, 
who sees  Dasein  not as a private subject, but as a being who is always situ-
ated in the world. 

 This confl ict then evolves into one between the philosophy of conscious-
ness and the philosophy of language. The subjectivistic philosophy of con-
sciousness assumes that because anything to which we have access comes 
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to us through consciousness, a theory of consciousness would therefore be 
the basis of a theory of everything else. The hermeneutical philosophy of 
language, in contrast, maintains that everything that can be known must 
be expressible in language. This thesis is the kernel of the “linguistic turn” 
in philosophy. Insofar as philosophical hermeneutics takes this turn, how-
ever, it does not then assert that the theory of language takes priority over 
theories of anything else. Instead, hermeneutical philosophy as we under-
stand it maintains that if language is invariably interpretive, then the phi-
losophy of language should also see itself as only ever an interpretation and 
not as the necessary starting point for a philosophy of everything. 

 Prima facie, therefore, we see two confl icting paradigms of philosophy, 
one that depends on starting philosophy from a phenomenological em-
phasis on consciousness and another that instead starts from the herme-
neutical theory of language and interpretation. The standard reading of 
Husserl takes him to be demanding that philosophy must be grounded 
in uninterpreted phenomenological description. On our reading, however, 
Husserl came more and more to integrate interpretation into phenomenol-
ogy. We believe that he did not go as far as Heidegger in the direction 
of a fully historical hermeneutics. Nevertheless, we follow the direction 
shown by the more hermeneutical Husserl and further pursued by Hei-
degger in believing that the phenomenological is never pure or presup-
positionless, but that philosophy is, so to speak, interpretive “all the way 
down.” We identify this antifoundationalist conception as “hermeneuti-
cal” and we argue for a reading of Davidson that sees him as allied with the 
hermeneutical tradition. 

 1 The Hermeneutic Davidson 

 Davidson, in his 1987 essay “Knowing One’s Own Mind,” gives the follow-
ing account of the traditional view of the mental as an internal theater, a 
view that he rejects: 

 There is a picture of the mind which has become so ingrained in our philosophical 

tradition that it is almost impossible to escape its infl uence even when its faults are 

recognized and repudiated. In one crude, but familiar, version it goes like this: the 

mind is a theater in which the conscious self watches a passing show (the shadows 

on the wall). The show consists of “appearances,” sense data, qualia, what is “given” 

in experience. What appear on the stage are not the ordinary objects in the world 

that the outer eye registers and the heart loves, but their purported representatives. 

Whatever we know about the world outside depends on what we can glean from the 

inner clues.  7   
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 In 1991 Dennett dubbed this view the “Cartesian Theater,” and he also 
attacked it.  8   Davidson and Dennett both caught the wave of rapid develop-
ments in cognitive psychology, neuroscience, and computer science. 

 The similar criticisms of Cartesianism by Husserl and Heidegger were 
raised in a markedly different philosophical climate. Husserl rejected the 
neo-Kantian categorical distinction between a thing-in-itself and its ap-
pearance. He maintained that some people are tricked into this error by the 
thought that phenomenal qualities are pictures or signs of the real objects.  9   
Heidegger and Gadamer take a further step by claiming that language is 
always part of experience and thus there are no uninterpreted phenomena. 

 Naturally there are differences between Davidson and Husserl because 
of the different contexts from which they start. Thus, whereas Davidson 
grounds this critique in his Tarskian account of truth and language, Hus-
serl reacts on the one hand to reductionism and particularly psychologism, 
and on the other to neo-Kantianism. In turn, Heidegger and Gadamer are 
reacting to the phenomenology of Husserl. Both Heidegger and Gadamer 
see hermeneutics, with its emphasis on the interpretive character of all 
understanding, as taking priority over phenomenology, with its program 
of bracketing the world and analyzing the resultant phenomenon of con-
sciousness. Evidently, Heidegger’s own label of “hermeneutic phenomenol-
ogy” for his method in  Being and Time  suggests that both perspectives can 
be combined so as to enrich each other. 

 Davidson does not reject subjectivity entirely, of course. Clearly we do 
have thoughts that other people cannot access in the same way we can. 
Davidson allows for ordinary understandings of the mental. The particular 
conception of subjectivity that he opposes is the one that posits objects of 
the mind. For Davidson the doctrine causing the philosophical problems is 
that “to have a thought is to have an object before the mind.”  10   The “myth 
of the subjective” is quintessentially, as Davidson defi nes it, “the idea that 
thoughts require mental objects.”  11   

 Heidegger would agree that the normal understanding of subjectivity 
unnecessarily multiplies entities in the theoretical explanation of cognitive 
activity. Although he would not express the point this way, the mind ex-
periences not representations of objects but objects directly.  12   In  Being and 
Time  Heidegger maintains, for instance, that one does not fi rst hear a noise 
and then infer that one is hearing a motorcycle. Instead, one hears the 
motorcycle directly: “What we ‘fi rst’ hear is never noises or complexes of 
sounds, but the creaking wagon, the motor-cycle. We hear the column on 
the march, the north wind, the woodpecker tapping, the fi re crackling.”  13   
In fact, we would add, some people can hear particular kinds of motorcycles, 
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or even particular motorcycles. Sometimes, of course, one can hear a sound 
and wonder what the sound is (e.g., whether a certain burbling noise is a 
running faucet or a broken hose). Heidegger thus grants that “it requires 
a very artifi cial and complicated frame of mind to ‘hear’ a ‘pure noise.’”  14   
Nevertheless, the sound is heard as occurring in the world, and the ques-
tion is only about what in the world is its cause. Even tinnitus is heard as 
being in the world, even if it is only in one’s body and one’s ears. 

 Whereas Cartesians assume that mental activity is not in the world but 
in the mind, Heideggerians maintain that thoughts are objective events 
that require explanation, just as physical events do. We read both Heidegger 
and Davidson as seeing the subjective not as opposed to the objective, but 
as a subspecies of it. In his 1991 essay, “Three Varieties of Knowledge,” 
Davidson explains that he rejects 

 this popular conception [that] holds that the subjective is prior to the objective, that 

there is a subjective world prior to knowledge of external reality. It is evident that 

the picture of thought and meaning I have sketched here leaves no room for such 

priority since it predicates self-knowledge on knowledge of other minds and of the 

world. The objective and the intersubjective are thus essential to anything we can 

call subjectivity, and constitute the context in which it takes form.  15   

 This passage shows Davidson joining Heidegger in rethinking the meaning 
of the subjective and the objective by detaching that distinction from its 
Cartesian association with the inner–outer distinction. States of mind are 
just as real as physical objects. To label mental states as “inner” as opposed 
to “outer,” where the outer is the paradigm of the “real,” has been the 
source of philosophical error. 

 Realism is not the issue that we wish to address, however. Rather, we 
are interested in what Davidson thinks the subjective comes to. What he 
says is that once philosophical theories of subjectivity are discarded, the 
subjective comes down to two features: privacy and fi rst-person authority. 
Privacy indicates that thoughts belong to one person only. First-person au-
thority is the claim that one has access to one’s thoughts that no one else 
can have. In Davidson’s hands, these two points are not identical insofar 
as the fi rst feature is a descriptive claim, whereas the second is an epis-
temic point. Heidegger appears to us to have combined these two features 
into the single phenomenon that he calls  Jemeinigkeit , or “mine-ness.” This 
mine-ness is the fi rst feature that Heidegger attributes to  Dasein  in  Being and 
Time.  A corollary of this phenomenon is, to speak in the philosophical fi rst 
person, that I cannot be mistaken about whose experiences I am having. I 
know that they are mine without needing any criteria or evidence for that 
knowledge. 
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 An objection to Heidegger that comes up at this point is whether the 
idea of  Jemeinigkeit  or mine-ness does not merely reintroduce the Carte-
sian  cogito  that Heidegger is concerned to avoid. One might think that the 
thought that my experiences are my own presupposes the  cogito  insofar 
as without the “I think” there would be no basis to self-identify with the 
experiences. Heidegger could rebut this objection, however, by pointing 
out that the Cartesian  cogito  is not simply the locus of subjectivity, but that 
positing it involves at least two mistaken assumptions. The fi rst assumption 
is that the  cogito  is transparent to itself. The second is that the  cogito  is not 
simply thinking, but that it is a thinking thing. Kant famously rejected both 
of these assumptions as committing the fallacy of paralogism. For Kant, 
the  I think  that can accompany any and every experience has no content 
and cannot be equated with the empirical ego of introspective inner sense. 
Furthermore, on Kant’s reading, Descartes moves fallaciously from “there is 
some thinking” to “there must be something that is doing the thinking.” 

 This brief reference to Kant is offered simply as a reminder of an ear-
lier chapter in the history of consciousness, one that provides background 
for the comparison of Heidegger and Davidson on the issue of mine-ness. 
The point here is just that when philosophers such as Jean-Paul Sartre or 
Jacques Lacan (as interpreted by Slavoj Žižek) maintain that philosophy 
must start from the Cartesian  cogito ,  16   they realize that they are taking on 
complex philosophical issues that commit them to problematic assump-
tions. A central example of such an assumption is that we know our own 
minds better than we know the minds of others. Although Davidson ar-
gues for fi rst-person authority, he also thinks that one can be mistaken 
about what one is thinking. This is not to say that one can be completely 
mistaken in all of one’s beliefs about one’s mental states. His principles of 
charity and correspondence lead to the inference that the world must be 
largely as we take it to be, and the world includes our mental states. 

 Of course, in addition to knowing what one thinks, one knows that one 
is having the thought. Is this latter belief incorrigible? Davidson distin-
guishes the content of the thought from the holding of it. He grants that 
we know our own thoughts in a way no one else can. In contrast to the 
 holding  of the thought, however, the  content  of the thought is not a private 
matter. In fact, Davidson insists that the content is as public as anything 
is. “The thoughts we form and entertain,” he writes, “are located conceptu-
ally in the world we inhabit, and know we inhabit, with others. Even our 
thoughts about our own mental states occupy the same conceptual space 
and are located on the same public map.”  17   
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 For Davidson, intersubjectivity is essential to subjectivity. His argument 
is, in a quick gloss, that there is no I without a We. He writes, “If I did not 
know what others think, I would have no thoughts of my own and so 
would not know what I think.”  18   But just as there is no subjectivity without 
intersubjectivity, there could also be no intersubjectivity without subjec-
tivity, and thus, without the fi rst-person authority of mine-ness: “If I did 
not know what I think, I would lack the ability to gauge the thoughts of 
others.”  19   The third leg of this epistemological tripod is the objectivity of 
the world: “Gauging the thoughts of others requires that I live in the same 
world with them, sharing many reactions to its major features, including 
its values.”  20   

 For Davidson, objectivity follows from the public, social nature of lan-
guage. What we think can generally be expressed in sentences, and others 
can comprehend these sentences. There is no “private” language, if by that 
one means language that in principle only I can understand and use to 
communicate with myself. Even if thoughts and especially feelings often 
appear to be richer than the sentences that express them, anything that 
counts as a thought must be expressible in a sentence. Davidson in his 
later work uses the example of “triangulation” to make this point. This no-
tion is the keystone of Davidson’s theoretical model of “radical interpreta-
tion.” Radical interpretation is unlike ordinary interpretation whereby the 
interpreter already knows the language.  21   Radical interpretation is closer 
to Quine’s idea of radical translation, except that Davidson’s theory goes 
even deeper and does not presuppose that the interpreter already knows 
a language (although radical interpretation could also involve someone 
who has a language but knows nothing about the other person’s language). 
Instead, Davidson is arguing for an idealized model whereby the under-
standing of particular utterances is not given in advance. He is trying to 
explain how, even in the most primordial case where one does not yet 
master one’s own language, understanding  could  result. Triangulation is an 
abstract model whereby each of two conspecifi c speakers determines the 
meaning of their terms by determining how the two speakers triangulate 
on each other and a common object. On this model the three-way relation 
is the minimal structure of understanding and intelligibility. It also shows 
that interpretive understanding is paradigmatically a social practice that 
requires language. If language can be explained through this idealization of 
how we come to understand each other even if initially we do not under-
stand the other’s language, then the concrete social emergence of a shared 
world is more readily understandable. 
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 2 Davidsonian Hermeneutics 

 Now that we have shown some hermeneutic points in Davidson, we can 
turn to some Davidsonian points in hermeneutics. In particular, the her-
meneutical philosophy of Heidegger and Gadamer recognizes the linguis-
ticality ( Sprachlichkeit ) of our being-in-the-world. In  Truth and Method , for 
instance, Gadamer makes it clear that understanding and interpretation 
are invariably linguistic. He sums up his theory with the famous sentence: 
“Being that can be understood is language” (“Sein, das verstanden werden 
kann, ist Sprache”).  22   This sentence has its own “effective history.”  23   In 
1967 Gadamer interpreted this sentence as meaning that “We should try 
to understand everything that can be understood” (“Alles verstehen wol-
len, was sich verstehen läßt”).  24   In 1984 he glossed it less strongly as “that 
which is, can never be completely understood” (“daß das, was ist, nie ganz 
verstanden werden kann”).  25   The second formulation strikes us as prefer-
able and more Davidsonian because it does not posit an apparent  telos  or 
closure to interpretation. In Davidsonian parlance, we would say that on 
either reading, the holism in Gadamer’s position is clear. He can also be 
read as agreeing with Davidson that there is no mental content where there 
is no language. 

 The effective history of the sentence that “Being that can be understood 
is language” goes beyond Gadamer himself. In a piece written for Gadam-
er’s hundredth birthday, Richard Rorty interprets this sentence as express-
ing the bit that was correct in the metaphysical positions of nominalism 
and idealism, even if these are no longer tenable today. Rorty defi nes 
nominalism as “the claim that all essences are nominal and all necessities 
 de dicto. ”  26   He then translates the thesis that “we never understand any-
thing except under a description, and there are no privileged descriptions” 
into the semantic claim that “only a sentence can be relevant to the truth 
of another sentence.”  27   For Rorty, then, Gadamer’s statement is not a latter-
day version of linguistic idealism, because it can be read without taking on 
any metaphysical baggage.  28   

 We hope to have shown that there is indeed a philosophical alliance be-
tween Davidson and the hermeneutical thinkers, despite the wide gap that 
separates their methods of analysis and argument. A question that poses a 
potential problem for our reading of Davidson as a hermeneutic philoso-
pher, however, is the following. Is it the case that just when hermeneu-
tics appears to be taking a linguistic turn and emphasizing  Sprachlichkeit  as 
foundational to understanding and interpretation, Davidson takes a differ-
ent turn when he announces that “there is no such thing as a language”?  29   
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Does this bold assertion undermine the connection that this essay sees 
between Davidson and Gadamer? 

 Exactly what Davidson means when he makes this seemingly paradoxi-
cal assertion raises complex issues in the philosophy of language that go 
beyond what this essay can deal with in the present context. We read this 
statement, however, not as a move away from Gadamer, but toward him. 
Some philosophers dispute the hermeneutical insistence on the circularity 
of understanding on the grounds that the hermeneutic circle leaves out the 
fact that the interpreter has to start somewhere. In particular, these critics 
of hermeneutics would argue that the interpreter has to know a language 
before the interpreter can start interpreting. 

 This criticism makes several assumptions about language that David-
son’s theory corrects. First, a language is not a fi xed set of words and rules, 
but is particular to determinate speakers. Second, if Davidson is right, the 
process of radical interpretation is itself a circular process whereby the 
cospeakers determine the referents of their words by using other words. 
Third, what Davidson means by his provocative statement that there is no 
such thing as a language is that language is not a thing-in-itself with fi xed 
and rigid ways of constraining what can be said and understood. Know-
ing a language is not prior to interpretation and does not make linguistic 
communication possible. Davidson wants to reverse the assumption that 
knowing a language is logically prior to interpretation. We think that Bjørn 
Ramberg sums up Davidson’s argument correctly when he says that this 
reversal results in the conclusion that “the concept of a language derives 
its content from our theory of interpretation, not vice versa.”  30   In other 
words, radical interpretation is an explanation of how the social practice 
of engaging in language communicatively is even possible. In saying that 
there is no such  thing  as a language, Davidson is insisting that as a so-
cial practice language undergoes the constant makings and remakings of 
conversational negotiation. So the relation of language and interpretation 
itself turns out to be a variant of the hermeneutic circle. Presumably this 
circle is not a logically vicious circle, but an interpretation that helps us to 
understand how understanding, linguistic or otherwise, is even possible. 

 3 Self-Awareness and the Social Nature of Thought 

 Connecting Davidson to the phenomenological tradition of Husserl is 
more diffi cult and controversial than connecting him to the hermeneu-
tical tradition. Like hermeneutics and unlike phenomenology, Davidson 
is concerned with the linguistic rather than the experiential. Whereas 
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phenomenology is usually expressed as if it were talking about prelinguis-
tic experience, Davidson’s critique of the Cartesian account of subjectivity 
might well be inferred as being a critique of this conception of pure experi-
ence. In fact, this inference would not be completely incorrect. Neverthe-
less, phenomenology is rich and there are many signifi cant intersections 
between Husserl and Davidson that can contribute to a better understand-
ing of the underlying problems. In particular, Husserl in his many studies 
of intersubjectivity has anticipated Davidson’s work on the social nature 
of thought. 

 Already in  Ideas I  Husserl writes: “I continually fi nd as my counterpart 
the one spatiotemporal reality to which I belong like all other human 
beings who are to be found in it and who are related to it as I am.”  31   The 
experienced reality should not merely be thought of as physical, but as 
involving everything with which we are concerned practically. Husserl 
maintains, for instance, that values are perceived just as immediately as 
other characteristics of the things around us.  32   The intersubjective world of 
things, values, interests, and other practical aspects of human life Husserl 
later calls the “life-world” ( Lebenswelt ). Before we go more deeply into the 
implications of this account of the social life-world and its contributions 
to our discussion, however, we must consider the idea that subjectivity has 
to be defi ned by being a certain qualitative experience peculiar to each self 
and that it is therefore inevitably private. In spite of the explicit rejection 
by Husserl of Cartesianism, this conception of subjectivity is often ascribed 
uncritically to phenomenology. Our encounter with Davidson leads us to 
want to rethink this conception. 

 Dan Zahavi interprets Husserl as distinguishing “between (1) what the 
object is like for the subject and (2) what the experience of the object is 
like for the subject.”  33   We think this distinction is mistaken about Hus-
serl because we think that it mischaracterizes Husserl’s basic notion of in-
tentionality. If we take Husserl’s idea of intentionality as something like 
“awareness is always awareness of . . . ,” then it seems obvious that for 
Husserl there is no such thing as “an awareness of awareness itself.” That 
experience is always about something else would seem to preclude the idea 
of an experience of experience itself. 

 Zahavi draws his distinction in opposition to contemporary analytic 
philosophers who deny that there is anything it is like to have an experi-
ence in addition to the object experienced. Zahavi sees both Fred Dretske 
and Michael Tye as examples of philosophers of perception who refuse to 
make this distinction. What Zahavi thinks Dretske and Tye are missing is 
the difference between an awareness of the object and an awareness of the 
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experience of the object. The latter includes awareness of how the object is 
given to me, that is, whether I am directly perceiving it, or imagining it, or 
remembering it, or anticipating it. 

 We hypothesize that skeptics about the experience of qualia will deny 
the validity of this distinction between properties of the object and proper-
ties of the subjective experience. Such qualia-skeptics include philosophers 
as diverse as Hume and Nietzsche. Hume famously makes the following 
remark in his  Treatise of Human Nature : 

 For my part, when I enter most intimately into what I call  myself , I always stumble 

on some particular perception or other, of heat or cold, light or shade, love or hatred, 

pain or pleasure. I never catch  myself  at any time without a perception, and  never can 

observe any thing but the perception .  34   

 This last statement, which we have emphasized, shows that Hume is a 
skeptic not only about the self, but also about the claim that there is any-
thing that an experience is like in addition to the content that is experi-
enced. Nietzsche can be added to this list of skeptics about the primacy of 
the subject for unpublished statements like the following: “The ‘subject’ is 
not something given, it is something added and invented and projected 
behind what there is.”  35   

 Zahavi tries to block such attacks by admitting that the distinction be-
tween the object and the experience of the object is only a conceptual one, 
and not one that can be drawn in experience itself. He does think, however, 
that there is a difference between what the object seems like and what the 
perceiving feels like. If one accepts this distinction, then there would in fact 
seem to be an experiential difference, and not merely a conceptual one, 
involved in attending to the object as opposed to attending to how I am 
accessing the object. 

 In defending the need for a subjectivistic account of experience, Zahavi 
thus insists that this “fi rst-personal givenness” is what makes experience 
 subjective . The fi rst-personal givenness of experience, he claims, “entails 
a built-in self-reference, a primitive experiential self-referentiality.”  36   This 
claim strikes us as very similar to the notion of subjectivity that Davidson 
rejects as mythical. The fi rst-personal givenness, on Zahavi’s account, is 
manifested in the fact that all my experiences are my own. Like Heidegger 
(see above), Zahavi also refers to this feature of experience as  mine-ness.   37   
The crucial question then becomes whether  mine-ness  entails  selfhood . 

 To make this question manageable, Zahavi points out that we have to 
know what we mean by “self.” Instead of dealing with the twenty-one dif-
ferent conceptions of the term “self” identifi ed by Galen Strawson, Zahavi 
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sensibly limits the discussion to three: the Kantian view of the self as an 
identity-pole; the hermeneutical conception of the self as a narrative con-
struction; and the phenomenological description of the self as an expe-
riential dimension. He follows the French philosopher Michel Henry in 
thinking of this self minimally as “having fi rst-personal access to one’s 
own experiential life.”  38   The phenomenological account is the one that he 
thinks gets it right because the narratival personhood of the hermeneutical 
conception presupposes the phenomenologist’s experiential selfhood, but 
not vice versa. “In short,” he concludes, “the self is conceived neither as an 
ineffable transcendental precondition, nor as a mere social construct that 
evolves through time; it is taken to be an integral part of our conscious life 
with an immediate experiential reality.”  39   

 The hope is to have such a minimal notion of the self that anyone could 
accept it. In that regard, Zahavi and Davidson would appear to share a simi-
lar goal. Zahavi rightly points out that the Husserlian conception of the 
self is not Cartesian: it is not a “self-enclosed and self-suffi cient interiority” 
but rather a “world-immersed self.”  40   Zahavi tries to capture this by saying 
that he is describing the “subjectivity of experience,” not some substantial 
“subject of experience.”  41   He thus does not want to commit the fallacy that 
Kant called paralogism. He also does not want to make the mistake of reify-
ing the subject into an object, a mistake that Heidegger often pointed out. 

 Does Zahavi indeed prove, however, that there is a “what it is like” in 
addition to the experience? This almost seems like asking whether the ex-
periencing itself has qualia, or whether qualia have qualia. Furthermore, 
one must also ask whether his idea of a “minimal self” is convincing from 
a Davidsonian perspective. 

 To deal with these questions, we will fi rst discuss whether Zahavi’s con-
ception of the self is really as minimalist as he says it is. Zahavi’s case for 
his concept of the self draws indirectly on Thomas Nagel’s characterization 
of subjectivity as “what it is like” to be a certain sort of creature. For Nagel 
there is something that it is like to be a bat that we humans will never expe-
rience. But notice again that much depends on the word “experience,” and 
in particular, that “what it is like” is internal rather than external. Zahavi 
changes the “what it is like” and makes it apply to every conscious state, 
not simply to the creature as such. “Every conscious state,” he writes, “be it 
a perception, an emotion, a recollection, or an abstract belief, has a certain 
subjective character, a certain phenomenal quality of ‘what it is like’ to live 
through or undergo that state.”  42   Indeed, he believes that this phenomenal 
quality is what makes a mental state  conscious.  So once again he insists on 
the difference between the experience of the object and the experience of 
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the experience of the object. This “experience of experience,” however, 
sounds like “qualia of qualia” and in any case is exactly what skeptics about 
qualia deny. Although Davidson mainly discusses propositional attitudes 
and not sensations, the quotation from “Knowing One’s Own Mind” with 
which we began clearly rejects qualia as a lingering vestige of Cartesianism. 
Part of the picture that he is opposed to there is that the content of the 
passing show “consists of ‘appearances,’ sense data, qualia, what is ‘given’ 
in experience.” We take Husserl to be similarly rejecting such an idea when 
he writes in the  Phenomenology of the Consciousness of Internal Time  that “an 
impression . . . is to be grasped as a primary consciousness that has no fur-
ther consciousness behind it in which we are aware of it.”  43   Husserl wants 
to avoid the infi nite regress that would result by positing a consciousness 
of consciousness. 

 Furthermore, Zahavi’s insistence on fi rst-personal  givenness  is prob-
lematic. If pragmatists like Sellars and Rorty think that the givenness of 
physical objects is a myth, they are not going to understand the value of 
this insistence on the givenness of subjectivity either. As a holist Davidson 
would also reject this turn of phrase. Holism is the view that sentences get 
their sense from their relation to other sentences, not from some experi-
ential givenness. In Davidson’s words, “Beliefs are identifi ed and described 
only within a dense pattern of belief.”  44   This insistence on the “pattern” 
of belief is much like the hermeneutical emphasis on the importance of 
“context” in determining the sense of an utterance. 

 Finally, Zahavi runs the risk of reifying the subject after all by turning 
it into something that is experienced. “When we investigate appearing ob-
jects,” he affi rms, “we also disclose ourselves as datives of manifestation, as 
those to whom objects appear.”  45   Although the phrase “datives of manifes-
tation” seems to refer to a merely grammatical structure, we suspect that 
it hides the paralogism of moving from thinking to a thing that thinks. 
Positing a locus of experience comes to much the same thing as positing a 
 res cogitans . That Hume and others do not fi nd the self in their introspec-
tions is not due to the fact that Hume was looking for it in the wrong place, 
as Zahavi claims. Instead, as Davidson’s critique of the Cartesian theater 
makes clear, there is no “place” in which to look. 

 4 The Hermeneutic Husserl 

 Although Zahavi is a subtle interpreter of Husserl, we have been arguing 
that his exposition of subjectivity in Husserl is not fully informed by Da-
vidson’s thesis of the myth of subjectivity. Husserl did want to ground 
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phenomenology in subjective experience, but he also wished to distance 
phenomenology from the Cartesian  cogito . A reading of Husserl that is bet-
ter informed by Davidson is, we believe, philosophically more viable. We 
acknowledge, however, that there is room for more than one interpreta-
tion. Although the sheer quantity of Husserl’s writings, many of which 
still are not yet published, makes following through his every thought 
very diffi cult, it is nevertheless crucial for any interpretation of Husserl to 
take into account the further development of his work. Considering only 
one phase of his ongoing investigations can be seriously misleading. In 
what follows we therefore sketch an interpretation of the later Husserl that 
is more compatible with Davidson’s account of subjectivity and that we 
fi nd historically more accurate and philosophically more digestible than 
Zahavi’s. 

 The work in which Husserl’s investigations come closest to hypostatiz-
ing a foundation of phenomenology in subjectivity is his book,  Cartesian 
Meditations . The material here goes back to two two-hour lectures delivered 
at the Sorbonne in 1929 and then published in French in 1931. In these 
lectures Husserl uses the admittedly Cartesian method to bracket the ex-
istence of the external world and to suspend theoretical categorizations. 
He also rejects, however, many of the claims derived from the Cartesian 
method, including some of Descartes’s own thoughts. For instance, for 
Husserl there is no gap between clear and distinct perceptions of the mind 
and an “external world.” Husserl calls the problem of their relation an ab-
surdity ( Widersinn ). He writes that Descartes succumbed to it because he 
missed the “genuine sense of his transcendental epoché.”  46   According to 
Husserl, Descartes failed to take the abstract self as a vantage point and 
instead started from the self as a natural human being. The latter, however, 
already presupposes an “Outside Me” because it implies perceiving myself 
as being in a space.  47   Questioning the existence of the “external” world as a 
counterpart of the natural self therefore already presupposes the existence 
of the external world. For Husserl, the “genuine” sense of the epoché lies in 
the systematic clarifi cation of the transcendental ego as a precondition of 
knowledge. The role of epistemology thus sheds light on how subjectivity 
is part of, and not independent of, our worldly experience. 

 The reference to “transcendental” here does not imply  psychological  ide-
alism. Husserl is not making a Cartesian inference from the inner to the 
outer, that is, from our subjective experience to the objective world. His po-
sition is also not a Kantianism that “leaves open at least as a limit-concept 
the possibility of a world of things-in-themselves.”  48   Although Husserl does 
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identify his position as a version of transcendental idealism based on the 
“self-interpretation of my Ego as a subject of all possible cognition, namely 
with respect to all meaning of being,”  49   this transcendental idealism is not 
antinaturalistic, but simply antireductionist. Zahavi is thus correct that for 
Husserl the ego is experienced. For Husserl, however, the ego is not a fur-
ther component in personal experience. Rather, the ego is the structure 
 of  experience that makes experience intentional, “about” something. Hus-
serl’s phenomenology is transcendental in that it investigates the inten-
tional structure of experience. Husserl’s position thus shares at least one 
conclusion with Davidson’s “anomalous monism,” namely, its antireduc-
tionism. Davidson posits the identity of mental events and physical events, 
but the identity is a token–token, not a type–type identity. With his notion 
of weak supervenience, Davidson avoids reductionism in the strong causal 
sense that antimaterialistic phenomenologists deplore. 

 Husserl maintains that to learn more about subjectivity we have to start 
from where we are: from the world we know through our everyday activi-
ties, the world we live in. It is thus not surprising that the emphasis of Hus-
serl’s investigation shifted more and more from the ego to the life-world. 
In fact, he was not satisfi ed with the  Cartesian Meditations , and he never 
authorized their publication. Instead, from 1932 until his death in 1938 he 
worked on writings that have in large parts been published posthumously 
in 1954 as  The Crisis of the European Sciences and Transcendental Philosophy  
( Husserliana VI ),  50   a supplementary volume published in 1993 ( Husserliana 
XXIX ), and  The Lifeworld  in 2008 ( Husserliana XXXIX ). 

 In these works he explicitly speaks against his earlier “Cartesian way” 
and contrasts it with the “way from the life-world” as well as with the “way 
from psychology.”  51   In addition, Husserl further elaborates the concept of 
the life-world and introduces the notion of history. Husserl traces not only 
subjectivity, but also all kinds of meaning back to the life-world. We can-
not fi nd a direct correlate in Davidson for the notion of the life-world. On 
our reading, however, it corresponds to the social and historical situation 
in which radical interpretation takes place, but about which Davidson does 
not have much to say. For Husserl, in contrast, the life-world is the basis of 
experience. On the one hand, the life-world is said to be a  Sinnesfundament  
(foundation of sense), because it is connected to our sense experiences. The 
life-world is the world as experienced, the “world of sense-intuition, a sen-
sible world of appearances.”  52   On the other hand, the life-world is also the 
basis for both descriptive and normative meaning. All human actions occur 
in it and all our theories ultimately have to prove their claims to truth with 
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regard to it. Not the sciences but the “immediately intuited world” is the 
“original meaning-giving achievement.”  53   

 One objection to our attempt to connect the later Husserl with herme-
neutics concerns the fact that hermeneutics is broadly historical and histor-
icist. In contrast, Husserl’s rejection of historicism suggests to some that he 
is an unhistorical philosopher. The later Husserl, however, surprises us with 
his insistence on the historical dimension of experience. For instance, he 
provides detailed historical accounts of how the sciences developed from 
the life-world. These investigations represent Husserl’s fi rst efforts to show 
the dependence of our “objective” way of thinking on historical develop-
ment. The aim of these historical investigations is not to reveal empirical 
facts about our ways of thinking, but to identify their preconditions. This 
project brings him much closer than is commonly supposed to the broadly 
hermeneutical insistence on the historicity of thought. He recognizes that 
our understanding of history itself is dependent on the course of this very 
history. 

 In the  Crisis  Husserl does not use the expression “hermeneutical circle,” 
but he does speak of a “kind of circle” between understanding the ori-
gins of scientifi c ways of thinking and those ways of thinking today.  54   To 
understand the scientifi c ways of thinking since the Enlightenment, we 
have to understand their origins and subsequent development. That is, we 
have to think historically. But we also have to understand this historical 
way of thinking itself in order to understand  its  origin and subsequent 
development. Husserl writes that we have to go forward and backward in 
zigzag movements ( im Zickzack ) and thereby reciprocally reach a clearer 
understanding of our way of thinking today as well as its origin and 
development.  55   

 In sum, the methodological problem with the life-world is analogous to 
Husserl’s search for a historical origin. Our ways of thinking go back to the 
life-world, which in turn has to be investigated using these very ways of 
thinking. So on the one hand, we have to use ordinary life with its “naive 
manner of speaking.”  56   We have to go back to the naiveté of the everyday 
life-world to understand the extent to which our scientifi c and philosophi-
cal thinking might be equally naive. On the other hand, we have to use 
scientifi c and philosophical thinking to understand the life-world. Husserl 
in his later philosophy thus recognizes the circular as opposed to the foun-
dational character of philosophical investigation into the preconditions of 
our thinking, be it the historical origin or the life-world: To understand the 
preconditions we have to understand our way of thinking and vice versa. 
This back and forth motion is essentially the hermeneutic circle. 
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 5 Conclusion: Linguistic Turns and Hermeneutic Circles 

 In our view, although Husserl anticipates the hermeneutical and holis-
tic approaches of Heidegger, Gadamer, and Davidson, he does not take 
the crucial next step and give up foundationalism entirely. Although he 
recognizes the circularity of his method, he still takes history to develop 
teleologically from an “entelechy.”  57   He believes that the life-world is a 
“foundation” that is “pregiven to us . . . always and necessarily as the uni-
versal fi eld of all actual and possible praxis, as horizon.”  58   As a universal 
structure, the life-world is static and unhistorical. Husserl insists, for in-
stance, that it will not be changed by the theories that develop from it: 
“This actually intuited, actually experienced and experienceable world, in 
which practically our whole life takes place, remains unchanged as what it 
is, in its own essential structure and its own concrete causal style, whatever 
we may do with or without techniques.”  59   We could agree that changes in 
theories (for instance, in the sciences) do not always necessitate changes 
in how the world is perceived. Acknowledging this point does not entail, 
however, that our life-worldly perception is immune to changes in theory, 
which can lead to changes in what even counts as a phenomenon. In con-
trast to Husserl, then, we do not think that the concretely experienced life-
world is fi xed and pregiven, but that it both infl uences and is infl uenced by 
changes in belief and theory. 

 Despite the later Husserl’s implicit recognition of the hermeneutic circle, 
his inclinations toward foundationalism infl uenced his progeny. For in-
stance, Maurice Merleau-Ponty claims in  The Primacy of Perception  that “the 
perceived world is the always presupposed foundation of all rationality, all 
value and all existence.”  60   At least at one point, then, Merleau-Ponty uses 
the metaphor for phenomenology of an archeological dig down through 
the sedimented layers of experience before reaching “the structure of the 
perceived world [that] is buried under the sedimentations of later knowl-
edge,” the “universal style shared in by all perceptual beings.”  61   This image 
suggests that there is a bottom line for philosophy, and that it consists of 
the universals of perception. 

 The work on history and life-world as preconditions of thinking by the 
later Husserl, Merleau-Ponty, and other phenomenologists is indeed valu-
able, and it deserves to be considered in current philosophical discussions. 
We question, however, whether the “foundation” they hypothesize is prior 
to interpretation. Is the alleged bottom stratum presuppositionless or is 
it given only through interpretation? The underlying presupposition of 
foundational phenomenology seems to be that the foundation has to be 
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universal and free of interpretation to allow for rigorous science. In con-
trast, we follow the hermeneutical approach in claiming that there is no 
need for a sharp distinction between universal and relative preconditions 
of theory. The life-world as construed by the later Husserl implies language 
as much as forms of perception and is therefore interpretive all the way 
down. This is not to say there is no difference between experience and 
theory. But even our most basic experiences are structured by language and 
therefore open to interpretation. 

 Applying Davidson’s critique of subjectivity to the classic standoff be-
tween phenomenology and hermeneutics has led us to the conclusion 
that phenomenology presupposes hermeneutics. Understanding Davidson 
helps to see why Husserl had good reason to move from a phenomenology 
anchored in a supposedly uninterpreted experience toward a more herme-
neutical life-world in which the social, historical, and interpretive nature of 
thought is recognized and validated. In our opinion, this is the most viable 
direction in which not only phenomenology and hermeneutics, but also 
continental and analytic philosophy more generally, ought to be heading 
today. 
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 1 Introduction 

 Several philosophers  1   have argued for a genuine affi nity between Derrida 
and Davidson. That alleged affi nity demands detailed support, in light of 
some apparent central differences in their views. So, here is some of that 
detailed argument. This essay argues that Davidson is implicitly committed 
to free play and  differance . 

 Let me fi rst outline how one important strand of analytic philosophy, 
the strand roughly characterized as “logical empiricism,” led to the anti-
logo-centrism of Quine and Davidson: Philosophers such as Carnap had 
always been antimetaphysical, regarding metaphysical questions as con-
cealed questions about language. Their critique of metaphysics interpreted 
metaphysical questions as questions about “conventions about what mean-
ings to assign to one’s words.” Quine, in one of the most famous (analytic) 
essays of the twentieth century, “Two Dogmas of Empiricism,”  2   argued that 
logical empiricists were committed to one group of metaphysical entities, 
meanings. Quine showed that meanings themselves could not be given 
an empirical account that accorded with logo-centric tradition. Synonymy 
and analyticity, for instance, could not be empirically founded concepts. 
In effect, Quine deconstructs the empiricist account of metaphysics as mis-
understood proposals about meaning—he shows that, on empiricist prin-
ciples themselves, there cannot be language-transcendent meanings about 
which to make proposals. 

 Now, once Quine rejects transcendent meanings as nonempirical, a very 
radical linguisticism is in place. Language is, as it were, as good as it gets. 
Quine still was an empiricist, however, because he considered that stimu-
lations could be used to ground a connection between the world and the 
sentences we use. A sentence for a person at a time is associated with the 
stimulations that induce assent to it. Since these associations are mediated 
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and modifi ed by what other sentences the person assents to, “stimulus 
meaning” is radically holistic and revisable. 

 Davidson recognized that Quine’s appeal to kinds of stimulations as the 
same or different independently of predicate scheme committed Quine to 
taking some entities to have a criterion of sameness independent of a predi-
cate scheme. That is, Quine remained committed to essentialism about the 
domain of stimulations that was divided up in various ways. When a pair 
of stimuli were the same or different was intrinsic to those stimuli. 

 Davidson rejects stimulus meaning as yet another version of the “dual-
ism of scheme and content,”  3   the idea of a given domain of objects avail-
able to be sorted into extensions of predicates. The metaphor of dividing 
up or organizing the world with a predicate-scheme is, Davidson argues, 
incoherent. If one does not believe in essential natures, sameness is relative 
to a predicate scheme, not a given. Any “given” domain of objects would 
have an intrinsic, privileged sameness relation, in effect the essences of the 
entities out there. Davidson is then left with neither transcendent mean-
ings nor samenesses given in nature to yield a “ground” for meaning. How, 
then, according to Davidson, can language get a purchase on the world at 
all without some domain for a predicate scheme to butcher, whether at the 
joints or by means of a grinder? 

 Davidson’s answer depends on his notion of truth. Davidson follows 
Quine, who follows Frege, in taking the basic unit of contact with the 
world to be the sentence. Given that sentences, as Frege indicated, do not 
refer to anything other than their truth-values, this means that reference, 
what the singular terms refer to and what predicates apply to, is basically 
an organizational system for sentences assented to, that is, taken to be true. 
Without stimulus meanings grounding sentences’ truth-values, truth itself 
is the primitive semantic notion. For Davidson, nothing makes sentences 
true; rather, what there is supervenes on truths.  4   

 Language itself, concrete speech behavior, is fundamental. Language 
is not to be understood as an expression or manifestation of language-
transcendent  logoi  such as Platonic Forms, Fregean senses, or some con-
struction out of possible worlds. Thus, an account of meaning or truth con-
ditions can only be given by connecting mentioned sentences with words 
used to say what the world has to be like for the sentence to be true. There 
is no better explication of the truth conditions of “Joe is a frog” than “‘Joe 
is a frog’ is true if and only if Joe is a frog.” For a person’s language as a 
whole, a systematic way of generating all such sentences is a semantics for 
a language. 
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 An important consequence of taking language as primary is that the 
only account of metaphor and other fi guration available is a rhetorical ac-
count. Since there are no language-transcendent meanings, there are no 
metaphorical meanings. Davidson in “What Metaphors Mean”  5   proposes 
such an account. An expression used metaphorically has its usual truth 
conditions, but is presented for some other reason than saying what is the 
case. That is, Davidson distinguishes between what the words mean (their 
truth conditions) and what the person means by using the words. So, fi gu-
ration is treated in the way hyperbole or sarcasm is treated. A person says 
something sarcastic not in order to communicate a belief that the sentence 
uttered is true, but for another purpose entirely. 

 The consequences of Davidson’s account of metaphor for the Davidson-
ian account of predicate extension match in important detail some of the 
consequences of “difference,”  6   as I will show below. These consequences 
of “ differance ” are thus features of both philosophers’ thought. These con-
sequences are in effect already implicit in the joint denial of transcendent 
meanings and a given, common to both philosophers’ thought. 

 2 Truth 

 Let me fi rst dispel one apparent disagreement between Derrida and David-
son. Derrida apparently takes a dim view of “truth,”  7   whereas that is the 
central concept in Davidson’s account of language and mind. 

 Derrida’s target is the classical conception of truth as the matching of a 
 logos  present to the mind with its natural referent, roughly speaking. The 
“presence” of the  logos  is in effect the phenomenological version of the 
meanings to which analytic philosophers have had recourse. Those mean-
ings require a magic language of thought in which terms by their very 
nature (i.e., by their senses or by the Platonic Form they reveal) have the 
referents they do. According to the classical conception, a true sentence is 
true in virtue of these meanings fi tting natural referents. Truth is the ac-
cord between tokens of thought and being. Derrida argues  8   that there are 
no such tokens, that there is no “magic language” of terms that by nature 
refer to particular beings.  9   Thus, truth is a notion that must be overcome by 
showing the incoherence of its founding notions, largely by examination 
of important texts—that is, by deconstruction. 

 Davidson, while he explicitly makes “truth” the central concept in his 
theory, abandons correspondence in any but the disquotational sense. 
Truth for Davidson is the central connecting notion linking belief, desire, 
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action, and other elements of the “intentional” family of concepts. Truth 
conditions give meaning, truth is undefi nable, truth connects belief, desire, 
and action.  10   

 Briefl y, then, Derrida’s view is that, since “truth” is correspondence of 
 logos  to entity, there is no truth.  11   Davidson’s view is that, since there is no 
sense to be made of a correspondence of  logos  to entity, truth is not corre-
spondence of  logos  to entity.  12   Thus there is no fundamental disagreement. 

 3 Slippery Figures 

 Metaphors, according to Davidson,  13   are utterances or inscriptions that are 
produced for some other purpose than to indicate that the sentence is true. 
A metaphor illuminates something, but is not in general true. So, I say 
“Celeste is an eggplant,” teasing my guinea pig; what I say is obviously not 
true and is not intended to be true. Metaphors and many other fi gures, 
that is, are treated in the way that sarcasm, hyperbole, and understatement 
are treated—as rhetorical rather than semantic phenomena. That is, the 
intention with which the utterance is produced determines whether an 
utterance is a metaphor or other fi gure of speech rather than an assertion, 
command, or question. The utterance has truth conditions, which are just 
the literal truth conditions,  14   and those truth conditions are crucial to the 
speech act accomplishing what is intended. 

 Once we examine cases beyond the central, clear cases in which the 
intention is clear and the truth-value is clear, though, the rhetorical forces, 
truth conditions, and intentions become more opaque. There are two 
ways to see this, the fi rst rather superfi cial and obvious, the second more 
startling: 

 1. First, we can note that, within a culture, metaphors die. We can refl ect 
on the implications of this gradual demise for issues of truth and falsity. 
The vocabulary of the Indo-European languages, at least, refl ects a history 
of metaphors becoming literal meanings, those new literal meanings being 
used metaphorically, and then those new metaphorical extensions becom-
ing literal.  15   Those mundane metaphors can become additional senses of 
words of the language.  16   Metaphors and other fi gures sometimes become 
independent words, when the words of which they are fi gural extensions 
pass away or are unfamiliar to most speakers.  17   This kind of borderline in-
determinacy could be accommodated as just a process of meaning change, 
without supposing any indeterminacy or “undecidability,” but rather just 
the familiar vagueness of macro-phenomena. For a Davidsonian, the idio-
lect is primary,  18   and so the vagueness of whether the arbitrary construction 
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we call “English” has one word or two words spelled and pronounced 
“crush” is not philosophically interesting. 
 2. The second way to see the unsettling effect  19   of metaphor focuses on the 
individual speaker/thinker. Since the phenomenon of metaphor is rhetori-
cal, it is distinguished by intentions. If intention is the distinguishing fea-
ture of a fi gure, whether an occurrence of a predicate is metaphorical must 
be a matter of whether the appropriate  individual  intention was present. A 
metaphor can be a metaphor only relative to an idiolect at a time. 

 This second consideration is the fundamental one. For Davidson, each per-
son’s language is slightly different from anyone else’s, so there is no useful 
precise concept of “language” that nonarbitrarily groups dialects as “one 
language.” For semantic purposes, then, the idiolect is the primary phe-
nomenon.  20   Loss of metaphoricity is then a matter of the intention with 
which a particular person’s speech act is produced. So, the death of a meta-
phor in an individual idiolect must be a matter of that individual coming 
to use a predicate that could be a metaphor  21   with the intention of saying 
something true. 

 But the intentions that defi ne different rhetorical forces are very of-
ten hard to detect. Can you tell whether you are using “crush” literally 
or fi guratively?  22   That is, can you tell “from the inside” whether you have 
two words or one? Certainly the existence of the appropriate intention is 
phenomenologically obscure. On Davidsonian grounds, one would argue 
that there is nothing in the brain that decides such matters, either.  23   When 
what is perhaps a metaphor is familiar and routine, it can be indetermi-
nate whether a metaphorical communicative intention exists. This is as 
we should expect, given the Davidsonian approach to interpretation and 
mental predicates. 

 On a Davidsonian account of the mental, intention is one of the family 
of concepts that are applied holistically and nonreductively in interpreta-
tion. Intention is part of the network of concepts that we apply in inter-
preting physical events of other agents as actions. “Intends” is, after all, 
a propositional attitude verb like “believes” and “desires.” Intentions are 
assigned as part of interpretation; they are not independently given bases 
for interpretation. Intentions are not independently identifi able psycho-
logical states or events inhabiting the mind, but are rather ascribed as part 
of a theory of action interpretation, interpreting actions both of ourselves 
and of others.  24   

 A Davidsonian should expect that whether “crush” is one predicate or 
two would be indeterminate for exactly the reasons that we fi nd indeter-
minacy in exchanging belief and meaning. In the case of indeterminate 
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intentions, however, the phenomenon is very widespread. In the previous 
sentence, for instance, one could ask whether “case” is the same or a dif-
ferent word from the “case” that applies to bookcases, whether the compo-
nent “how” of “however” is the same “how” as in “how do you do?,” and 
whether the wideness of “wide” in “widespread” is the same or different 
from the “wide” in “wide expanse,” at least. 

 A deceptive feature of Davidson’s account of metaphor in “What Meta-
phors Mean” is that, by concentrating on great poetic metaphors, where 
intention is clear, he misleadingly presumes intention to be transparent to 
the speaker in the general case of metaphorical speech acts. For the clear 
examples of metaphoricity Davidson discusses, the intention is clear, and 
the metaphors are clearly metaphors. In the more normal sort of cases we 
are discussing, however, both the intention and the truth conditions of the 
utterance are indeterminate. The truth conditions can be ascribed differ-
ently by reinterpreting the predicate, with a corresponding reinterpretation 
of the intention.  25   

 Indeterminacy of rhetorical force, though, is much more common and 
widespread than the Quinean cases of mismatch in seeking agreement with 
another by adjusting meanings and beliefs. Such indeterminacy arises with 
every sentence using a dead or maybe dead metaphor, and for sentences 
using any word with a variety of uses where it is not determinate whether 
there is homonymy, such as “how” in “however.” Furthermore, the inde-
terminacy of intention arises within a single speaker. That is, even in in-
terpreting oneself, the question arises of whether what you said was true 
according to your own lights. 

 The indeterminacy can be represented as alternative distinct predicate-
rosters in the semantics of the idiolect of the speaker or writer. On the one 
account, there are two predicates; on the other account, when the attrib-
uted intention is not to say something true, there is one predicate. 

 4 Back to  Differance  via Truth 

 What does a Davidsonian say about truth and truth conditions over the 
period when what was originally a metaphor ceases to be clearly either 
metaphorical or literal? More generally, what does a Davidsonian say about 
utterances such that the speaker has no opinion about whether the utter-
ance is true or not? In Davidsonian terms, we know the truth conditions 
of the sentence. “The Celtics crushed the Knicks” is true if and only if the 
Celtics crushed the Knicks. We know what the satisfaction conditions of 
our predicates are, as well. An ordered pair of entities satisfi es “crushed” if 
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and only if the fi rst entity crushed the second. So we are always aware of 
the meanings of terms, and should be alert to any shifts. There’s nothing 
but language here. 

 However, an utterance that would have been false before is now true, 
and the difference has nothing to do with indexicals. Intuitively, the facts 
haven’t changed, except for this one, that something that was false is now 
true. By our disquotational account treating meaning as truth conditions, 
the meaning hasn’t changed. (One way of putting this: All the other truths 
relevant to whether the Celtics crushed the Knicks may stay true, while this 
one shifts from true to false.) Since meaning is truth conditions, we cannot 
simply describe the change as a change of meaning. On the other hand, 
it is diffi cult to call the change a change in view about whether crushing 
really took place. Without something like “stimulus situations” or facts, 
that is, the “given” that Davidson denies, there is nothing that helpfully 
expands on the “mere disquotational” account of what it takes for an ut-
terance to be true. 

 What does it take for the utterance to be true? Just the following: (1) that 
“The Celtics crushed the Knicks” is true if and only if the Celtics crushed 
the Knicks; and (2) the Celtics crushed the Knicks. 

 The lack of something beyond a merely disquotational “fi t” of what is 
said to what is the case is a consequence of taking truth to be primary, that 
is, denying meanings except as contributions to truth conditions, and de-
nying a given. Without meanings or a given, there is no outside control to 
restrict the shifting truth-values of sentences. Correctness of application of 
predicates fl oats free of any absolute constraints. 

 Just as a Davidsonian account of interpretation does not appeal to 
meanings as constraints on interpretation, so a Davidsonian account of 
truth of application of predicates does not appeal to facts. Constraints on 
correctness of application are holistic. The lack of “outside” constraints 
(meanings, facts) does not mean that what is true is fi xed by what people 
in a society believe, any more than what people mean is fi xed by beliefs. 
Extensions are not determined by use, even though, necessarily, most of 
what most people believe is true. Patterns of use are evidence for assigning 
truth conditions, and so truth-values, but they are neither meanings nor 
truth-values. 

 Davidson’s view thus does not disconnect language from the world. A 
Davidsonian (and a Derridian) is an externalist about reference and con-
tent. “Is a dog” is true of an object if and only if that object is a dog. That 
is, reference is fi xed by how things are. 
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 Is this puzzling shift that cannot be quite accommodated as change 
of view or change of meaning an effect of  differance ? “ Differance ” is both 
(1) the deferral (so to speak  26  ) of words from their meanings, and (2) a kind 
of differing that Derrida portrays as somehow pre- or nonconceptual. Here 
is how to interpret  differance  in Davidsonian terms at least in these two 
respects: 

 1.  Deferral : For Davidson, there is no notation more direct than language. 
Thought and anything else that has truth-value is language-like in that 
component tokens could have meant something different. That is, their 
tokens are marks. Everything a series of marks expresses has a contingent 
or arbitrary relation to a meaning. Derrida uses the metaphor of “deferral” 
as a constant feature of all meaningful marks in order to deny a distinction 
that is only possible if there is a magic language of transcendent meanings. 
For instance, writing stands for speech, and speech stands for thought. 
Thoughts, it is supposed by the “presence”-theory, by their very nature 
have the meanings they have. The “deferral” component of  differance  is a 
way of denying a magic language of tokens that have meanings by their 
very nature. Davidson, on the other hand, assumes acceptance of Quine’s 
arguments against transcendent, magic-language meanings, and does not 
directly argue against magic-language hypotheses. So, although Davidson 
is committed to the theses about  differance , he does not put them in Der-
rida’s way. This is the “deferral” component. 
 2.  Differing : A new “case” can be a case of anything. Nothing naturally 
forces any application of any predicate. “Sameness” is relative to a predi-
cate, and no predicates come naturally attached to objects. So, new cases 
are “naturally” just different but not in virtue of some features distinguish-
ing them. If nothing in nature forces a predication, then the distinctness of 
a new case is, in its nature, primitive. 

 Without a given, there are no metaphysical “natural kinds” that require to 
be called by the same predicate. Thus, the application of a predicate to a 
new case is always underdetermined. Every new case is different from every 
previous case, and nothing forces the application of any general term.  27   But 
if nothing forces the application of any term, the difference between the 
new case and anything else is not to be explicated by some predicate being 
true of one that is not true of the other. If meaning is truth conditions, and 
correct predication is “true of” conditions, each new case, though different, 
is not in its nature different relative to anything. Of course, depending on 
what is true, the new case is such that, for every predicate, that predicate 
either applies to it or not. That application is determined by truth, though, 
not by the given nature of the case. 
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 Nothing, neither our dispositions to apply terms nor given natures, that 
is, natural joints in the world,  makes  it correct to call some new animal a 
dog. If truth is primitive, there is no deeper  analysis  than that “is a dog” is 
true of the object just in case it is a dog. As Davidson says, nothing  makes  
a sentence true.  28   

 Our dispositions to apply terms do indeed determine what we  call  dogs, 
but we can mistakenly call something a dog.  29   One feature of the truth 
predicate is precisely this difference between all the things that lead us to 
call something a dog and the thing’s being a dog. 

 5 Why not  Differance  for Davidson? 

 So, why doesn’t Davidson invoke  differance  or some notion like it to de-
scribe the above situation? One way to see why Davidson would abstain 
from talking about  differance  is to focus on the use of “case” in “new case” 
above. Davidson does not believe that any sense is to be made of a precon-
ceptual array, of cases or whatever. If there is no given, there is no sequence 
of cases, either. So, the very picture this essay used to state the idea that 
the world does not come cut along the joints or otherwise presumes that 
it does. Davidson does think there is a way the world is in itself. Our true 
sentences describe the world as it is. The world, for instance, has contained 
dogs and buildings in itself, not “relative to English.” 

 The way to describe anything is in one’s language. The truths one utters 
characterize the world. To try to say how the world is “in itself” apart from 
a description in language is not a reasonable project. If it can’t be said, it 
can’t be whistled. If we spoke differently, different things would be true, 
but that does not mean that the truths we utter are not true. 

  Notes 

 1. Most prominently, Richard Rorty, in numerous works. See also Samuel Wheeler, 

 Deconstruction as Analytic Philosophy  (Stanford: Stanford University Press, 2000). No 

one could reasonably claim that Davidson is a “poststructuralist,” any more than 

one could say that Derrida is a “post-Carnapian” or “post–logical positivist.” Such 

characterizations, I take it, are tradition-specifi c. 

 2. In W. V. O. Quine,  From a Logical Point of View  (New York: Harper & Row, 1963). 

 3. Donald Davidson, “On the Very Idea of a Conceptual Scheme,” in  Inquiries into 

Truth and Interpretation  (New York: Oxford University Press, 1984), p. 189. 

 4. This slogan, “Being supervenes on truth,” has to be used with caution. It doesn’t 

mean that if people had never existed, there would be no entities in that situation 
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for truths to be about. There are truths about that situation which we can formulate, 

including that there would not be truths. So, what sentences are true and what there 

is do not depend on the existence of minds or things like that. What it means is that 

reference and “is a thing” primarily organize truths, rather than there being a given 

domain of entities with essences (=  de re  necessities) that true sentences characterize. 

 5. Donald Davidson, “What Metaphors Mean,” in  Inquiries into Truth and Interpreta-

tion , pp. 245–264. 

 6. There are some aspects of the notion of  differance  that do not show up in David-

son. For instance,  differance ’s connection with Saussure’s idea that systems of mean-

ing are systems of differences is not mirrored in Davidson; see Ferdinand Saussure, 

 Course in General Linguistics  (New York: McGraw-Hill, 1966). There are some passages 

in “Differance,” in Jacques Derrida,  Margins of Philosophy , (Chicago: University of 

Chicago Press, 1982), pp. 1–27, where Derrida tries to characterize  differance  as some 

kind of non-thing or non-phenomenon. He is in effect recognizing that while there 

is no pre-conceptual given, “the world” is not homogeneous and exists whether or 

not we exist to conceptualize about it. Davidson engages in none of this, and would 

regard the mysterious nature of  differance  as a pseudo-question. 

 7. See for instance Derrida’s “White Mythology,” in  Margins of Philosophy , p. 270: 

“Henceforth the entire teleology of meaning, which constructs the philosophical 

concept of metaphor, coordinates metaphor with the manifestation of truth, with 

the production of truth as presence without veil.” See also Derrida’s  Of Grammatol-

ogy  (Baltimore: Johns Hopkins University Press, 1976), pp. 10–11: “Further, it [writ-

ing, correctly construed] inaugurates the destruction, not the demolition but the 

de-sedimentation, the de-construction, of all the signifi cations that have their source 

in that of the logos. Particularly the signifi cation of  truth .” 

 8. The arguments Derrida deploys come from a tradition different from the tradition 

of Quine and Davidson. Those arguments have a different philosophical style. Part 

of the interest of Derrida to an analytic philosopher of the Davidsonian brand is see-

ing how such continental arguments supplement and provide a different take on the 

considerations that move Davidson. 

 9. Derrida doesn’t think nothing is true—rather nothing is “true” “in the classical 

sense.” That is, Derrida is not committed to denying that there are better and worse 

objective results on true–false exams. Exactly what Derrida would want to say about 

the commonsense uses of “true” is hard to determine. He does seem to hold that 

somehow the philosophical theory of presence and being has thoroughly infected 

the culture and the language of that culture. 

 10. Truth, while central, is not reducible to anything else. Truth is defi nitely not 

the opening of presence. Rather, truths are what we start with, and from the truths, 

we posit beings. Davidson, following Quine, accepts the primacy of truth over be-

ing. Beings are posited to organize truths—being supervenes on truth, rather than 
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vice versa. So, this is very different from meanings fi tting being as presence, giving 

truth. Davidson’s truth is not truth as “presence.” Far be it from Davidson to say 

such things. 

 11. Derrida also is addressing the truth-with-the-genitive, “the truth of” understood 

as “the true nature of,” that we fi nd in Hegel. 

 12. Does Derrida then think that a sentence like “It is true that there have been 

dogs” is true? He can say something like this: An atheist deals with religious people 

who preface many of their remarks with “By the grace of God.” When one of them 

says, “By the grace of God, it’s sunny outside,” when indeed it is sunny outside, is 

what is said true or false, according to the atheist? Now, suppose that “by the grace 

of God” is always meant, but is a silent particle, sort of like PRO or TRACE. 

 Derrida, following Heidegger, takes metaphysics to have invaded the content 

of “ordinary language.” Davidson, following Wittgenstein, and taking the idiolect 

as primary, does not suppose that metaphysical theories are part of the content of 

terms. 

 13. One marker of the huge difference between Davidson’s and Derrida’s styles and 

approach is the great difference between Davidson’s “What Metaphors Mean” and 

Derrida’s “White Mythology.” Davidson does not discuss metaphor in the history of 

philosophy and doesn’t discuss the conception of meaning embedded in the meta-

phor of metaphor. Derrida, on the other hand, doesn’t feel called on to give an ac-

count of the difference between metaphorical and literal use, for reasons very like 

the ones that led Davidson to abandon the term “literal.” Derrida would hesitate 

to say that the difference is between the literal and the rhetorical for some of the 

reasons that we will bring out below. Davidson, with his Wittgensteinian leanings, 

can be comfortable with distinctions that are unprincipled; Derrida seems not to 

accept such. 

 14. This is another manifestation of the “semantic innocence” that is the keystone 

of Davidson’s “On Saying That,” in  Inquiries into Truth and Interpretation , pp. 93–108. 

 15. “Fornicate” was originally a metonymy, an indirect way of alluding to activities 

in fornice, the arches. Examples could be multiplied at dictionary length. “Sobri-

quet,” now meaning “nickname,” originally was a chuck under the chin. “Futile” 

comes from fl owing, by the fl owing of words from the foolish, then, by another 

turn, “hopeless.” 

 16. Other times, metaphors become catch-phrases or idioms that survive the ex-

tinction of the original word. For example, in the English idiom “hoist on his own 

petard,” probably fewer than one in a hundred English speakers know what a petard 

is. For another example, very few speakers of English know that the “shrift” in the 

common phrase, “given short shrift” has anything to do with making a confession. 

The etymologies of English words show that their history is often that of metaphori-

cal applications of terms becoming routine, and then becoming the literal meanings 
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of terms. Figures can become literal, sometimes passing beyond the “dead” stage, 

where the “literal” meaning is still present to speakers, to the stage where the fi gu-

ration is available only to the scholar. Other metaphors become distinct senses of 

words. “Berth” was originally a space for a ship to pass at sea. This sense is still pres-

ent in English, at least in the metaphorical extension “giving  X  wide berth.” “Berth” 

now means a place for a ship to dock, and most frequently, now a place on a train, 

boat, or other transport in which a person can sleep. The English speaker plausibly 

has three distinct words, about which he might speculate that they have something 

to do with one another historically. 

 Speculations by speakers about the connections among their words are often 

quite erroneous. A speaker of English might conjecture that since “halter” is a device 

one can seize to halt animals, it is derived from the verb “to halt.” 

 17. The Rev. A. Smythe Palmer’s nineteenth-century compilation  Folk Etymology  

(New York: Henry Holt, 1883) has numerous such examples, many of which histori-

cally affected pronunciation and even spelling. A familiar example is the Jerusalem 

artichoke, misunderstood from the Italian “girasol,” or sunfl ower. Another example 

of how such speculations can be very wide of the mark. Most English speakers would 

think that “swim” in the phrase “makes your head swim” has some fi gural or histori-

cal connection with “swim” as a mode of motion through the water. “Swim” mean-

ing “dizzy” goes back to an Indo-European root, whereas “swim” meaning motion 

through water (cognate with “sound” as in Long Island Sound) has another root. 

 18. See Davidson’s “A Nice Derangement of Epitaphs,” in  Truth and Interpretation: 

Perspectives on the Philosophy of Donald Davidson , ed. Ernest Lepore (New York: Black-

well, 1986), pp. 433–446. There Davidson famously says that there is “no such thing 

as a language, not if a language is anything like what many linguists and philoso-

phers have supposed” (p. 446). The idiolect at a time is what matters in interpreta-

tion and understanding. 

 19. See Derrida’s term “solicit” in “Differance,” in  Margins of Philosophy , p. 21. 

 20. One of the important differences between Davidson and Derrida is what features 

of language they focus on. Davidson does not concern himself with how the history 

of language affects what it is really possible to think or say. He shows no interest 

in the idea that philosophical ideas pervade “ordinary” thought and speech. He is 

interested primarily in a priori conditions of communication. He is also impressed 

with the creativity of language, and so disregards some of the “social” aspects of 

language that concern Derrida. Although he would acknowledge those aspects, he 

holds that creative people can break free of them. 

 Some other differences arise from his concentration on speech as opposed to 

texts, as Derrida would argue. In spite of taking speech as basic, however, he ends 

up committed to an account on which there is no difference in principle between 

speech and text. 
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 21. “Could be a metaphor” is a question of whether the interpreter could treat the 

expression as a metaphor, i.e., whether there is a plausible interpretation of the ut-

terance as metaphorical. 

 22. Since we do often agree and disagree with routine metaphorical utterances, these 

agreements and disagreements could be taken to indicate the truth and falsity of the 

utterances. When someone says, “The Lions crushed the Bengals,” an interlocutor 

may say “They sure did.” Thus, speaker and hearer might be understood as treating 

the utterances as true or false, and so an indication that those utterances really are 

true or false, and so, on the rhetorical account, literal. But consider the miniature 

conversation, “I believe it’s raining,” “Yes, indeed.” The fi rst utterance has the truth 

conditions of a report on the speaker’s cognitive state, but the agreement is with the 

message that the speaker was communicating. Something similar can happen with, 

for instance, hyperbole, in the example above, where the interlocutor agrees with 

the utterance “Bush is an idiot,” even though neither speaker nor hearer believe 

Bush meets the clinical criteria. Agreement, on refl ection, turns out not to be a very 

good guide to whether either the speaker or the interlocutor holds that the truth 

conditions of an utterance obtain. 

 23. The main reason people might think that there is an objective difference be-

tween a word having two senses and having routine metaphorical application is 

that it is plausible that some objective difference obtains in neurological correlates 

of homonyms such as “bank” in its various meanings. Presumably these words are 

stored differently and interpretation of a sound as one or the other of them acti-

vates different brain areas. That this is plausible for very clear cases of distinct words 

does not make it plausible that there are neural correlates indicating differences in 

these borderline cases. If the difference between a dying metaphor and a dead meta-

phor is rhetorical, then there should be a neurological marker only if other rhetori-

cal phenomena, such as hyperbole and sarcasm, were also so marked. This would 

mean that a marker for the intention to say something true on the given occasion 

would be either present or absent. The picture such a view implies is of a very strong 

isomorphism between the predicates of the “mental” description scheme and the 

physiological. For a Davidsonian, this is quite implausible. Davidson’s views on the 

relation between the mental and the physical are laid out in “Mental Events,” in  Es-

says on Actions and Events  (New York: Oxford University Press, 1980), pp. 207–224. 

Davidson’s argument that there will not be detailed neurophysiological correlates of 

mental states, including intentions involving speech acts, is part of his anomalous 

monism. This is the thesis that, although every mental event is identical with some 

physical event, there is no systematic relation of mental, i.e., intentional, predicates 

to physical predicates. Given anomalous monism, and given that the difference be-

tween metaphorical and literal use depends on the intentional content of a par-

ticular intention, the possibility that such differences would be physically defi nable 

and so determinate disappears. Davidson’s anomalous monism gets independent 
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support from philosophers like Paul Churchland, who argue from results in brain 

physiology that intentional concepts, the categories and kinds of the “intentional 

stance” (to use Dennett’s term from  Content and Consciousness ), correlate with noth-

ing in the brain. Churchland takes this to be an argument that intentional concepts, 

which collectively constitute “folk psychology,” do not designate anything real. See 

Paul Churchland,  Scientifi c Realism and the Plasticity of Mind  (New York: Cambridge 

University Press, 1979). This conception of the consequences of the lack of fi t be-

tween the physiological and the psychological is shared with thinkers like Quine 

and Dennett. Churchland’s proposal is to reform the language of psychology and 

to abandon “folk psychology.” Davidson’s view on the reality of the mental follows 

from his conception of interpretation. There is no possibility of adopting a language 

that gives up the idea that we and others are agents, since the very idea of a language 

as something interpretable presupposes that speech acts are acts, i.e., things done by 

agents with beliefs and desires. Churchland’s arguments on the lack of fi t between 

the brain and the “linguaformal” account of reasons, beliefs, and desires is thus, for 

Davidson, an empirical argument that supplements the a priori arguments about 

rational constraints on application of predicates. 

 24. In many cases, we have “privileged access” to our intentions and can know 

the intentions of others. It is usually no mystery what a person intends when that 

person puts a key in a lock. But this does not mean that we can tell the difference be-

tween intending to say a truth or not when we use “crush” in “The Bengals crushed 

the Rams.” 

 25. This indeterminacy of intention is an everyday occurrence. It causes no practi-

cal problems, because there is complete practical agreement between the speaker 

and hearer. So, there is no diffi culty in determining what the speaker intends to 

communicate, but the truth-value of the utterance is indeterminate. If interpreted 

metaphorically, then the utterance is false. If interpreted as using a term in a differ-

ent sense, then the utterance is true, and there are two distinct predicate clauses in 

the appropriate truth defi nition. 

 26. We need the “so to speak” because there are no magic language tokens, and so 

no meanings that are  not  deferred. 

 27. I discuss the idea of difference as a kind of metaphysically prior notion in “Der-

rida’s  Differance  and Plato’s Different,”  Philosophy and Phenomenological Research  59 

(December 1999): 999–1013. 

 28. Davidson, “True to the Facts,” in  Inquiries into Truth and Interpretation , pp. 37–54 

and elsewhere. 

 29. If we specify our dispositions so as to make them defi nitionally accurate, we get 

something like “We are disposed to call dogs ‘dogs’”; that is, “disposed to” takes on 

a probabilistic sense. 
 



 The history of philosophy has a variety of uses. One of them is to illumi-
nate contemporary positions by placing them in a larger context, not so 
much to trace infl uences or impose taxonomies as to force their deeper 
understanding. This is what I propose to do here by way of focusing on 
certain of the “Kantian” dimensions of Donald Davidson’s thought. Da-
vidson was very much infl uenced by Kant, although, so far as I know, the 
only text on which he comments directly is the  Foundations of the Meta-
physics of Morals . As he put it in the autobiographical introduction to the 
Library of Living Philosophers volume devoted to his work, of all the great 
philosophers, “Kant’s infl uence has been the most pervasive, but it runs so 
deep that I have seldom acknowledged it in print.”  1   At the same time, it 
would be a mistake to think that Davidson simply rethought or reworked, 
even more so that he simply appropriated, anything of Kant’s that he had 
read.  2   The infl uence was, I believe, indirect and came by way of C. I. Lewis, 
to whose epistemological views an entire generation of American philoso-
phers—Quine, Chisholm, and Goodman included—were indebted, in part 
by way of their criticism of him. Rather, or so I suggest, Davidson found 
in Kant confi rmation of positions that he had arrived at independently, 
although the revival of interest in Kant in the 1950s and 1960s was linked 
to the decline of logical positivism and was very much part of a widely 
shared background.  3   

 Still, there are deep and important similarities between the two of them. 
For one thing, Davidson’s project is in a way very much like Kant’s, with 
this adjustment: that it has to do not with the conditions of possible expe-
rience in general, but with the possibility of what might be called linguis-
tic experience (although our own time sees no sharp difference between 
them). In both cases, some fact is taken as basic, that we do have (objec-
tive) experience, and that we do communicate (successfully). The task is 
to provide something like an explanation of this fact, a list of its a priori 
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presuppositions, causality, for example, in the case of Kant, charity and 
rationality in the case of Davidson, although in neither case is it a question 
of reconstructing the actual procedures followed by a working physicist or 
fi eld linguist.  4   

 The major difference between the two in this respect is that Kant had a 
theory, Newton’s, whose application serves to distinguish what is objective 
in our experience from what is not, and in the process, not surprisingly, fi ts 
his conditions (with some signifi cant tinkering) to a tee. Davidson did not 
yet have such a theory, only fragments of it, a general program (adapted 
from Frege’s and taking fi rst-order quantifi cation theory as canonical), and 
a standard like Newton’s of empirical success (Tarski’s “Convention T”) that 
it would have to meet. Put another way, Kant could proceed analytically, 
working backward so to speak, from a fully articulated theory to the condi-
tions of its possibility, whereas Davidson had to proceed synthetically, to-
ward a theory whose requirements he had made clear, but which remained, 
despite his efforts to add to and make the fragments cohere, in important 
respects unfi nished. Among the most appealing aspects of his work is the 
frank admission of this fact.  5   

 For another thing, both Kant and Davidson break rather sharply with 
the (fi rst-half) eighteenth- and twentieth-century mainstreams in their re-
jection of foundationalism and reductionism. As regards the fi rst, neither 
conceives of philosophy as a justifi catory enterprise; it suffi ces to show that 
skepticism is itself deeply incoherent. As regards the second, Kant rejects 
the attempts by Leibniz, on the one hand, to reduce space and time to sets 
of relations on objects and events, and arithmetic to defi nitions and the 
principle of contradiction, and by Hume, on the other hand, to reduce ob-
jects and causes to bundles and sequences of sense-impressions. Davidson 
adds ethical naturalism, instrumentalism, the causal theory of meaning, 
and behaviorism to the list.  6   Indeed, in their defense of the irreducible 
character of truth and their insistence on our common humanity, both 
are Enlightenment philosophers. At the same time, of course, Davidson 
breaks sharply with Kant in rejecting any sort of sharp distinction between 
form and content,  7   on which the success of the latter’s project ostensibly 
depends, and which will be the subject of my concluding remarks. 

 For a third thing, Davidson and Kant share a common method. They 
begin with antinomies that defy easy resolution, proceed to draw funda-
mental distinctions, and reach a kind of synthesis or resolution at the end. 
Kantian examples are too familiar to cite. One among many Davidsonian 
examples is in “How Is Weakness of the Will Possible?” which opens with 
an inconsistent triad of propositions and closes with a distinction between 
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conditional and unconditional judgments. If not an explicit contradiction, 
each tends to start off with a question,  8   “is metaphysics possible?” (in the 
case of Kant), and “what is the relation between a reason and an action 
when the reason explains the action by giving the agent’s reason for do-
ing what he did?” (in the case of Davidson), to which two answers, both 
initially intuitive, can be given. “Two intuitions seem to be at war,” Da-
vidson writes in “Actions, Reasons, and Causes,” “and the territory that 
is threatened with destruction is occupied by the causal theory.” Or again 
in “Truth and Meaning”: “Logicians have often reacted by downgrading 
natural language and trying to show how to get along without demonstra-
tives; their critics react by downgrading logic and formal semantics. None 
of this can make me happy.” Happily, the antinomy is eventually, although 
with diffi culty, resolved—at great length in the case of Kant, sometimes too 
briefl y in the case of Davidson. In “On Saying That,” Davidson writes that 

 The paradox that sentences (utterances) in  oratio obliqua  do not have the logical 

consequences they should have if truth is to be defi ned, is resolved. What follows 

the verb “said” has only the structure of a singular term, usually the demonstrative 

“that.” Assuming the “that” refers, we can infer that Galileo said something from 

“Galileo said that”; but this is welcome.  9   

 I could go on in this vein, noting resemblances (and occasional differences) 
between them along the way. But I want instead to focus on the one place 
where, so far as I know, Davidson makes more than passing mention of 
Kant. It comes in his essay “Mental Events,” which may be taken as his 
gloss on the Third Antinomy. Davidson starts “from the assumption that 
both the causal dependence, and the anomalousness, of mental events are 
undeniable facts.” He goes on: 

 My aim is therefore to explain, in the face of apparent diffi culties, how this can be. 

I am in sympathy with Kant when he says, “it is as impossible for the subtlest phi-

losophy as for the commonest reasoning to argue freedom away. Philosophy must 

therefore assume that no true contradiction will be found between freedom and 

natural necessity in the same human actions, for it cannot give up the idea of nature 

any more than that of freedom. Hence even if we should never be able to conceive 

how freedom is possible, at least this apparent contradiction must be convincingly 

eradicated. For if the thought of freedom contradicts itself or nature . . . it would 

have to be surrendered in competition with natural necessity.” Generalize human 

actions to mental events, substitute anomaly for freedom, and this is a description 

of my problem. And of course the connection is closer, since Kant believed freedom 

entails anomaly.  10   

 Three principles generate the apparent paradox. The fi rst is that mental 
events at least on occasion cause physical events, as when my having a 
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particular desire, say, to provide an introductory philosophy class with an 
example of a voluntary action, and my having a particular belief, that walk-
ing over to the classroom door and opening it would be the simplest way 
to provide an example, causes me to walk over to the door and open it. 
The second principle is that where there are causes and effects there must 
be laws linking them, where by a “law” we understand, at a fi rst approxi-
mation, any universal generalization of the form “All  A  are  B ” capable of 
entailing a subjunctive conditional of the form “if anything were to have 
property  A  it would have property  B. ” The third principle is that there are 
no such laws linking mental causes to physical effects.  11   

 The problem is not simply that the three principles are, as they stand, 
jointly inconsistent, but also that each is deeply intuitive. In order better 
to understand the eventual contrast with Kant’s position, it is necessary to 
sketch the case that Davidson makes for them, however briefl y. He defends 
the fi rst along three different lines. One, we typically explain human ac-
tions by indicating the reasons for which they are done, what, from the 
agent’s point of view and in particular circumstances, makes them rational 
to perform. There are a variety of ways in which any action can be thus 
“rationalized,” a variety of reasons that serve to make it intelligible. First, 
a particular reason, most often a desire paired with a belief in the way al-
ready indicated, explains why an agent acted as he did only if “the agent 
performed the action  because  he had the reason.”  12   Second, unless we can 
say that the action was  caused  by a desire or belief (or in some  mens rea  
equivalent way), then we cannot attribute  responsibility  for it to the agent, 
for the attribution of responsibility presupposes that the agent herself, and 
not some other factor external to the agent, brought the action about, and 
“bringing about” can only be analyzed in causal terms. Third, as they are 
ordinarily understood, mental concepts have a causal-functional character; 
desires and beliefs, for example, are defi ned by the roles they play, given 
certain environmental inputs, in producing certain kinds of behavior. 

 The second principle, that causality can only be understood in terms 
of lawlike connections between events, is so generally accepted that it is 
not necessary to argue for it here, nor does Davidson anywhere. Its classic 
defense is in the Second Analogy. The occasional objection to it is that the 
word “cause” is used so broadly as to include cases where no laws are in-
volved. The point can be granted. Both Kant and Davidson would insist in 
reply, however, that all actions involve  changes , that all changes are  events , 
and that the only way in which we can distinguish between events that 
come after one another, mere succession, and those that are causally con-
nected, is to say that in the second case there is a law that, taken together 
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with a description of the fi rst event, licenses the prediction of the second. 
When the laws in question are deterministic, then, given the cause, the 
effect is necessary. 

 The third principle, that there are no laws, properly so called, linking 
mental causes to physical effects, is more diffi cult, in part because Davidson 
invokes rather sweeping claims made in his theory of language to defend it. 
But the basic idea involved is straightforward. It may be spelled out in two 
rather closely related ways.  13   Both begin with the form of putative “laws” 
linking the mental to the physical. In the simplest case, they would take 
some such form as “if any agent  x  desires that  p  and believes that perform-
ing  a  in circumstances  C  will bring it about that  p , then, other things being 
equal (e.g.,  x  does not believe that there is an alternative or better way than 
 a  to bring it about that  p ),  x  does  a .” But, fi rst, such a law is not empirical. 
For if  x  did not do  a  in the circumstances described, it would not follow 
that the “law” was false so much as it would that our original attributions 
of a particular belief and a desire to  x  were mistaken. We could not, in fact, 
begin to understand why  x  acted as she did if her beliefs and desires did 
not in fact fi t together in some way that was intelligible to us. A failure of 
the “law” would be tantamount to admitting that we had not really under-
stood why she was acting as she did, had not grasped the relevant pattern 
in her behavior. Still another way to make approximately the same point is 
to underline the fact that we could determine on the basis of her behavior 
that  x  had a desire that  p  only if we also  assumed  at the same time that she 
believed that  a  was a means to bringing about that  p . Or, the other way 
around, we could determine the belief on the basis of the behavior only if 
we held the desire constant, either way assuming as well that the agent is 
rational. But if so, then the “law” is not testable, since we could (indeed, 
always would) question the assumption rather than reject the “law.” And, 
second, the only way to establish or recover  x ’s desires and beliefs is after 
the fact, on the basis of the way in which she behaved,  14   in which case the 
“law” could not be used, as genuine laws are used in the physical sciences, 
to  predict  the behavior. Davidson dubs the principle that “ there are no laws 
linking mental causes to physical effects ” the anomalousness of the mental. 

 At this point, the three principles are reconciled in a beguilingly simple 
way. The very same events described in a physical vocabulary can also be 
described in a mental vocabulary. Under their mental descriptions, for the 
reasons just stated, there are no laws on the basis of which subsequent 
events, described in either a mental or a physical vocabulary, can be pre-
dicted. If we add that a necessary condition on determined or “unfree” ac-
tion is that it can be predicted, then it follows that all intentional behavior, 
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described and understood in intentional terms, is not determined. Such an 
account of intentional behavior, Davidson concludes, operates “in a con-
ceptual framework removed from the direct reach of physical law by de-
scribing both cause and effect, reason and action, as aspects of a portrait of 
a human agent.”  15   Yet the mental events invoked in an intentional account 
of behavior are rightly labeled  causes  insofar as they are identical with neu-
ral events that are connected, in a lawlike way, with other events such as 
bodily movements, in which case prediction of these latter is possible. One 
event, two descriptions, with respect to one kind of which we are rational 
agents, our actions unpredictable, and with respect to the other kind of 
which we are physical objects like any others, whose movements are de-
termined by antecedent conditions. Since kinds of mental events cannot 
be correlated with kinds of physical events, still less the descriptions of the 
former be translated without loss of meaning into descriptions of the lat-
ter, the implicit causality of the intentional account of behavior does not 
depend on any sort of “reduction” of the mental to the physical. 

 There are at least three things to be said in favor of anomalous monism 
as a gloss on what Kant calls “negative freedom.”  16   First, anomalous mo-
nism, as just noted, does not involve any sort of “reduction,” as the term 
is usually employed. As in the case of Kant, there is no commitment to 
“materialism,” the view that the mind is nothing more than the body or 
the brain. Second, anomalousness is for Kant as well a necessary condition 
on free action; to the extent that an event can be predicted, via causal laws, 
it cannot be free. Third, anomalousness is, in turn, a function of taking one 
but not the other of two ways of describing, and hence of explaining or 
rendering intelligible, human behavior. It is with respect to the latter two 
points especially that Davidson quotes Kant in support and clarifi cation of 
his own position: 

 It is an indispensable problem of speculative philosophy to show that its illusion 

respecting the contradiction rests on this, that we think of man in a different sense 

and relation when we call him free, and when we regard him as subject to the laws of 

nature. . . . It must therefore show that not only can both of these very well co-exist, 

but that both must be thought of as  necessarily united  in the same subject.  17   

 In other respects, however, and whatever its considerable philosophical 
merits, Davidson’s account does not provide us with an adequate reading 
of Kant, not because it does not also capture what he says about “positive” 
freedom, but because Kant does not think that the mental is anomalous in 
the desired ways.  18   This is not the time or the place for a detailed consid-
eration of Kant’s views. My use of him in this essay is merely tactical. But 
there are at least two clear reasons for not attributing Davidson’s position 
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to him. First, despite his nuanced and somewhat equivocal discussion of 
the possibility of “psychological laws,”  19   Kant (following Hume) thinks 
that mental events described as such are causes in the intended sense of the 
term, that is, they are connected in a lawlike way with behavioral effects. 
How else are we to read this passage from the  Critique of Practical Reason ? 

 In the question of freedom which lies at the foundation of all moral laws and ac-

countability to them, it is really not at all a question of whether the causality de-

termined by a natural law is necessary through determining grounds lying within 

or without the subject, or whether, if they lie within him, they are in instinct or in 

grounds of determination thought by reason . . . ; and if they do not have mechani-

cal causality but a psychological causality through conceptions instead of through 

bodily movements: they are nonetheless determining grounds of the causality of a 

being so far as its existence is determinable in time.  20   

 Second, Kant does not identify the standpoint from which it is possible to 
construe human beings as free and moral as “mental,” but as “noumenal.” 
To put it as simply as possible, the “mental” is knowable, the “noumenal” 
is not. One aspect of its knowability is that what passes for “mental” takes 
place in time; talking about mental  events  characterizes them as such. The 
“noumenal,” on the other hand, by defi nition has to do with that which 
cannot be given in time or space. 

 Moreover, Davidson’s account of the anomalousness of the mental has 
its own problems, quite apart from taking it as an adequate reading of 
Kant.  21   Perhaps chief among these problems concerns the apparent vacu-
ousness of “mental causation” on this account. If mental events are caus-
ally effi cacious only because they are identical with causally effi cacious 
physical events, then there is nothing about mental events, even in their 
character as desires that have traditionally been held to “move” us in a way 
in which beliefs by themselves do not, that bears in the slightest on the 
way in which they  cause  our behavior. A mental event’s “causal relations 
are fi xed, wholly and exclusively, by the totality of its physical properties, 
and there is in this picture no causal work that [mental properties] can, 
or need to, contribute.”  22   If this is so, however, then mental events are 
“causes” only  de grace , and Davidson’s fi rst principle, that “mental events 
on some occasions cause physical events,” needs to be kept in quotation 
marks. The causal-functional character of mental concepts mentioned ear-
lier in connection with our attempts to make human behavior intelligible, 
and the role of rationality in their success, simply drops out of our descrip-
tion of the causal structure of the world.  23   

 Originally in passing,  24   more systematically as his position came to be 
criticized,  25   Davidson appealed to the idea of supervenience to establish 
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some sort of connection between the properties of mental and physical 
events. Put in its usual formulaic way, this is the idea that there is no men-
tal difference without a physical difference. But this is no more than to 
say that mental properties vary as a function of the physical properties on 
which they ostensibly depend; it does not make precise the nature of this 
dependence or, as a result, the specifi c character of mental properties that 
make a difference, so to speak, in the causation of particular behavioral 
routines. 

 David Chalmers, among others, picks up on both of these diffi culties 
and in the process moves the idea of supervenience to the forefront of the 
discussion.  26   In his view, it is a mistake to identify the mental with the 
intentional. Intentional states (beliefs, desires, and all the rest) are, David-
son correctly indicated, to be identifi ed with their causal-functional roles, 
but these roles can, in turn, be played or “realized” by particular physical 
structures. 

 This sort of criticism of Davidson’s account has more to do with its 
anomalousness than with its monism, although there is evidently a close 
connection between the two. But its deeper diffi culties concern the mo-
nism. However inaccurate his account is as a reading of Kant, however 
inadequate as an explanation of mental causation, the fundamental prob-
lem involves the identity between mental and physical events that is at its 
heart.  27   Importantly, it shares this diffi culty with every other double-aspect 
ontology—Spinoza’s, Kant’s, and Strawson’s included.  28   

 Davidson contends that we can give mental and physical descriptions of 
the  same  event. Beliefs, desires, and neural states are not events, of course, 
so we should instead talk of having or acquiring beliefs and desires and 
coming into a neural state. Largely because he thinks that an adequate 
semantics for action sentences requires them, Davidson admits events as 
such into his ontology. On the very plausible dictum that there is no entity 
without identity, he had to supply a criterion of identity for them. This 
demand is all the more pressing when we speak, as he does, of the “same” 
event under two or more descriptions. 

 What are appropriate identity conditions for events?  29   Davidson ini-
tially proposed that “events are identical if and only if they have exactly 
the same causes and effects.”  30   The problem with this criterion is that 
“causes” and “effects” are themselves events, linked in a lawlike way, in 
which case the identity conditions are, if not exactly circular, then ques-
tion-begging, a fact that Davidson himself was quick to acknowledge.  31   He 
then adopted Quine’s criterion that events are identical if and only if they 
occur in the same space at the same time. But this second criterion in turn 
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is problematic. For one thing, as Davidson had noted prior to adopting 
it,  32   “If a metal ball becomes warmer during a certain minute, and during 
the same minute rotates through 35 degrees, must we say that these are 
the same event?” On Quine’s account, the answer is clearly “yes,” but this 
seems at the very least counterintuitive. For another thing, since two physi-
cal events are identical if and only if they occur in the same space at the 
same time, it follows that objects and events are identical, when it is one of 
Davidson’s main ends to distinguish them. 

 What is more problematic still is that on  both  criteria events must be 
 physical . This accords quite naturally with Davidson’s monism. But it leaves 
it completely mysterious not only  what  the expression “mental event” 
might mean (or whether it is an oxymoron), but also how one might deter-
mine (or even begin to determine) whether a particular mental description 
applied to “the same event” as a particular physical description. It would 
help, of course, if one could parse the mental description in terms of a cor-
responding physical description, or associate types of mental events with 
types of physical events (nomologically or in some other way), but this is 
just what Davidson’s anomalousness of the mental, and with it at least part 
of his case for human freedom, the irreducibility and indispensability of 
rationality, and all of the rest, precludes. 

 In what seems to me a rather plaintive way, Davidson admits the prob-
lem, but attempts to defuse it: “I do not think the lack of a perfectly general 
and useful criterion of event identity is any more serious for events than 
for objects; one only gets fairly solid criteria when one considers sorts: sorts 
of objects or events.”  33   However imprecise the notion of a “sort” might 
be, this seems to be right. Identity conditions are tied to the sort of object 
under consideration, and, in a roughly equivalent way, only sorts— green 
apple  is the usual paradigm—lend themselves to counting procedures. The 
problem, of course, is that it is radically unclear whether mental and physi-
cal events belong to the same or different sorts. If they belong to the same 
sort, it would seem to follow that, as in the case of green apples, there is 
some group of characteristics that they share, in virtue of which they can 
be identifi ed in a type–type way. But Davidson rules out the possibility of a 
type–type identity, in part because he wants to safeguard the realm of the 
characteristically human from the encroachment of physical law. If mental 
and physical events belong to different sorts, as is often maintained,  34   then 
it would seem to follow that we cannot identify them in a token–token 
way either, since the very conditions of their identity as individuals would 
differ. We have already noted how diffi cult it is to count physical events on 
Davidson’s proffered criteria, even when we can locate them in particular 
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space-time regions. The diffi culty is compounded in the case of mental 
events if they are to be construed, as Davidson does, in terms of the causal-
functional roles they play. So many different objects could, at least in prin-
ciple, play these roles that we would not know how to begin to count them. 
I will return to this point later. For the moment it is enough to conclude 
that it is at the very least problematic to assert that mental and physical 
descriptions can be given of the  same  event. If so, then, regrettably, anoma-
lous monism must be given up. 

 I indicated a moment ago that the loss is not local. The virus infects 
every double-aspect ontology with which I am familiar. In the passage 
quoted by Davidson at the very end of “Mental Events,” Kant says that the 
perspectives from which we can think of man as both free and subject to 
the laws of nature “must be thought as  necessarily united  in the same sub-
ject.” But what are the criteria for the “sameness of the subject” of the free/
determined judgments? Insofar as our judgments concern beings subject 
to causal laws, these “beings” must be in space and time, and their iden-
tity construed accordingly. Insofar, on the other hand, as our judgments 
concern beings whose actions are self-initiated or free, the “same” beings 
must not be in space and time, with it left completely open how such “nou-
menal” objects are to be identifi ed with their “phenomenal” counterparts, 
still less to be individuated among themselves. There are many different 
ways to interpret Kant’s resolution of the freedom–determinism antinomy, 
and of the phenomenal–noumenal distinction on which that resolution 
depends, but if one interprets him as a one-world two-descriptions theorist, 
as is conventionally the case, then Davidson’s problems are his as well.  35   

 What to do? There are, so far as I can see, three main ways out. The fi rst 
is to modify or deny one of the three principles that led, naturally if not 
also logically, to anomalous monism: that mental events at least on occa-
sion cause physical events, that where there are causes and effects there 
must be laws linking them, or that there are no laws linking mental causes 
to physical effects. Any number of attempts have been made to do so, some 
of them undoubtedly in this collection of essays. It is not possible to ex-
amine them here. Suffi ce it to say that the idea that beliefs and desires 
cause at least some of our actions is so deeply rooted that our ascriptions 
of responsibility seem to depend upon it, that analyses of causality other 
than in terms of law-linked events run up against major obstacles, and that 
to construe ourselves in biological or similarly reductive terms would be to 
reconstrue ourselves, changing the subjects of our self-narratives. 

 The second way out of the diffi culties that double-aspect monism en-
counters is made explicit by Spinoza, endorsed, at least indirectly, by Kant, 
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and institutionalized by Bradley. It is that there is only one object (and no 
independent category of events); hence questions concerning identity and 
individuation do not arise.  36   At least, I can fi nd something like this view in 
Kant. At A720/B748 of the  Critique of Pure Reason , he says that there is  one  
instance of an object that is not independent of our concept of it, and that 
is of a “thing in general.”  37   This is tantamount, I would offer tentatively, to 
saying that the concept of a “thing in general” is a genuine singular term, 
the only one that picks out a unique referent (without the aid of what Kant 
calls “intuitions,” which here we might style “demonstratives”). If we add 
that what is (phenomenally) real is that to which genuine singular terms 
refer, it follows that there is but one (phenomenally) real thing. I cannot 
see that Kant makes much of the point; it occurs only very late in the  Cri-
tique . But Hegel and his successors did. For Bradley, for instance, the prop-
erly predicative form of judgment is “Reality is such that. . . .” That is to 
say, there is only one (genuine) subject of predication, hence only one ob-
ject. Ontology as we know it, the attempt to say what  kinds  of things there 
are, simply disappears; monism is possible, as Parmenides taught us long 
ago, only insofar as there is no individuation. That this view has always 
seemed paradoxical, nowhere more so than in Parmenides’ own case, does 
not by itself provide reason to reject it. Indeed, I cannot think of any deci-
sive objections, other than to point to the fact that its various elaborations, 
including Bradley’s own, are extremely diffi cult to understand. Perhaps it is 
enough to say that the solution to the problem seems ad hoc, designed to 
salvage “the two-descriptions one-world view” from the attack I have made 
on it here, but having little else to be said in its favor. 

 The third and fi nal way out is suggested by another of Davidson’s most 
celebrated and characteristic views, that no sharp distinction is to be made 
between form or scheme and content.  38   It would clearly be misleading, if 
not also false, to say that the “two descriptions of one object” puzzle pre-
supposes a sharp distinction between form and content, the descriptions 
on one side, the object on the other, and that as soon as we abandon the 
form–content distinction the puzzle is solved. As Jeff Malpas has reminded 
me in a personal communication, “the very notion of description implies a 
distinction between the description and the object of description in much 
the same way, for instance, that the notion of belief involves a distinction 
between belief and the object of belief.” Davidson is, again like Kant, a real-
ist, who very much resists the contemporary attempt to assimilate objects 
to descriptions or reduce what there is to our interpretations of “it,” in the 
same way that his great predecessor resisted the attempt to reduce objects 
and causes to sets and sequences of sense-impressions. 
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 Yet there is a plausible and, I think, important connection. The form–
content distinction presupposes that “content” can be identifi ed indepen-
dent of “form.” What this amounts to, I suggest, is that identity conditions 
can be given for the objects and events that constitute “content” across the 
board, so to speak, without any further reference to their “form,” which 
might here be taken to include the ways in which the objects are described, 
the properties that are attributed to them. I have argued that identity condi-
tions are diffi cult to come by in the case of mental and physical events, and 
have added in passing that ostensibly weaker, “supervenient” conditions 
fare no better, even if one renders these “global” in character. Whether one 
identifi es “the mental” with the intentional (or sapient) or phenomenal 
(or sentient) there is no obvious and non-question-begging way in which 
it can be identifi ed with “the physical.” To say this is to imply that identity 
(even supervenience) conditions are contextual in character, attaching, as 
Davidson indicated, to “sorts” of objects, and, more narrowly, to particular 
vocabularies and the purposes to which these are put. To say this is further 
to imply that “objects” and “events” do not exist, but that green apples 
and tropical thunderstorms do. The notion of “sameness” has application 
in connection with the latter only, not the former, and in neither case does 
it follow that particular objects and events cannot be distinguished sharply 
from their descriptions. 

 Mental objects and events cannot be identifi ed with their ostensible 
physical counterparts, not because they are  something else , as the dualist 
would have it, but because it makes as little sense to identify as to distin-
guish them. Traditional monists are as mistaken about this point as dual-
ists. From this point of view, at least, what has come to pass for “ontology,” 
monism versus dualism, is, as Daniel Dennett remarked to me recently, “a 
mug’s game.” Or rather, what emerges is a different kind of “anomalous 
monism,” one that eschews distinctions between kinds of objects, where 
by “kinds” is understood not particular “sorts” but the most general cat-
egories of things. It is at this level that the scheme–content distinction 
disappears, or when it does not, it leads to intractable problems. The early 
Davidson insisted on a more austere, but ultimately untenable, version of 
the monistic position, that what there is is physical. The later Davidson 
revised it, at least implicitly, and in the process reconstrued and relaxed 
Quine’s dictum that there is no entity without identity. One happy, albeit 
somewhat paradoxical, result is that we no longer need to be concerned 
after all is said and done about the “encroachment of physical law” on the 
distinctively human dimensions of our lives. In the very nature of the case, 
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the events they comprise cannot be identifi ed with, still less “reduced” to, 
something else. 
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proposes would make little sense. Furthermore, the recourse to “sorts” is of little help 

in the case at hand. First, as already noted, the identity conditions for  physical  events 

he suggests are either circular or counterintuitive, and there seem to be no others 

readily available. Second, it is very diffi cult to know where we might even begin with 

respect to identity conditions for  mental  events, a diffi culty as much for Hume’s and 

Kant’s nomalousness of the mental as it is for Davidson’s anomalous position. 

 34. Physical but not mental events have a spatial dimension, and so on. 

 35. As Meerbote says, this interpretation of Kant “would require very loose connec-

tions between the two types of descriptions, to the point where it becomes totally 

unclear on the basis of what sorts of considerations nondetermining descriptions 

are ever applied,” in “Kant on the Nondeterminate Character of Human Actions,” 

p. 157. 

 36. Bradley’s view is more radical still, since identity is a relation and there are no 

relations. The very notion of “identity conditions” can make little sense. Kant’s posi-

tion is complicated by the fact that identity would seem to be a “logical” rather than 

a “real” (two-place) predicate. 

 37. “The matter of appearances, however, through which things in space and time 

are given to us, can be represented only in perception and thus  a posteriori . The only 

concept that represents this empirical content of appearances  a priori  is the concept 

of a thing in general.” Of course, this concept applies only to the phenomenal and 
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thus does not solve the problem of identifying what it is that the phenomenal and 

the noumenal in their separate ways describe. As I go on to argue, there is no way in 

which this “problem” can be solved, for it is misconceived. It assumes what is not 

the case, that at very general levels of description one can isolate “content.” Kant 

himself sometimes suggests the same thing, that “the noumenal” does not  describe  

anything at all. Rather, it’s a way of talking about ways of talking. 

 38. See Donald Davidson, “On the Very Idea of a Conceptual Scheme,” given as 

the Presidential Address to the American Philosophical Association in 1974, and 

collected in his  Inquiries into Truth and Interpretation.  As noted above, the David-

son of “Mental Events” is not in the least hesitant about speaking of “conceptual 

frameworks.” 
 





 We may distinguish as clearly and profoundly as we please between particulars and 

universals. 

 —Donald Davidson,  Truth and Predication  

 Entities are entities, whatever we call them. 

 —Donald Davidson,  Truth and Predication   1   

 1 Introduction: Generally, Where Does Davidson Fit? 

 Recent practitioners of Anglo-American analytic metaphysics and episte-
mology can be usefully, if coarsely, divided into two motley camps: the 
defl ationists and the traditional theorizers. The fi rst, defl ationist camp con-
tains technically inclined postpositivists like Quine and his followers as 
well as neo-late-Wittgensteinian and Austinian “ordinary language” types 
like Cavell and the recent Putnam. The postpositivists tend toward sci-
entism and naturalism, whereas the ordinary language philosophers focus 
on the facts of mundane praxis, and champion literature and the arts as 
at least the equal of science as disclosive of truth. The defl ationist camp 
also contains cross-over fi gures, unsurprisingly those heavily infl uenced by 
both Quine and the later Wittgenstein, including, for example Rorty (when 
he showed enough interest in metaphysics and epistemology to bother to 
declare them dead) and Michael Williams, who pursues something like a 
prolonged postmortem of the tradition whose demise Rorty pronounced. 
The defl ationist camp partly contains another squad of antitheorists, most 
profoundly infl uenced by Kuhn, who share with the fi rst group a fascina-
tion with natural science, and with the second an attention to concrete 
details of socially embedded practice. 

 The theorists are if anything more varied than the antitheorists. They 
include neo-Thomistic metaphysicians like Plantinga and van Inwagen, 
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with both catholic and Catholic tastes in issues; philosophers of language 
as different as Lewis and Dummett, pursuing robust semantic theories ei-
ther extensional or intensional, often with a deep concern for the meta-
physics of modality; right-wing Sellarsians like Churchland and Kim, who 
give positive philosophical theories designed to underwrite reductive sci-
entifi c materialism; and left-wing Sellarsians resisting reductionism either 
by respecting the  sui generis  bona fi des of both the manifest and scientifi c 
images, like McDowell,  2   or by urging, like Brandom, that the idea of an 
objective world itself arises from our conceptual articulation of the space of 
reasons. This camp also includes more or less unreconstructed analysts like 
P. F. Strawson, who seek to trace the limits of knowledge and the general 
and necessary structure of reality by an elaboration of our basic concepts. 

 The members of the theorist camp, varied though they are, share the 
view that philosophical refl ection is a means of coming to learn something 
general and indeed necessary about the structure of the world as well as our 
place in and grasp of it. Their means of pursuing this vision vary widely: 
transcendental refl ection on the nature of language and thought, refl ective 
equilibration between theoretical principles and ground-level intuitions, 
even the dogged pursuit of an  idée fi xe  or the elaboration of a single cher-
ished intuition concerning a bizarre thought experiment. But they all seek 
to provide by philosophical refl ection a general and necessary picture of 
the world. The idea that any world we can know has a necessary structure 
carries implicitly with it the distinction between those objects or kinds of 
objects whose existence is required by such a structure and those whose 
existence is not. This in turn carries with it the idea of a fundamental on-
tology, which elaborates and studies the former sort of objects and kinds, 
and distinguishes such objects and kinds from those that merely happen 
to populate the world. The theorists tend also to share the idea that such 
refl ection can take you only so far, in each of two directions. Above and 
beyond the reaches of speculation lies either nonsense or the ineffable real, 
below it lies the domain of properly empirical enquiry. 

 This characterization of the second camp has, and is intended to have, 
a Kantian air. For this was Kant’s critical project: to delimit the bounds of 
metaphysical and empirical knowledge, and to glean the general and nec-
essary structure of a world open to such knowledge. But if the theorists can 
be characterized as continuing the Kantian tradition this far, the fi rst camp 
can even more acutely be characterized by its direct and pointed opposi-
tion to Kantian thinking. The positivism against which the fi rst group of 
antitheorists moved was, and understood itself to be, deeply Kantian. The 
main differences are that the positivists sought to free themselves from the 
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notion of the synthetic a priori, and claimed that what was beyond pos-
sible experience was not, as Kant had claimed, thinkable beyond empirical 
comprehension, but beyond thinking altogether—fully nonsense. Their 
efforts to reject the synthetic a priori fail, of course, since the principle 
of verifi cation itself, as well as various set-theoretic postulates required to 
underwrite their reductionist vision, have or might have that status: No 
amount of fi nesse can render them either tautological or verifi able. But the 
postpositivism Quine inaugurated rejects not just the synthetic a priori, 
but the distinction between analytic and synthetic truth as well, and, in so 
doing, at least takes itself to have done away with not only analytic neces-
sity, but necessity  tout court . And without necessity, there can be no Kan-
tian philosophy. There can be no distinction between truths discoverable 
philosophically and those beholden to experience. Thus, philosophical re-
fl ection itself could not hope to limn the general and necessary structure of 
the world, or itself delimit the bounds of knowledge. 

 The neo-late-Wittgensteinian members of the antitheory camp are alike 
anti-Kantian, and in a quite parallel way: Just as postpositivism rejects a 
deeply Kantian positivism, so too late-Wittgensteinianism rejects a deeply 
Kantian early Wittgensteinianism. As Kant sought the limits of the world 
and our knowledge by refl ection on the necessary conditions for discursive 
judgment, the early Wittgenstein sought the limits of the world and of our 
possible knowledge in those imposed by the transcendentally necessary 
structure of any representational language. The late Wittgenstein’s reaction 
against this quest centers on an idea of language as having a single neces-
sary structure, and of its necessarily functioning as a means of representing. 
Absent the view of language as a unifi ed logical structure of representation, 
there is no way to argue from that structure to the claim that the world 
must necessarily conform to it, and no way to argue that nothing not pos-
sessed of that structure can be known. What opens up is rather a multiplic-
ity of structures implicitly defi ned by linguistic practices, each of which 
constitutes some piecemeal domain of knowledge, and reveals (though not 
necessarily by picturing) some aspect of the world. But nothing about the 
nature of language or logic per se can place limits on the practices, hence 
on the confi gurations of the world and the domains of knowledge they 
open up. 

 The Kuhnians partially contained in the antitheorist camp are directly 
anti-Kantian in their rejection of the idea of a transhistorical conceptual 
framework. Kant’s categories marked just such a framework, necessitated, 
he thought, by the very forms of judgment. Moreover, passage from one 
historical framework to another is not on their view rationally determined, 
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and so, even as historical eras, there can be no necessity to them (Hegel, 
at least as he glances back with the owl, is historistic, but no antitheorist). 
Kuhn himself in later years tried to develop a positive theory of the struc-
tures of conceptual taxonomy that constrain and determine vocabulary 
revision and hence theory choice, but his followers largely do not pick up 
this thread of his work.  3   Rather, they seem content to debunk the philo-
sophical picture that insists that method and the logic of theory change 
can or should be given any characterization that transcends historical 
context and the practice of actual science, and to study actual episodes in 
the history of science to expose the immanent “logics” that serve those of 
Kuhn’s points they most admire. While some Kuhnians do attempt to draw 
strong metaphysical and epistemological lessons from his historical stud-
ies—relativism, antirealism, irrationalism—these tend to be sociologists 
who fall outside the tent of analytic philosophy. Antitheoretical philoso-
phers infl uenced by Kuhn tend rather to attempt to debunk as just more ill-
motivated metaphysics any claims that Kuhn’s observations threaten such 
potent consequences. 

 Western philosophy is, of course, made up of footnotes to Plato. But 
on the coarse and crude typology of recent analytic philosophy just given, 
the last sixty years and more of the analytic tradition (well, its whole his-
tory) are reactions to Kant: some negative, repudiating the vision of philo-
sophical refl ection as aimed at a general and necessary description of the 
world and the limits of our knowledge of it; others positive, pursuing in 
one modifi ed form or another just that vision. Three central elements of 
that vision can be identifi ed: the idea that philosophical refl ection itself 
can reveal substantive truths about the world; the idea that such truths are 
necessary; and the idea of a fundamental or deep ontology—of a funda-
mental distinction between the kinds of beings whose existence is entailed 
in the very idea of a knowable world, and those whose existence is mere 
happenstance. 

 The point of my introducing this typology is to permit me to ask the fol-
lowing question: Where in this typology is Donald Davidson best placed? 
There seems an obvious answer: he is postpositivist Quinean. In at least 
most things, Davidson presented himself as a devoted student and follower 
of Quine. He strictly abjured the notion of analytic truth, plumped for 
thoroughgoing extensionalism in the theory of meaning, advocated a ho-
listic epistemological coherentism that makes it hard to see either how any 
claims can carry necessity or how any philosophical theses have inviolable 
epistemic privilege, accepted (with modifi cations) the thesis of the indeter-
minacy of translation, and saw the relation between mind and the world as 
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purely causal. His theory of radical interpretation, in particular, can seem 
a simple modifi cation of Quine’s own account of radical translation. There 
are differences, of course. Davidson was not scientistic. Unlike Quine, he 
saw the vocabulary of physics as but one way, not uniquely correct, of de-
scribing what there is. For related reasons, he did not reject the existence 
of kinds of things that could not be described in purely physical terms 
(though their tokens must be, if they are to be the subjects of true causal 
statements), and he did reject the idea that epistemology could be a chap-
ter in physical science, patterns of surface irritations replacing sense data 
as the evidential interface between our beliefs and the world. But all this 
can be seen as friendly disagreement within Quinean holistic inquiry, a dis-
agreement over what parts of the web are worth hanging on to, and what 
parts should be revised. Still, the basic philosophical outlook, with its rejec-
tion of meanings, necessity, and the idea of an unrevisable framework that 
provides the essential structure empirical knowledge must take, is shared. 
Indeed, Davidson’s rejection of the very idea of a conceptual scheme—the 
idea that experience and knowledge of the world is mediated by a scheme 
of concepts that organizes the raw materials provided by the world, or to 
which those aspects of the world must fi t for us to know them—seems just 
to be the logical extension of Quine’s rejection of the idea that our knowl-
edge can be separated into that part owing to our concepts or meanings, 
and that owing to the world independent of those concepts or meanings. 
If coming to know our meanings just is coming to know the world, as Da-
vidson argues, then coming to know the world is coming to know our con-
cepts, and it seems there is no a priori conceptual knowledge independent 
of empirical knowledge, so no purely philosophical knowledge that can 
determine even in outline the structure of the world and the limits of our 
knowledge of it. From this perspective, Davidson seems to be, and has been 
seen as (e.g., by Rorty) pounding the fi nal nail in the coffi n of traditional 
philosophical theorizing in the Kantian mode. 

 However, this tempting reading is hard to square with Davidson’s 
thought as a whole, since many aspects of that thought seem to fi t the 
paradigm of Kantian, theoretical philosophy I have described. For example, 
his arguments for richly substantive philosophical claims are generally  apri-
oristic , and never scientistic. Where Quine seeks to reconfi gure epistemol-
ogy as a branch of natural science by replacing the traditional mentalistic 
conception of evidence with the behavioristically respectable notion of 
sensory stimulations, Davidson, on general philosophical and not scien-
tifi c grounds, entirely rejects the epistemological signifi cance of any such 
intermediaries between thinking and the world; in his view, the impacts 
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of the world on our sensory apparatus are merely causally related to our 
beliefs. Where materialists like the Churchlands seek to eliminate the men-
tal on grounds that a mature and properly scientifi c psychology has no 
use for mentalistic concepts, Davidson, on the basis of a priori speculation 
concerning the necessary structure of the domains of both psychological 
and physical concepts, claims that both sorts of concept are essential to 
our thought, that there can be no reduction of the former to the latter, 
and that a genuine science of psychology is impossible. And again, on 
the basis of an examination of our concepts of action and causation—cer-
tainly not on the basis of anything we have empirically  discovered  about 
action and causation—Davidson advances an ontological monism, argu-
ing that though mental and physical vocabularies are mutually irreduc-
ible, entities described in mental vocabulary must be identical with entities 
described physically. Invoking arguments that make no use of empirical 
data as premises, Davidson also and infamously argues against the very 
intelligibility of the idea of alternative conceptual schemes—an idea that 
itself appeared, thanks to prominent sociolinguistic studies, to enjoy con-
siderable empirical support. Moreover, despite concluding from this that 
there can be no such thing as even a single conceptual scheme, Davidson, 
on the basis of refl ection about the conditions under which meaningful 
language is possible, makes the very substantive philosophical claim of a 
considerable cluster of concepts that any linguistic being must necessar-
ily possess them. (The infamous argument is against conceptual schemes 
that fi t or organize an unschematized reality, not against a battery of con-
cepts essential to understanding or knowing anything.) How like this is 
to the Kantian claim that refl ection on the nature of judgment itself re-
veals a set of categories to which the contents of all empirical experience 
must conform, hence that anyone possessed of empirical knowledge must 
possess and apply!  4   

 If there is any aspect of Davidson’s thinking that seems to incline him 
more toward the antitheory camp, it is his semantic theory proper, especially 
as it pertains to ontology. Davidson’s philosophy of language is squarely 
within the logico-semantic tradition that originates with Frege and Russell 
and continues through Carnap and Quine. According to this tradition, the 
route to ontology is through semantics: We uncover our ontological com-
mitments—learn what there is—by fi guring out what entities are counte-
nanced in a semantic theory adequate to capture the signifi cance of the 
sentences of which our best theories are comprised. Davidson promoted 
a distinctive and highly infl uential interpretivist version of this semantic 
approach to ontology.  5   His approach to meaning led him to insist, with 
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Quine, on an extensional semantics, and to reject senses, meanings, propo-
sitions, facts, properties, and reifi ed relations as both useless for semantics 
and disastrous to sound philosophy in general. His insistence on exten-
sional semantics also signals a Quinean distrust of the strong modalities 
that accompany traditional philosophical theorizing. But, despite the ap-
parently sparse ontology revealed through such semantic theory, and de-
spite the a priori tension between a resolutely extensional semantics and 
the idea that refl ection on our concepts can reveal necessary truths, it is 
my purpose in the present essay to urge that Davidson’s approach to se-
mantics in fact makes room for just the sort of philosophical delimitation 
of the necessary basic structure of the world about which we think, and the 
deep ontology that characterizes the traditional philosophy that Davidson 
seems simultaneously to dismiss and to practice. 

 2 Interpretive Truth-Theoretic Semantics 

 The primary idea guiding Davidson’s program in semantics is that interpre-
tive, Tarski-style truth theories—what I shall refer to as “T-theories”—can 
serve as theories of  meaning  for natural languages. The formal task of a 
T-theory is to permit the derivation of theorems specifying truth conditions 
of every sentence of the language for which it is given. Such theorems 
have the form of T-sentences: “ S  is true-in- L  if and only if  p .” Here, “ S”  
describes a sentence of the language for which the theory is given, and  p  
states the truth conditions of that sentence. For an instance of such a theo-
rem to give the meaning of the object-language sentence described by “ S ,” 
the “ p”  must constitute a translation of that sentence into the language 
of the theory. A T-theory whose theorems do this is materially adequate, 
or interpretive. Since there can in principle be many formally adequate 
T-theories for a given language that are not materially adequate, interpre-
tive T-theories must be empirical, in the sense of being subject to verifi ca-
tion. That is, there must be empirical means by which formally adequate 
T-theories can be tested for material adequacy. 

 A T-theory specifi es the meaning of simple singular referring terms by 
giving axioms that pair them off with the objects they name. Here the 
semantic counterparts of such referring expressions are entities. But on 
Davidson’s view, it would be neither necessary nor helpful to assign mean-
ing entities to every syntactically signifi cant piece of the language. It is 
enough if subsentential expressions are given axioms that display their se-
mantic contribution to the whole sentences of which they are a part. For 
example, the axioms must show that “le père de  N ” refers to the father of 
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the object referred to by “ N ,” but there need be no entity corresponding 
to “le père de.” In particular, the analysis of predicates (including relation 
terms) does not require appeal to semantic entities as their meanings. The 
axioms must simply make clear, for example, that “Paris est belle” is true-
in-French if and only if the object designated by the referring expression 
“Paris” is beautiful. To handle quantifi er expressions, the theory must ex-
ploit a fi rst-order quantifi cational apparatus and the notion of satisfaction, 
a generalized form of reference. A satisfi er is an infi nite sequence of objects. 
So the semantics of quantifi er expressions, like that of singular referring 
expressions, is given by appeal to entities. 

 Two points about all of this technical apparatus bear special emphasis 
for my purposes. First, on the canonical Davidsonian treatment, the only 
entities posited by the theory are the elements of satisfi ers. Second, the 
satisfaction/reference relation itself need be given no analysis within the 
theory: The theory must state which unanalyzed singular referring expres-
sions refer to which objects, and which variables designate which particu-
lar objects, relative to a sequence and axiomatization; but it need not state 
how or in virtue of what they do so. Indeed, reference, the sole semantic 
relation revealing objects, is a theoretical notion, forced on the theorist 
by the formal demands of a T-theory. If it were not for the need to gener-
ate T-theorems for quantifi er expressions, semantic theory would reveal no 
ontology—no objects—at all. 

 3 Ontology Revealed and Constrained: Properties, Facts, and the Offi cial 
Approach 

 To explore further the question of how, on the offi cial Davidsonian line, 
ontology is revealed in the construction of T-theories for natural lan-
guages, it will be instructive to focus on the ontological status of two types 
of entities whose ontological bona fi des Davidson has resisted: properties 
and facts. 

 Properties 
 Consider the following example, due to Stephen Neale: 

 (1) α is the same color as β.  6   

 The claim in (1) cannot be analyzed as a simple predication of “is the same 
color as β” to α, since that will not reveal legitimate entailments of (1), such 
as “α is colored.” Likewise with treating “is the same color as” as a primitive 
relation. And since (1) mentions no particular color, and moreover does 
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not merely entail but explicitly states the sameness of the colors of the two 
objects, it cannot be analyzed as a conjunction whose conjuncts predicate 
the same color to α and β, respectively. (1) seems to involve quantifying 
over colors construed as properties.  7   So properties, in addition to particu-
lars, would have to appear in the ontology of the theory. 

 Faced with this problem, Davidson distinguishes two issues. One, he 
says, “is whether there is any advantage in introducing predicates [ sic —
presumably he meant to say ‘properties’] as the sole semantic item used 
to explain the function of predicates.”  8   Another “is whether there is in 
general any objection to including properties in our ontology.”  9   This is an 
extremely interesting distinction. 

 Introducing properties into a theory of meaning in the fi rst manner 
would, according to Davidson, be disastrous for his program. He remarks, 
“it is essential to my idea of how a theory of truth is verifi ed that the right 
side of T-sentences not employ conceptual resources not employed by the 
sentence for which the truth conditions are being given.” This constraint, 
he continues, would be violated “in a basic way . . . if the work of every 
predicate were explained by appeal to a property (relation, etc.).”  10   Just 
exactly what considerations motivate this constraint, whether they are 
sound, and what the costs of rejecting them would be, are interesting and 
deep questions. For present purposes, I will accept Davidson’s word that 
this constraint must be respected by any adequate interpretive semantics. 

 But evidently, the fact that properties must not be treated as semantic 
entities does not mean that they cannot be included in the ontology of a 
T-theory. Given that Davidson draws the distinction between these two 
issues in response to the challenge presented by sentences like (1), he is 
contemplating the possibility that the logical form of such sentences, as 
revealed by an interpretative T-theory for the language in which they ap-
pear, involves quantifi cation over properties. Davidson’s attitude toward 
this possibility is a blithe “so be it, as long as properties are regarded as ab-
stracta.”  11   Properties would then function as the referents- cum -satisfi ers of 
quantifi cational variables, relative to sequences, in accord with an axiom-
atization; that is, they would simply appear  among  the satisfi ers, and not as 
distinct ontologically from them in virtue of their semantic function. 

 Recall that being a satisfi er in this (relative) way is all there is to refer-
ence, and there is no need for Davidsonian semantic theory proper “to 
provide an analysis of the reference relation.”  12   For this reason, there 
is nothing the theory itself either says or needs to say positively about 
this relation that would indicate that referring to properties is any less or 
more problematic than referring to other abstracta, or even to concrete 
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particulars. From a standpoint within a theory that incorporates proper-
ties in this way, any supposed ontological “queerness” of properties so 
incorporated—queerness that might make it look mysterious how they 
could be referred to—would remain invisible. Indeed, any ontological 
distinctness from other satisfi ers they would have in virtue of being 
properties rather than particulars would be invisible as well. Of course, 
the truth conditions of sentences referring to or quantifying over proper-
ties would be different from sentences referring to or quantifying over 
other entities; but there is no reason to suppose that these differences 
will not reveal properties to be of a categorically different sort than other 
entities. 

 Facts 
 Davidson’s hostility to the idea that facts form a distinctive category of 
entity, or that there is any philosophical utility to recognizing such a 
category, is well known. In particular, Davidson has often defended his 
semantic program by citing the so-called Slingshot argument as a reason 
why competing programs that treat facts as semantic counterparts of true 
sentences (and along with these, the correspondence theory of truth) are 
doomed to failure. Yet, as Davidson was well aware, the slingshot argument 
has received heavy, indeed devastating, criticism. Stephen Neale, whose 
 Facing Facts  provides the defi nitive treatment of the various species of this 
collapsing argumentation, has shown exactly how theories of facts can es-
cape slingshot reasoning. But while one might have expected him to have 
taken Neale’s result as a threat to his own semantic program, Davidson was 
not just unshaken, but encouraged. He says: “Neale’s splendid discussion 
has encouraged me to stick to the conclusion that  facts cannot be incorpo-
rated into a satisfactory theory of truth . Neale speaks of Russell’s view of facts 
as ‘acceptable,’ but he does not show that it can be  incorporated into a Tarski-
style T-theory .”  13   

 But just as with properties, it is not clear that one can avoid the need to 
incorporate facts into a T-theory, in at least some sense of “incorporate.” 
Consider this example from Neale: 

 (2) The fact that Mary left Bill’s party did not worry him, but the fact that 
she left suddenly did.  14   

 On the face of it, this sentence seems to involve quantifi cation over 
facts, asserting the existence of two distinct facts, and claiming of one but 
not the other that it worried Bill. Given my dialectical purposes here, I 
need not stress the (interesting and complicated) question of whether (2) 
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in the end must be analyzed as involving quantifi cation over facts. The 
point is rather about what we should expect Davidson’s attitude toward 
this possibility to be. He was insouciant about the prospect that properties 
would be required, in light of the fact that they could be treated in the (al-
legedly) innocent way discussed above, as the satisfi ers of quantifi cational 
sentences. If facts could be treated similarly, as satisfi ers, then there would 
be no threat to Davidsonian semantics, and Davidson’s attitude should be 
the same as it was in the case of properties: So be it. Moreover, as with the 
case of properties, from a standpoint within the theory, whatever ontologi-
cal queerness facts might possess would be invisible.  15   

 Our discussion of properties and facts has revealed a general Davidson-
ian strategy. An ontological category is bona fi de only if its members must 
be  incorporated into  a semantic theory. But there are two kinds of incorpora-
tion. One is the incorporation of entities as the semantic counterparts of 
given forms of expression; this kind of incorporation threatens the inter-
pretivist semantic program, and is to be avoided. The second kind of in-
corporation is the inclusion of entities as referents of singular terms and in 
the sequences of objects that constitute satisfi ers, where this is required by 
the analysis of particular sentences of the language for which a T-theory is 
given. I shall occasionally speak of this sort of incorporation, a bit loosely, 
in terms of entities being incorporated into the “sequence range” of a for-
mal T-theory. From the standpoint of the formal T-theory, any distinctive 
ontological character such entities may have is invisible; they are objects 
like any other, referred to by singular terms and variables in an unanalyzed 
way. They would have no special ontological status solely in virtue of any 
distinctive semantic function they play, for they would have no such dis-
tinctive function. Distinctions among them and between them and other 
entities will be revealed only in terms of the sentences speakers of the lan-
guage in fact hold to be true of them. 

 4 Questioning the Offi cial Approach 

 Though the matter is far from clear, I want to concede, for purposes of 
argument, that it is both possible to give a complete T-theory for a given 
natural language without the need for the fi rst, troubling kind of incorpo-
ration of categories of entities, and that the second, supposedly innocent 
kind indeed deserves acquittal. I want to pass to the question of whether, 
if we accept that ontology follows from the construction of interpretive 
T-theories, we must also accept that our ontological commitments must be 
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determined by and limited to those revealed by what must be  incorporated , 
in either of the two senses above, into the theories themselves. 

 Let me begin with an obviously crude and superfi cial analogy designed 
to pump a contrary intuition. There are no eggshells, chickens, pigs, or 
cows, and no cheese grater, bowl, or pan in the ham and Gruyere omelet I 
made this morning, but a consideration of the construction of that omelet 
does force us to recognize the reality of these things. A thorough under-
standing of an omelet as a culinary artifact will involve much more of the 
world than would a mere consideration of the chemical composition of the 
dish itself. Why, then, should what is revealed by the construction of inter-
pretive T-theories be limited to what is actually incorporated as an element 
in the constructed theory? Why can’t the construction of such theories 
reveal commitments, not just to what must be included explicitly in the 
sequence range of a theory, but also to what is required to make sense of 
the generation and construction of such a theory? 

 To explain why our ontological commitments cannot outstrip those re-
quired to serve as referents and satisfi ers in the formalism of a T-theory for 
a language, Stephen Neale offers a creative reconstruction of what he takes 
to be a basic implication of Davidson’s semantic program for the pursuit of 
ontology. This argument, schematized for convenience, is as follows: 

 (3) An acceptable T-theory for L delivers a true theorem of the requisite 
form for  every sentence  of L. 

 Therefore, 

 (4) There is nothing one can say in L that outstrips the ontology revealed 
by the theory. 

 Therefore, 

 (5) There is no sense to be made of ontological categories not forced upon 
us by the construction of a variablesemantics.  16   

 Let us call this the “comprehensive coverage argument,” or CCA for short. 
 There is much to say about the reasoning embodied in CCA. First, note 

that, if CCA is to show what Neale intends it to show, then we must read 
the phrases “revealed by” in (4) and “forced on us by the construction of” 
in (5) as “required to serve as referents for the singular referring terms of, 
and values of variables of,” that is, required to serve as elements of the 
sequence range. Second, there are good reasons for respecting CCA insofar 
as it limits our ontological commitments to what in fact appears in the 
sequence range of an interpretive T-theory for our language. For otherwise 
we would be contemplating the idea that our ontology includes items that 
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we neither refer to nor quantify over. That is a path that neither the seman-
tic tradition nor I wish to follow. Here, the analogy with the omelet breaks 
down. Although the construction of the omelet may implicate the exis-
tence of a pan, there is no pan in it. Thus I will stick with CCA’s conclusion 
that the ontology revealed by the construction of an interpretive T-theory 
is restricted to those entities that must be included in its sequence range. 

 However, this leaves entirely open what sorts of consideration can be 
taken to evince such a requirement. For there is more than one sense 
in which we can understand what it is for an ontological category to be 
“forced upon us by the construction of a variable semantics,” or “required 
to provide the values of variables.” It seems to me that (5) is ambiguous 
between: 

 (5a) There is no sense to be made of the idea of ontological categories not 
forced upon us by the formal demand to supply entities to stand as referents 
of singular referring expressions and as values of variables of a given T-theory; 

 and 

 (5b) There is no sense to be made of the idea of ontological categories not 
forced upon us by considering what is involved in constructing an interpre-
tive T-theory. 

 According to (5a), only the most parsimonious possible set of entities 
formally needed to provide values for variables and referents for singular 
referring expressions of a given theory can be forced upon us. (5b), how-
ever, is more permissive. According to it, the mere possibility that we can 
produce a T-theory the interpretation of whose  formalism  (i.e., whose axi-
oms permitting the derivation of T-theorems for every sentence of the lan-
guage expressed in its canonical logical form) does not on its own demand 
that objects of a given putative ontological category be incorporated into 
its sequence range does not entail that we have no reason to acknowledge 
that category. More specifi cally, it does not mean that we are compelled 
to adopt that sequence range in preference to one that does include mem-
bers of that category. Other considerations may recommend the choice 
of a less parsimonious range. These considerations would be extrinsic to 
those imposed by the formalism of the theory itself: “extra-” as opposed 
to “intratheoretic,” as I shall say. But why choose (5a) over (5b)? Why, 
that is, suppose that only intratheoretic considerations have any force in 
determining what we should incorporate into the theory as elements of 
its sequence range, and thus as determining its ontology? As we saw, so 
long as the additional entities are not exploited in the theory as semantic 
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counterparts for expressions other than quantifi cational variables, noth-
ing in the idea of an interpretive T-theory prohibits such incorporation. 
Granted compelling extratheoretic considerations reasons for including 
entities of some kind in our ontology this way, why balk? 

 5 Truth Its Own Self 

 Davidson’s own treatment of the concept of truth provides a nice analogy 
to the kinds of extratheoretic grounds for ontological commitment I am 
suggesting. Davidson famously denies that there can be any such thing as a 
theory of truth, and claims that it is a folly to try to defi ne it.  17   Indeed, his 
specifi c use of Tarski-style truth theories turns Tarski’s original idea on its 
head: Tarski defi nes truth in terms of a generalized, technical reference rela-
tion and takes translation for granted; Davidson, in contrast, takes truth for 
granted, defi nes meaning and translation in terms of it, and lets reference 
fall out where it may. In defense of this, he says that truth itself is “beauti-
fully transparent,”  18   our simplest and most basic concept. 

 Moreover, Davidson claims that for a being to possess thought, and for 
its utterances to constitute meaningful linguistic acts, that being must have 
the concept of objective truth.  19   For one being, then, to interpret another 
as a thinker expressing thought linguistically, she must attribute to that 
being the concept of truth; and of course to do this, she must herself have 
that concept. In particular, verifi cation of a candidate T-theory as interpre-
tive requires a commitment to objective truth on the part of interpreters, 
since it must be possible for them to determine when its theorems are true, 
which requires that they be able to tell when conditions specifi ed on the 
right-hand side of T-theorems in fact hold, that is, that they believe the 
right-hand side of the T-sentence is true. It is thus a condition on the in-
telligibility of interpretive semantics that interpreters take truth seriously. 

 On the other hand, as Grover, Camp, and Belnap, among others, have 
shown, the truth  predicate  is eliminable from English (and any other natu-
ral language) with no loss of expressive power.  20   So far as I know, Davidson 
does not deny this claim. But if the predicate “is true” does not need to 
fi gure in a given language, then a T-theory for that language would not, 
it would seem, require axioms enabling the deduction of T-sentences for 
 expressions explicitly concerning truth . Since, by hypothesis, such a language 
has the full expressive power of a natural language like English, there is no 
English sentence whose canonical logical form must involve any expres-
sions mentioning truth or containing a truth predicate. But then nothing 
in what must for intratheoretic reasons be incorporated into a T-theory for 
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English would reveal a commitment on the part of English speakers to the 
notion of objective truth. If intratheoretic reasons exhaust our grounds for 
recognizing commitments, this should betray the emptiness or mislead-
ing character of truth talk, revealing it to be merely an eliminable verbal 
convenience rather than a means of expressing any genuine concept. But 
Davidson does not draw this lesson; he takes a commitment to truth to be 
implicit in the very project of interpretive semantics, and to be revealed 
in its practice. This suggests that incorporation into a T-theory for intra-
theoretic reasons is not the sole criterion by which we measure the com-
mitments revealed via the pursuit of semantic theory. 

 It would be a mistake to conclude straight away that (5a) is false, or that 
Davidson is inconsistent in holding it. (5), whether construed as (5a) or 
as (5b), is a thesis about how  ontology  is limited by semantics, and com-
mitment to the concept of objective truth is not, or at least not obviously, 
an ontological commitment. But the example of truth is still instructive. 
It shows that the construction of T-theories can provide grounds for ac-
knowledging substantial commitments that go beyond those revealed by 
consideration that are strictly intratheoretic. But if this is so, then why 
should grounds for specifi cally  ontological  commitment be limited to the 
strictly intratheoretic? 

 6 Interpretive T-Theories: Knowledge Of and Knowledge That 

 Up to this point I have argued that there is no compelling basis not to pre-
fer (5b) to (5a), and thus acknowledge the force of extratheoretic grounds 
for incorporating categories of entities in the ontology of a T-theory. But I 
have not provided any such grounds. It is time to do so. In this section, I 
argue that the very idea that an interpreter’s grasp of an interpretive truth 
theory can suffi ce as a theory of meaning provides extratheoretic grounds 
for recognizing the existence of persons, mental states, and actions. 

 For an interpreter to understand a language, it does not suffi ce for her 
to know an interpretive T-theory for it. She must in addition know  that  
the theory is interpretive. This knowledge cannot consist of knowing that 
the claim that the theory is interpretive is true, for one could know that 
the claim is true without comprehending what it is for the theory to be 
interpretive.  21   What does such comprehension involve? A T-theory’s being 
interpretive is its being such that one who used it to interpret a speaker of 
the language for which it is a theory could understand any sentence ut-
tered by that speaker. Understanding a speaker, in turn, essentially involves 
fi nding him to hold sentences true when and only when either the truth 
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conditions the interpreter assigns to those sentences obtain, or when there 
is some explanation available for why the speaker does not realize that they 
do. This is just what is involved in empirically verifying a T-theory, that is, 
confi rming the truth of the theorems that comprise its T-sentences. So an 
interpreter who knows that a theory is interpretive must know what it is for 
such a theory to be empirically verifi able. 

 I already pointed out that this knowledge implies, on the part of an 
interpreter, a commitment to the concept of objective truth. Given that 
the interpreter, in verifying the theory, may not exploit any antecedent 
guesses about or knowledge of the meanings of the sentences of L or the 
psychological attitudes of L speakers, the only way to tell whether the sen-
tence of L is true when and only when the truth conditions are satisfi ed 
is to determine whether L speakers in fact  hold  such sentences true when 
and only when the truth conditions obtain. Holding true is a psychological 
state. Recognizing it requires that the interpreter properly identify certain 
sorts of behaviors as manifesting this state. This, in turn, requires that she 
interpret the speaker not merely as believing the sentence to be true, but 
also as intending, by his behavior, to indicate that he so believes. That is, 
she must interpret the behavior as the action of expressing a belief. She can 
do so only if the behavior so interpreted makes sense, is rational, in light 
of the speaker’s other beliefs and intentions. Moreover, without the addi-
tional assumptions that the speaker understands the sentence (i.e., that she 
is an L-speaker) and moreover manifests  true  belief by her assents, there is 
no reason to take the assenting behavior as evidence that the sentence is in 
fact true, hence no reason to take the behavior to confi rm the T-theorem 
for that sentence. Finally, empirical verifi ability is an ongoing matter. It 
would count against the verifi cation of a T-theory if speakers interpreted in 
accord with it did not turn out to be by and large consistent with respect to 
the conditions under which they did and did not assent to given sentences. 
To comprehend the claim that a T-theory is interpretive, then, one must 
have the concept of a diachronically consistent, rational subject of linguis-
tic action and psychological attitudes—in short, the concept of a person. 

 Possessing this battery of concepts and understanding their interrela-
tions is required for knowing what it is for a T-theory to be interpretive. But 
this general conceptual knowledge does not suffi ce for knowing of a given 
T-theory that it is in fact interpretive. In addition, one must know that 
the theory would be verifi ed if tested. Knowing this entails knowing that 
the putative speakers for whom it is interpretive are largely self-consistent, 
thinking, acting beings whose beliefs are largely true of the world, and 
expressed in linguistic acts. This is knowledge that persons, and with them 
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mental entities or states like beliefs and intentions, as well as actions that 
express them, are among the entities in the world. To adopt a useful phrase 
from Jeffrey Malpas’s Heideggerian reading of Davidson, persons, actions, 
and thoughts form part of the horizon of interpretive semantics, constitut-
ing it as an intelligible practice; a full grasp of that project requires a com-
mitment to that horizon.  22   Commitment to the idea that an interpretive 
T-theory can in fact serve as a theory of linguistic meaning carries with 
itself, then, commitment to an ontology including persons, thoughts, and 
actions. And note, these commitments arise quite independently of, and 
prior to, any questions concerning whether the object language for which a 
given truth theory is interpretive contains expressions whose logical forms 
might require quantifi cation over persons, mental entities or states, or ac-
tions. These commitments arise from considerations that are extratheo-
retic, in the sense I have explained. 

 7 Differences of Kind and Kinds of Difference 

 I have been speaking of (5a) and of Davidson’s methodology considered as 
committed to (5a) as unduly restrictive, in a way that threatens to bar our 
recognizing the ontological bona fi des of categories of entities implicated 
in the very idea of interpretive T theories. But one might object that this 
has been unfair. After all, as I mentioned in my introduction, Davidson has 
himself elaborated some of the ontological elements required for thought 
and language. He writes: 

 If I am right that language and thought require the structure provided by a logic of 

quantifi cation, what further conceptual resources is it reasonable to consider basic? 

I have no defi nite list in mind, but if the ontology includes macroscopic physical 

objects, including animals, as I think it must, then there will be sortal concepts for 

classifying the items in the ontology. There must be concepts for marking spatial 

and temporal position. There must be concepts for some of the evident properties 

of objects, and for expressing the various changes and activities of objects. If such 

changes can be characterized in turn, then the ontology must also include events, 

and among the concepts must be that of the relation between cause and effect. I am 

inclined to make some major additions to this list.  23   

 While Davidson makes explicit here only that an ontology must include 
macrophysical objects, animals, and events, it is clear that among the ma-
jor additions he would add to the list are whatever is needed to make sense 
of the idea of a shared reaction to a common cause, as well as of the idea 
of a creature that is able to recognize error. Among the animals Davidson 
claims must be part of any ontology, then, are thinkers, that is, persons. 
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Davidson agrees with my claim, then, that persons and thoughts are 
essential elements of any ontology. 

 This might seem to militate against my claims that Davidson’s method-
ology is restrictive and his ontology sparse. It might also suggest that the 
considerations I advanced for incorporating persons, thoughts, causes, and 
effects into the ontology revealed by a T-theory pose no threat at all to the 
interpretivist who prefers the restrictive methodology expressed in (5a). 
All these considerations show, one might claim, is that one who knows 
that a T-theory is interpretive knows how to use language in such a way as 
to express what such English terms as “person,” “thought,” “belief,” and 
“action” express, and holds to be true some (many) sentences whose truth 
conditions refer to or quantify over such things. That is to say, it reveals 
only that language speakers characterize some of the things to whose exis-
tence they are committed in the same ways in which we characterize per-
sons. The differences among the many things to which their holdings true 
of various sentences reveal a commitment show up in a T-theory entirely 
in terms of the different predicates they hold to be true of them, that is, in 
terms of the different ways they characterize them. 

 That Davidson held that differences in the predicates by means of which 
we characterize things are fully adequate to capture whatever ontological 
differences there may be between them is suggested by a passage in his last 
work,  Truth and Predication . In the context of discussing and criticizing yet 
again the idea that semantics can be usefully pursued by the postulation of 
different categories of meaning entities to which various classes of expres-
sion refer, Davidson writes, 

 [I]f we try to explain the role of predicates by introducing entities to which they 

refer, it does not matter what we call the entities, or how we describe them. We may 

distinguish as clearly and profoundly as we please between particulars and univer-

sals, between the job that singular terms do in identifying or individuating objects 

and the job that predicates do in introducing generality; we will still have to describe 

the semantic role of predicates. . . .  [E]ntities are entities, whatever we call them . Frege’s 

syntax and metaphors emphasize that there is a fundamental difference between 

singular terms and predicates, but this difference cannot usefully be thought to con-

sist in a difference in the entities to which they refer.  24   

 Here Davidson suggests that neither what we call, nor how we character-
ize, a putative entity can make a difference to the sorts of work it can do 
in explaining the semantic roles played by different kinds of expressions. 
Introducing, naming, and describing entities to serve as semantic coun-
terparts for predicates (or relations, or sentences, one may assume) is of 
no avail in the project of explaining the distinct role played by predicates 
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(relation terms, sentences) in contributing to the truth conditions of the 
sentences in which they appear. The summary reason Davidson offers for 
this, at least in this passage, seems to express just the fl attened ontology 
I have been criticizing: “entities are entities, whatever we call them.” Yet 
almost paradoxically, Davidson also writes that “we may distinguish as 
clearly and profoundly as we please between particulars and universals,” 
which certainly does not sound like the sentiment of a fl attener. Such clear 
and profound distinctions as can be made, then, on Davidson’s view, can 
only be refl ected in something that does not matter semantically: how we 
characterize the entities. Universals would indeed be different than par-
ticulars, for example, but only because we hold different things to be true 
of them. 

 But this way of capturing profound ontological distinctions is unsatisfy-
ing. For it fails to take suffi ciently seriously the differences between kinds of 
difference. What we say about things reveals clear and striking differences 
between, say, persons and events, but also between clams and panthers, 
and between piles of sand and clouds of water vapor (and omelets and 
pans). According to Davidson, as I have read him, entities of each of these 
kinds are all the same in semantic role (“entities are entities, no matter 
what we call them”): elements of the sequence range of a T-theory. But it 
seems to me that the difference between persons and events is profound in 
a way that those between clams and panthers, and between piles of sand 
and clouds of water vapor, are not. One need not, of course, have that intu-
ition. My point is that if, as in Davidson’s offi cial line, we draw ontological 
differences between various objects entirely in terms of the predicates we 
hold true of them, then there is no satisfactory way of distinguishing be-
tween profound and ordinary differences, should we want to. 

 What we would need is some criterion according to which we could dis-
criminate, or, if the terminology of “criteria” suggests more precision than 
is really required, some means of assessing the comparative ontological pro-
fundity of differences. Given our context of pursuing ontology through 
semantics, any such criterion or means should be applicable to entities 
or categories thereof as they are revealed in the construction of semantic 
theory. Surely, a distinction of semantic role would mark a profound rather 
than shallow difference. But on Davidson’s view a difference in kind of 
entity is never a difference in semantic role; there is only one semantic role 
for objects to play. But if the way semantics reveals ontology is conceived 
narrowly, in accord with (5a), then I do not see what the criterion of pro-
fundity grounded in that pursuit might be. All differences between entities 
amount to differences in the predicates we hold true of them; all we can 
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do is distinguish between entities in terms of the predicates held true 
of them. 

 Comparing numbers of relative differences will not help distinguish 
more from less profound differences. For each difference we can point to 
between the members of any one of a set of pairs, we will be able to fi nd 
some difference between members of the others. Nor will it do to base judg-
ments of comparative profundity of difference on the distinction between 
necessary and contingent existents, as revealed in the contrast between 
existentially quantifi ed sentences always held to be true and those held to 
be true at most sometimes. Not every profound category is always instanti-
ated (person, action). 

 Nor will it help to appeal to some general taxonomic structure of our 
concepts, saying, for example, that the farther down the taxonomic tree 
you have to go to fi nd a characteristic shared by two entities, the more 
profound the difference between them. Such an appeal presumes a clear 
and ordered taxonomy of concepts that can be arrived at independently 
of judgments as to which categories are more fundamental than which. 
But it may seem easy enough to say that the distinction between a person 
and an event is more profound than that between a clam and a panther 
because one has to go farther down our taxonomic tree to fi nd what is 
common to a person and an event than to fi nd what is common to a clam 
and a panther. But the matter is not that simple. A particular person and 
a particular event may share, for example, a locational feature (being on a 
bridge at a particular time), as may a clam and a panther. But how does one 
eliminate this sort of feature as irrelevant to the question of which pair is 
more profoundly different? Shall we say that locational properties are not 
intrinsic or essential, and that properly taxonomic features are intrinsic 
and essential? Such metaphysical considerations are, of course, themselves 
judgments of comparative profundity. Conceptual taxonomy refl ects such 
judgments, rather than providing a criterion for them. 

 As I said, I don’t see any really promising way of drawing distinctions 
of comparative ontological profundity from the materials available in the 
interior of an interpretive T-theory. But if we permit ourselves to consider 
extratheoretic grounds for incorporating members of an ontological cat-
egory into interpretive T-theories, then the difference between differences 
is indeed revealed in semantics, not by assignment of different semantic 
roles, nor by the particular predicates held to be true of different kinds of 
things, but by the fact that the existence of members of some categories 
of entities, and the categorical differences between them, are presumed in 
the very project of interpretation. These categories of entities are such that 
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there can be no interpretation, hence no  ontology  (not to say no entities) 
without them. They are necessary features of any world open to us through 
language, what Davidson has called “the organ of propositional percep-
tion.”  25   Refl ection in the very idea of an interpretive T-theory reveals that 
no one who did not understand that there are both persons and events 
and that they are very different sorts of things could either pursue or be 
the object of an interpretive semantic theory. But no one needs to know 
of the existence of or difference between clams and panthers, or of piles 
of sand and clouds of water vapor. Just as such refl ection reveals the con-
cept of truth to be fundamental, so too does it reveal persons, thoughts, 
actions—and more besides—to be fundamental. The differences among 
these are profound. So too are the differences between these and the kinds 
of things commitment to which is revealed merely and entirely by the 
fact that we think different things are true of them. Comparatively, the 
differences among these are not. 

 8 Conclusion 

 To discern ontological commitments, I have refl ected on the conditions 
that must be met if a T-theory is to serve as a theory of meaning, condi-
tions that force us to attend to the concepts and kinds of objects necessarily 
implicated in the very idea of such a theory’s being verifi ably materially 
adequate, hence interpretive. The offi cial approach, in contrast, reveals 
such commitments by reading them off of a completed T-theory that in-
corporates those entities as objects in its sequence range. It thereby seems 
to domesticate entities, treating their status as derivative on the legitimacy 
of the T-theory, rather than the other way around. On this domesticating 
approach, categories of things are marked out entirely in terms of the dif-
ferent ways in which things get characterized; hence to say of two things 
that they fall into different kinds is, in every case, merely to say that differ-
ent things are true of them. We do, of course, hold different things to be 
true of members of profoundly different categories, but this is true of any 
two objects, however blandly empirical the differences between them may 
be. Hence the ontological fl attening. 

 But this fl attening is actually a result of a kind of amnesia, whether 
feigned or due to inattention—a forgetting of the fundamental categories 
and profound differences that must be in place and grasped, even if prere-
fl ectively, if the very idea of interpretive T-theories is to be intelligible. That 
we can, after the fact, give an interpretive T-theory for a language whose 
sequence range fails, from inside the theory, to refl ect these categories and 
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differences as being of a fundamentally semantic in kind does not mean 
that our semantic theorizing does not commit us to them as fundamen-
tal categories and profound differences. Making sense of the idea that an 
interpretive T-theory can suffi ce as a semantic theory is part of our theo-
rizing about the semantic, if not part of the semantic theory proper. And 
making sense of this idea both reveals such commitments and gives us a 
basis for distinguishing profound differences from mundane. If you have 
the intuition that the difference between persons and events really is more 
profound than that between panthers and clams, worries about the possi-
bility of making good sense of the difference between such differences may 
have led you to repudiate or suppress it. But refl ection on the idea of an 
interpretive T-theory can validate and revitalize that intuition. If you didn’t 
have that intuition, then perhaps such refl ection suggests that you should. 

 Reading Davidson’s philosophy of language in light of the compara-
tively permissive account I have recommended of how ontological com-
mitment is revealed in the pursuit of semantic theory enables us also to 
see how, despite the extensional character of the theory, its dismissal of 
the idea that entities fall into fundamentally different semantic types, and 
the consequently fl at ontology that appears from a perspective within a T-
theory itself, Davidson’s thinking as a whole is continuous with, indeed is 
a contribution to, the traditional Kantian vision of philosophy.  26   I earlier 
identifi ed three central elements of that vision: the idea that philosophical 
refl ection itself can reveal substantive truths about the world; the idea that 
such truths are necessary; and the idea of a fundamental or deep ontology. 
Refl ection in this way on what is required for understanding reveals that 
the very idea of linguistic understanding involves a world populated with 
thoughtful persons, actions, and events in causal relation. That a world 
open to us linguistically must be so constituted is a substantive and a priori 
truth entailing a fundamental ontology. Fuller elaboration of the idea of 
an empirically verifi able interpretive T-theory may reveal much more in 
the way of necessary kinds and differences besides, kinds answering to the 
“major additions to the list” of essential concepts Davidson mentions. So 
illuminated, Davidson’s thinking is disclosed as squarely within the tradi-
tion of philosophical theorizing. 

 9 Diagnostic Epilogue 

 I suspect that Davidson’s restrictive approach to the way pursuit of semantic 
theory can reveal ontological commitments is not, in the end, motivated 
by any general principle of parsimony, a taste for desert landscapes. It is 
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motivated instead by a worry that, once acknowledged, entities of various 
kinds will inevitably be pressed into service in putative explanatory pro-
jects that promise to engender more dead-end confusion than enlighten-
ment. Facts, for prominent example, are to be feared because of the threat 
that someone will convert them to meanings, try to treat them as distinc-
tive semantic entities, try to explain truth as correspondence to them, try 
to resuscitate scheme–content dualism and relativism with them, or try to 
deploy them as representational intermediaries between us and the world. 
Davidson more than anyone else has tried to liberate us from the skeptical 
muddles and puzzlements to which such projects lead. The restrictive ap-
proach presents a general defensive posture from which these threats can 
be resisted. If the price we pay for adopting this strategy is to disable our-
selves from recognizing deep ontological differences, then so be it. 

 I have argued here that interpretivist semantics must acknowledge per-
sons, thoughts, and actions as fundamental ontological categories. Else-
where I have argued that the same can be said for facts. So obviously I think 
the costs of the general strategy are too high. But there is a better strategy. 
The right way to defend against the unproductive and mystifying exploita-
tion of categories of entities in theoretical explanatory projects is to refuse 
the exploitation rather than to deny the existence and distinctive charac-
ter of the kinds of entities abused. It cannot be assumed that because we 
recognize them for one reason, they must be must found useful elsewhere. 
Only careful critical attention can tell us whether, and in what contexts, 
they can be put to good purpose. And only a lack of such attention can 
lead us to mistake perplexities engendered by the ill-advised exploitation 
of legitimate categories for real philosophical puzzles. But we must be on 
guard against this sort of confusion in any event. 

  Notes 

 1. Both quotations are from Davidson’s  Truth and Predication  (Cambridge, MA: Har-

vard University Press), p. 156. 

 2. It may seem odd that I class McDowell as a theorist, given his late-Wittgensteinian 

therapeutic approach to philosophy and his, maddening to some, unwillingness to 

engage in the elaboration of theories. But he still counts as a theorist, as I mean the 

term, because he employs philosophical refl ection in the aim of securing for us a 

general and substantive conception of reality and our place in it. The McDowellian 

ideas, for example, that perception is the taking in of facts, that aspects of the world 

are inherently normative, and that the space of concepts is coextensive with that of 

reasons, unboundedly extending into the world whether we think it or not, are richly 
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and robustly metaphysical (all of these theses can be found in McDowell,  Mind and 

World  [Cambridge, MA: Harvard University Press, 1992]). Whether McDowell is right 

to characterize these commitments as just bits of good, common sense that we can 

feel comfortable accepting once we are freed of ill-motivated philosophical dogmas, 

as well as to deny that these ideas require elaboration in a detailed theory, is beside 

the point. Common sense may have them, and be so far right and innocent; but 

philosophy  attains  them. 

 3. See Kuhn’s “Afterwords,” in  World Changes: Thomas Kuhn and the Nature of Science , 

ed. P. Horwich (Cambridge, MA: MIT Press, 1993), pp. 311–341. 

 4. Indeed, Kant’s reasoning can at times seem less a priori than Davidson’s. For ex-
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that our empirical knowledge is discursive, i.e., that it essentially involves subsum-

ing the contents of intuition under concepts of the understanding. His categories 

fall out of refl ection of the conditions of possibility of such thinking. For Davidson, 

intuition—the given in experience—plays no role at all. See, e.g., Davidson, “A Co-

herence Theory of Truth and Knowledge,” pp. 137–153. Rather, our empirical knowl-

edge arises from our linguistic capacities—there is no difference between coming to 

know a language and coming to know the world. So the categories that emerge from 

refl ection on linguistic understanding are necessarily applicable to the world, just as 

are, for Kant, the categories that emerge from refl ection on the discursive character 

of empirical judgment. But the rejection of experience is not a trivial difference. To 

Davidson it is central to the rejection of intermediaries between mind and world, 

and the host of troubles they bring. Whether and to what extent we must banish 

experience in order to do without intermediaries of the troubling sort is a matter of 

great interest, at the center of the disagreement between Davidson and McDowell. 
 



 1 Truth and Thinking Creatures 

 Could something, whether a sentence or a proposition, or whatever, be 
true if there were no sapient entities in the world? Unless one is a certain 
sort of idealist, it seems obvious that many entities would have many of 
the properties that they do, whether or not there were any sapient creatures 
around. If, for example, the Earth exerts a force of attraction on the Moon 
of a certain magnitude and with certain effects, then it does so whether or 
not there is anyone around to measure that magnitude or notice those ef-
fects. On the other hand, some properties are linked, in a variety of ways, to 
the existence of intelligence. Nothing could be an intelligent observation, 
for example, unless there were intelligent observers, and there are no intel-
ligent observers that are not thinkers. So it is possible to ask whether truth 
is more like exercising a gravitational pull, or more like being an intelligent 
observation: Could there be things that were true even if there were no 
rational, intelligent beings to notice them? 

 There are some reasons to think that there would be. Here is one such 
reason. In general we use the word “true” in such a way that we say that 
the sentence “Okrent is currently speaking” is true just when Okrent is 
speaking. This sentence seems to express a proposition that can also be 
expressed by other sentences, and that proposition is true if and only if 
its referent actually has the property that the proposition says it has. So 
if Okrent can have the property of speaking even if there are no sentient 
creatures (I guess in this case there must be at least one such creature), 
then the sentence “Okrent is speaking” can be true even if there are no 
sentient creatures. And if the Earth exerts a pull on the Moon even though 
there are no thinkers, then the proposition expressed by the sentence 
“The Earth exerts a pull on the Moon” is true even when there are no 
thinkers. 

  6   Davidson, Heidegger, and Truth 

 Mark Okrent 
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 Nevertheless, there is a long tradition that denies this possibility. In par-
ticular, both Heidegger and Davidson maintain that truth depends on sapi-
ent beings in the sense that were there no sapient beings there would be 
nothing in the world that was true. Davidson says this in so many words: 
“Nothing in the world, no object or event, would be true or false if there 
were not thinking creatures.”  1   Heidegger comes close to saying the very 
same thing in the same way: “‘There is’ truth only in so far as  Dasein  is 
and so long as  Dasein  is.”  2   And this assertion of the dependence of truth 
on thinking creatures by both Heidegger and Davidson leads to a certain 
interpretive puzzle. 

 Here is the puzzle. I can think of two arguments that might lead one 
to assert that there could be no truths without thinkers. One argument 
depends on the nature of truth bearers. The other depends on accepting a 
form of verifi cationism about truth. But at a certain point I came to believe 
that neither of these arguments could be correctly attributed to either Hei-
degger or Davidson. 

 Here is the fi rst possible argument. Sentences are the primary truth bear-
ers. There are no sentences without thinkers. Therefore, there are no en-
tities that are true without thinkers. There is good reason to think that 
Davidson and Heidegger were both attracted to this argument, although in 
Heidegger it took a slightly different form, in which a certain defi nite kind 
of intentional comportment played the role of sentences. But there seems 
to be an obvious rejoinder to this argument. That rejoinder is that proposi-
tions, and not sentences (or assertions, etc.), are the primary truth bearers, 
and propositions can be true even in the absence of sentences and sentence 
users. And, it seemed to me, it was just impossible for either Heidegger or 
Davidson to miss this potential rejoinder, so they couldn’t have used this 
argument. 

 The second possible argument to the conclusion that there are no truths 
without  Dasein , or thinking creatures, turns on the suggestion that the 
cash value of truth is warranted assertibility. If one accepts, with Quine 
and Peirce, “that the meaning of a sentence turns purely on what would 
count as evidence for its truth,”  3   then what it means to say that a sentence 
(or whatever) is true is specifi ed by whatever would count as evidence for 
its being true, that is, by whatever would warrant us in asserting the sen-
tence. And, since truth would then be associated with what would count as 
evidence for us, truth would be epistemically relativized to ourselves and 
our practices of verifi cation, and there would be no truths without such 
practices. At one time I attributed this line of argument to both Heidegger 
and Davidson.  4   And I still think that there is something to be said for both 
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of these attributions. There is only one problem with doing so: Both Hei-
degger and Davidson seem to reject this line of argument. Late in his career 
Davidson explicitly rejected epistemic views of truth in “Epistemology and 
Truth” and  Truth and Predication . And, while as far as I know Heidegger 
never explicitly considered this form of verifi cationism regarding truth, in 
the context of a discussion of the relation between assertion and truth in 
 Basic Problems , he did go out of his way to emphasize that even though 
truth is not “in things,” “truth . . . is a possible determination of the being 
of the extant.”  5   And, in context, this at least suggests that for Heidegger, 
whatever truth is, and whatever things are true, truth has to do primarily 
with the way a thing is rather than with the status of our knowledge of the 
thing. 

 So, in the absence of an argument in favor of the thesis that without 
 Dasein , or thinking creatures, there are no truths, we are left with the fol-
lowing puzzle: What do Heidegger and Davidson mean to assert with this 
thesis, and why would anyone believe it to be true? 

 The key to solving the interpretive puzzle, for both Davidson and Hei-
degger, is given in  Truth and Predication , the second half of which is an 
argument to the effect that the primary bearers of truth cannot be proposi-
tions.  6   If this is so, then we have reason to think that Davidson did use the 
fi rst line of argument, which claims that there could be no truth bearers 
without thinkers, to argue that there is no truth without thinkers. For we 
now have Davidson’s rejoinder to the suggestion that it is the meanings 
of sentences that are true or false, and what a sentence means could be 
true even if there were no sentences. And, armed with this Davidsonian 
argument it becomes possible to go back to  Basic Problems  and see that in 
that work Heidegger offers a surprisingly similar argument to a surprisingly 
similar, though not identical, conclusion. 

 There is one crucial difference between these two discussions of truth, 
however. All of Davidson’s discussions of the concept of truth aim only at 
solving the following problem: How is it possible to assign truth conditions 
to all of the utterances of any speaker? Beyond achieving this goal, David-
son thinks that all theories of truth go astray. That is, Davidson wants to 
know how an observer could know, for any assertoric sentence uttered by a 
speaker, that that sentence would be true under such-and-such conditions. 
And, in effect, this amounts to knowing, for some language, that some par-
ticular Tarskian truth defi nition actually applies to that language. Saying 
anything about truth beyond this, Davidson thinks, is saying too much. 
“All attempts to characterize truth that go beyond giving empirical content 
to a structure of the sort Tarski taught us how to describe are empty, false, 
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or confused.”  7   For Davidson, truth is the most basic semantic concept, and 
there is no point in trying to understand it in terms of something else. All 
one can do is attempt to understand how we can  apply  the concept in in-
terpreting what people say and do. Heidegger emphatically disagrees with 
this. And, once we have gone through both Davidson’s and Heidegger’s 
versions of the argument to the conclusion that there are no truths with-
out thinkers, we will be able to understand why Heidegger thinks there is 
more to understand about truth than Davidson does, what he thinks there 
is to understand about truth that Davidson doesn’t understand, and why 
Heidegger is right to think this. Heidegger holds, correctly, that only the 
utterances of agents who satisfy the principle of charity can have truth 
conditions, and only agents who succeed in revealing, in what they do and 
how they cope with the world, the way things are, can satisfy the principle 
of charity. And for this reason the concept of truth can and should be un-
derstood in terms of a more basic concept, the unveiling of things that is 
part and parcel of being in the world. 

 2 Davidson’s Discussion of Truth 

 The Basic View 
 Late in his career, Davidson’s discussions of truth, and his assertion of the 
dependence of truth on us, are oriented by his responses to and rejection of 
three distinctive ways of understanding the nature and character of truth. 
One of these ways of understanding truth, the “correspondence” view, has 
deep roots in the philosophical tradition. A second view, which Davidson 
labels “epistemic,” identifi es truth with warranted assertibility, and, while 
in its current form it is a descendent of positivist verifi cationism, the posi-
tion’s origins reach well back into the modern era. The third view, “disquo-
tationalism,” is entirely a creature of the analytic tradition in the twentieth 
century. The correspondence theory of truth turns on the suggestion that a 
truth vehicle, a sentence, proposition, or whatever, is true, when it is true, 
in virtue of “corresponding” to, or “agreeing” with, some entity, usually 
thought of as a fact or state of affairs. From Davidson’s perspective, the 
correspondence view is the only way of giving content to a realist con-
strual of truth. “The objective view of truth, if it has any content, must be 
based on correspondence as applied to sentences, or beliefs, or utterances, 
entities that are propositional in character.”  8   Since, for the correspondence 
theorist, truth consists entirely in the agreement between the propositional 
content of a truth vehicle and some aspect of the world, whether or not 
any sentient creature knows or can know about that status is irrelevant to 
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truth. The epistemic view of truth, on the other hand, denies that there 
is any coherent sense to be made of the notion that there are truths that 
are completely beyond the possibility of verifi cation or justifi cation, and 
in that sense this view relates the truth of a claim to its epistemic stand-
ing. Finally, over the last seventy-fi ve years there has been a tendency to 
suggest that the whole issue regarding realism concerning truth is bogus. 
Davidson came to emphatically reject this disquotationalist tendency. On 
the disquotationalist view, there is no real issue about whether or not a sen-
tence being true involves more than warranted assertibility because when 
one claims that a sentence is true one is not doing any more than assert-
ing the sentence. The predicate “is true” is merely a metalinguistic device 
that allows us to talk about sentences, rather than talking about what the 
sentences talk about. 

 Both the tendency toward a correspondence theory of truth and the 
tendency toward a disquotational view of truth arise out of the same simple 
observation, the observation that it is correct to say of some truth vehicle 
that it is true just in case the conditions asserted in the proposition that it 
expresses actually obtain. The sentence “Okrent is currently speaking” is 
true just in case Okrent is currently speaking. What the sentence “Okrent is 
currently speaking”  says , of course, is that Okrent, the person, is currently 
speaking; and the sentence is true just on those occasions when what the 
sentence says is going on in the world is really going on in the world. To 
the realist this fact suggests a way of cashing out the intuition that the 
truth of a sentence is radically nonepistemic: The sentence is true  because 
of , the truth of the sentence is  explained by , the correspondence between 
what the sentence says, its meaning, and the way the world is. But, the real-
ist argues, the way the world is is surely independent of what we can know 
about it. And, even though the fact that some actual utterance has some 
defi nite meaning depends on how we use words,  that meaning itself  either 
agrees with or disagrees with the way the world is independently of the fact 
that we use words as we do and the fact that we have the cognitive abilities 
that we do. So whether or not what the sentence says corresponds with the 
way the world is is also independent of what we say or what we can know; 
so the truth of the proposition must also be independent of what we know, 
and realism regarding truth is guaranteed. 

 The disquotationalist starts with the same observation, that the sentence 
“Okrent is speaking” is true if and only if Okrent is speaking, and comes 
to a quite different conclusion. This trivial observation can be expressed 
in a single sentence: “The sentence ‘Okrent is speaking’ is true if and only 
if Okrent is speaking.” This sentence is a truth-functional biconditional of 



92  Mark Okrent 

the two sentences, “‘Okrent is speaking’ is true” and “Okrent is speaking.” 
But what the single sentence says is that these two component sentences 
are true in just the same situations, the fi rst is true just in case the second 
is true. But if we assume that the meaning of a sentence is fi xed by its truth 
conditions, this suggests that the sentence that expresses our trivial obser-
vation assures that “‘Okrent is speaking’ is true” and “Okrent is speaking” 
have exactly the same meaning. According to the disquotationalist, this 
shows that the predicate “is true” is a mere device that adds nothing to the 
semantics of the original sentence. But from this she can go on to infer that 
both the realist and the antirealist are wrong about truth. Since for the dis-
quotationalist “is true” adds nothing substantive to a sentence, and both 
the realist and antirealist assume that when one says that some sentence is 
true one is adding something to the mere assertion of the sentence, the dis-
quotationalist concludes that both the realist and the antirealist are wrong. 

 Davidson is also struck by the apparently trivial fact that, for example, 
the sentence, “Okrent is currently speaking” is true just in case Okrent is 
currently speaking. Davidson is interested in this kind of trivial fact because 
these facts provide both the explananda of and the empirical evidence for 
Tarski-style defi nitions of truth in a language. “Tarki’s basic insight was to 
make use of the apparently trivial fact that sentences of the form ‘“Snow is 
white” is true in L if and only if snow is white’ must be true if the sentence 
quoted is a sentence of the language used to state the platitude.”  9   Tarski 
realized that if one could provide a defi nition of “true-in-L” that entailed 
such a “T-sentence” for every sentence in L, then one’s defi nition would 
pick out, using the resources of the metalanguage, the true sentences in L. 
But, Davidson holds, that is all that such a defi nition could do; it could pick 
out the extension of the predicate “true in L” by giving us, for every well-
formed sentence of L, the conditions in which the predicate “true in L” is 
applicable to that sentence. But such a defi nition would not tell us what 
“true in L” means; it would not tell us what it is that one is saying when 
one says of a sentence that it is true. “He [Tarski] defi ned the class of true 
sentences by giving the extension of the truth predicate, but he did not 
give the meaning.”  10   According to Davidson, a Tarski-style defi nition can’t 
tell us what is meant when one says that a sentence in a language is true, 
because that the defi nition adequately picks out the true sentences in any 
actual language is an empirical matter, decided by how the users of the lan-
guage actually speak. That the English sentence “Okrent is speaking” is true 
in English if and only if Okrent is speaking, and not if and only if Rouse is 
fl ying, is a fact about how the sentence is used in English. So for a Tarski-
style defi nition of truth in a language L actually to apply to English, the 
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T-sentences entailed by that theory must agree with the actual conditions 
under which the sentences of English  are true . But in that case, the defi ni-
tion can’t tell us what it is for the sentences of English to be true; there 
could be nothing that counts as the defi nition’s being accurate of English 
if there were no prior sense in which the sentences of English were true or 
false independent of the defi nition. So there must be more to truth than 
is expressed by the systematization of the trivial insight that “Okrent is 
speaking” is true just in case Okrent is speaking, and, Davidson concludes, 
disquotationalism is false. 

 But Davidson is also committed to the rejection of the realist under-
standing of the way in which there is more to truth than the trivial un-
derstanding systematized in a Tarski-style defi nition. According to the real-
ist, the fact that the sentence “Okrent is speaking” is true just in case Okrent 
is speaking is explained by the fact that what the sentence says, its meaning, 
corresponds with the way the world is when Okrent is speaking. The basic 
realist suggestion is that what it is for a sentence to be true does not depend 
on us, or on what we can know, but rather that the truth of the sentence is 
in some way an objective fact. If this suggestion is to have any “content,” 
to use Davidson’s term, the realist must specify what the predicate “is true” 
positively adds to the sentence, or else the realist runs the danger of fall-
ing into disquotationalism. That is, to avoid disquotationalism, the realist 
must tell us just which fact “is true” tracks. Her response to this demand 
is that “is true” tracks correspondence, thereby giving content to realism. 

 Throughout most of his career, Davidson’s explicit objection to corre-
spondence views was that they are unintelligible, because there  is  nothing 
for sentences to correspond  with . That is, his objection is to the ontological 
commitments of correspondence: “the real objection is rather that such 
[correspondence] theories fail to provide entities to which truth vehicles 
(whether we take these to be statements, sentences, or utterances) can be 
said to correspond. As I once put it, ‘Nothing, no  thing  makes our state-
ments true.’”  11   That is, Davidson holds that since the world doesn’t come 
divided into propositionally structured chunks, it can’t be the case that 
what makes a sentence true is that it “agrees with,” or “corresponds with,” 
some worldly, propositionally structured chunk. And, since realism regard-
ing truth only gets content through this suggestion of correspondence, Da-
vidson claims that realism is “unintelligible.” 

 It is obvious that the pivot of this argument is the assertion that there 
is nothing for a truth vehicle to correspond with. Throughout most of 
his career, Davidson’s explicit support for this assertion was the “sling-
shot” argument that he variously attributes to Frege, Alonzo Church, and 
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C. I. Lewis. The slingshot argument starts from two assumptions: “if two 
sentences are logically equivalent, they correspond to the same thing, and 
what a sentence corresponds to is not changed if a singular term is replaced 
by a coreferring singular term.”  12   Given these assumptions, and the further 
assumption that defi nite descriptions are singular terms, the slingshot ar-
gument shows that any two arbitrary sentences with the same truth-value 
correspond to the same thing. The argument proceeds by using two devices 
to transform a sentence into another while, given the assumptions, the fact 
that is corresponded remains the same. First, one can substitute one defi -
nite description for another, without changing what the sentence corre-
sponds to, as long as both descriptions actually apply to the entity referred 
to by the subject. To use a familiar example that Davidson actually cites, 
“Sir Walter Scott is the author of  Waverly ” corresponds to the same fact 
as “Sir Walter Scott is the man who wrote 29 Waverly novels altogether.” 
Second, one can transform a sentence so that it comes to make a statement 
about some aspect of the identifying character of the previous predicate, a 
statement that is logically equivalent with the original sentence, also with-
out changing what the sentence corresponds to. So, “Sir Walter Scott is the 
man who wrote 29 Waverly novels altogether” corresponds with the same 
fact as “The number, such that Sir Walter Scott wrote that many Waverly 
novels altogether is 29.” But then, using the fi rst device to transform this 
last sentence, and transitivity, “Sir Walter Scott is the author of  Waverly ” 
corresponds with the same fact as “The number of counties in Utah is 29.”  13   
But, as Davidson says, “this is to trivialize the concept of correspondence 
completely.”  14   

 So Davidson rejects both correspondence forms of realism and disquo-
tationalism. There is something more to the notion of truth than is cap-
tured by disquotationalism, but that “something more” is not captured by 
the realist notion of correspondence. But what, then, is this “something 
more”? The antirealist has a ready answer. For the antirealist, when one 
understands what it is for a sentence to be true, what one understands are 
the conditions under which a speaker would be warranted in asserting the 
sentence. Davidson’s main objection to this antirealism is that one can’t 
make out the requisite notion of “warrant.” And, we might as well add, 
that one can’t make out that requisite notion is a function of the content 
of our intuitive concept of what it is for a sentence to be true. If one simply 
identifi es what is warranted with what we currently accept as warranted 
around here, then, since we believe that our methods for warranting as-
sertions seem to develop and improve, it appears obvious that what we 
warrant as assertible today, might not be so warranted tomorrow, whereas 
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our fundamental intuition is that truth is not variably dependent on our 
contingent practices of justifi cation. On the other hand, if “warrant” is 
understood as “ideally warranted,” then the ideal can be associated either 
with what  we  could discover ideally, given our own contingent cognitive 
faculties, or with what an ideal observer could discover. But if we take the 
fi rst interpretation, then it seems that there is still the possibility of error, 
thus undercutting the identity of truth and warranted assertibility. And 
if we take the second interpretation, then the suggestion comes to lack 
content, as we no longer have any sense of what must be the case for a 
sentence to be true, as we lack any sense of when it would be the case that 
a sentence was really warranted. Although Davidson recognizes that none 
of these considerations amount to a conclusive refutation of antirealism, 
he thinks that these concerns are suffi cient to give us reason to believe that 
it is false.  15   

 So Davidson rejects all three of the conceptions of truth that were of-
fered to him by the tradition in which he operates. But how, then, does 
Davidson himself supplement Tarski’s account of truth? According to 
Davidson, the key to the correct understanding of truth is to recognize 
the systematic connections among the concepts of truth, meaning, and 
belief. 

 First, I assume that there are inescapable and obvious ties among the concepts of 

truth, belief, and meaning. If a sentence  s  of mine means that P, and I believe that 

P, then I believe that  s  is true. What gives my belief its content, and my sentence its 

meaning, is my knowledge of what is required for the belief or the sentence to be 

true. Since belief and truth are related in this way, belief can serve as the human at-

titude that connects a theory of truth to human concerns.  16   

 Let’s say that I assert the sentence “Okrent is currently speaking,” and I 
understand what I am saying. Why do I say what I do, as opposed to, say, 
“Rouse is fl ying”? Well, if in my mouth “Okrent is speaking” meant Okrent 
is speaking and I believed that Okrent is speaking, then that  would  explain 
why it is that I assert the sentence “Okrent is speaking.” So alluding to 
these two factors provides a possible explanation of the fact that I hold the 
sentence “Okrent is speaking” true. 

 Davidson holds that of these three putative facts, that what I say when I 
say “Okrent is speaking” means that Okrent is speaking, that I believe that 
Okrent is speaking, and that I hold the sentence “Okrent is speaking” to be 
true, only the last is observable, because only the last is an overt, if com-
plex, fact about what I do. But, according to the above, if I believed that 
Okrent is speaking and “Okrent is speaking” meant that Okrent was speak-
ing, these two facts together could  explain  that I held “Okrent is speaking” 
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to be true, or at least they could explain this if for “Okrent is speaking” to 
mean Okrent is speaking is for “Okrent is speaking” to be true if and only if 
Okrent is speaking. And it is this linkage that supports Davidson’s strategy 
for showing how Tarski’s view of truth must be supplemented. 

 The Davidsonian recipe for understanding truth involves the construc-
tion of two systematically linked holistic theories to explain the actions of 
speaking agents. The fi rst theory involves treating an agent’s beliefs and the 
truth conditions on her words as the two aspects of a two-factor theoretical 
explanation of what sentences she holds to be true. Here is the recipe. As-
suming the principle of charity, start out by assuming that the agent holds 
a sentence to be true only when she should, that is, only if the sentence 
is true. Construct a Tarski-style truth defi nition that allows you to infer 
T-sentences for all of the sentences in the speaker’s language, including 
both those that she actually utters and all other possible sentences, and do 
so in such a way that the defi nition is maximally compatible with all of 
the sentences the speaker holds being true, according to the constructed 
defi nition. At the same time, using the evidential resources of both which 
sentences the speaker holds true and the remainder of her behavior, con-
struct  another  two-factor theory, in this case a teleological theory, to explain 
the total behavior of the agent, both verbal and nonverbal, appealing to 
the beliefs and desires of the agent. Again taking the principle of charity 
for granted, assume that an agent mostly does what she has good reason 
to do given the situation and the kind of creature she is. But an agent acts 
for good reasons only if most of her beliefs are true, most of her desires are 
justifi ed, and most of her inferences are rational, given her situation and 
desires. So the theory that is constructed involves assigning the maximum 
of true beliefs, justifi ed desires, and rational inferences to the agent, com-
patible with her actual behavior, and using that assignment of beliefs and 
desires to explain the behavior. 

 These two theories are interconnected by the concept of belief. The 
agent’s beliefs, together with a Tarski-style truth defi nition that fi ts her lan-
guage, explains why it is that she holds just those sentences true that she 
holds true. The agent’s beliefs, together with her desires and her instru-
mental rationality, explain why the agent acts as she does. Because the 
theories are linked in this way, the verbal behavior of the agent can serve 
as evidence for constructing an explanation of the nonverbal behavior of 
the agent, by providing evidence for the agent’s beliefs, via our theory of 
the truth conditions on her utterances. And the nonverbal behavior of the 
agent can provide evidence for our ascription of meaning to her utterances, 
via our theory of her beliefs and desires. 
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 It is this same concept of belief that allows us to overcome the major 
weakness of both of the theories. That weakness, of course, is that no agent 
is fully rational and no agent holds a sentence true only if it is true. Ac-
cording to Davidson, the role of belief in both theories is to take up the 
slack between these idealizations and actuality. Again, the recipe is straight-
forward. Having constructed one’s interlocking theories, adjust one’s at-
tribution of beliefs to the agent so as to make some of them false, in such 
a way as to maximally explain the agent’s actual behavior and which sen-
tences she holds true. 

 To accurately understand Davidson’s views concerning truth, it is crucial 
to correctly understand the ontology that he associates with the elements 
in these two theories. About the beliefs, desires, and truth conditions that 
appear in these theories, Davidson is a scientifi c  realist , not an instrumen-
talist or verifi cationist. Beliefs, truth conditions, and desires are as real as 
atoms and geological plates, and that is as real as it gets. But what these real 
things  are , what it is to be a belief, a desire, or a truth condition, is just what 
the theory says they are. What it is for an agent or her utterances to have 
any of these features is fi xed by the role of these features in the theoretical 
explanations in which they appear. From this, however, it immediately fol-
lows that nothing in the world, no object or event, would be true or false 
if there were not thinking creatures, that is, if there were no agents with 
beliefs and desires. For Davidson, no agent can hold any overt behavior or 
utterance to be true, and thus to be a sentence or assertion which might be 
true, unless that she holds it true can be explained by appeal to her beliefs 
and the meaning, that is, the truth conditions in her language, of the utter-
ance.  17   And, because what it is for some behavior to have truth conditions 
is tied to the conditions under which it is held to be true, no behavior can 
count as having truth conditions, that is, can be a candidate for truth, un-
less it is held to be true by some agent. For Davidson, nothing could be 
true or false if there were no thinking creatures because only entities that 
are true under certain conditions can  be  true, only objects or events that 
are  held  true can have conditions under which they are true, and entities, 
objects, or events can only be held true by entities that have beliefs and 
desires, by thinking creatures.  18   So, if there are no thinking creatures, no 
entity, object, or event can be true or false. 

 Predicates, Propositions, and Sentences 
 Much of what Davidson has to say about truth turns on the singular fact 
that he is committed to the view that the primary truth vehicles are things 
that sentient beings do (or, in the case of sentences, types of things that 
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they do), the utterances, assertions, or sentences of thinking creatures, 
rather than the meanings or propositions expressed or represented by those 
sentences. Because he has this commitment, his principal discussions con-
cern the relations among an actual agent’s beliefs, the sentences that she 
utters and hears that she holds true, and the conditions under which those 
sentences would be true, rather than the relations between sentences and 
the propositions that they mean, represent, or express. In taking this ap-
proach, Davidson is rejecting an alternative tradition that focuses on prop-
ositions as the primary vehicles of truth and explains the truth of sentences 
in terms of the relation between sentences and the propositions they ex-
press. It is only from the perspective established by this Davidsonian com-
mitment to sentences, rather than Platonic entities such as propositions, as 
the bearers of truth, that it seems obvious that there is nothing in the world 
that would be true or false if there were no thinking creatures. 

 As we saw above, during the bulk of his career Davidson offered an ar-
gument against treating propositions as the primary truth vehicles that 
turned on the slingshot argument. If there are no facts or states of affairs for 
propositionally structured entities to correspond with, as the slingshot ar-
gument concludes, then it makes no sense to speak of propositions whose 
identity conditions depend on their representing such facts. “If we give up 
facts as entities that can make sentences true, we ought to give up represen-
tations at the same time, for the legitimacy of each depends on the legiti-
macy of the other.”  19   But the slingshot argument itself is shaky. It depends 
on the assumption that defi nite descriptions are singular terms, which is a 
distinctly minority view, and on intuitions about which sentences can cor-
respond to which facts that are hazy at best. And, perhaps unsurprisingly, 
the slingshot argument has not been notably successful in defl ating those 
who believe that propositions are the primary bearers of truth. 

 It is striking that the last thing that Davidson was preparing for publica-
tion when he died was a book on truth and predication, which is designed 
to combine two sets of lectures, one on truth and the other on predication, 
into a single volume. This juxtaposition is explained by the way in which 
Davidson characterizes the traditional “problem of predication.” That prob-
lem has to do with how a predicate contributes to a sentence in such a way 
that the sentence could ever succeed in  saying  something. But from David-
son’s perspective, to ask how a sentence could say something is really the 
problem of “what is required of a sentence if it is to be true or false.”  20   That 
is, the problem of predication is the problem of how predicates function so 
that sentences can say something, and the problem of how sentences say 
something is the problem of how sentences can be truth vehicles. But, as 
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we have seen, Davidson’s earlier discussions of truth are incomplete pre-
cisely insofar as they leave unanswered the question of whether sentences 
can be true or false in virtue of their relation with the beliefs of those who 
utter them, or in virtue of representing propositions. So, since the prob-
lem of predication is the problem of how predicates allow sentences to 
say something that is true or false, the problem of predication is another 
way for Davidson to approach the nature of the primary truth bearers. Do 
predicates contribute to the possibility of a sentence’s being true or false 
through their representative power, which in some way allows the sentence 
to represent or express some proposition, or do predicates function in some 
other way to make sentences capable of saying something? 

 As Davidson sees it, the problem of predication arises when we ask what 
is involved in a sentence’s saying something. If we assume that sentences 
say something in virtue of the meanings of their parts, and that their parts 
are meaningful in virtue of standing for entities, we are confronted with 
the following problem. 

 The sentence “Theatetus sits” has a word that refers to, or names, Theatetus, and a 

word whose function is somehow explained by mentioning the property (or form 

or universal) of Sitting. But the sentence says that Theatetus  has  this property. If 

referring to the two entities Theatetus and the property of Sitting exhausted the 

semantics of the sentence, it would be just a string of names; we would ask where 

the verb was. The verb, we understand, expresses the relation of instantiation. Our 

policy, however, is to explain verbs by relating them to properties and relations. But 

this cannot be the end of the matter, since we now have three entities, a person, a 

property, and a relation, but no verb.  21   

 That is, if we understand the role of predicates in sentences as being ex-
plained by their standing for entities, even if those entities are thought of 
as properties, or universals, or whatever, that are ontologically different in 
kind from particulars, then we can’t see how a sentence differs from a string 
of names, a string that  says  nothing—for in that case the words just stand 
for a group of entities. And if we treat the role of predicates as not merely 
indicating some entity, but also indicating that the particular referred to in 
the subject stands in some relation, say, instantiation, to the entity named 
in the predicate, then we have still failed to understand how the words  say  
anything. Now we have a list that includes, for example, Theatetus, the 
property Sitting, the relation Instantiation, but no verb. 

 What the intractability of the problem of predication shows is that what 
predicates refer to, or whether they refer to anything at all, is irrelevant to 
their ability to facilitate the ability of sentences to say anything at all. But 
if this is the case, then the strategy of explaining the truth of sentences by 
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fi rst explaining the truth of propositions and then understanding the rep-
resentation relation between sentences and the propositions they express is 
a nonstarter. This strategy is a nonstarter because any such representational 
account will leave unexplained how it is that anything, sentence or prop-
osition, can say anything of anything, and thus leave unexplained how 
a sentence could be true or false. The detour through propositions adds 
nothing, and we are left with the original problem: How can sentences be 
true or false? 

 Davidson’s own solution to the problem of predication turns on treating 
truth as the primary semantic concept: “Truth is the prime semantic con-
cept; we could not think or speak in the sense of entertaining or commu-
nicating propositional contents without it.”  22   Instead of focusing on what 
the parts of a sentence represent, we should focus on how the sentence says 
something that might be true or false. And a sentence says something just 
in case it  can  be true or false. So if we could explain how a predicate contrib-
utes to the truth or falsity of the sentences in which it appears, we will have 
explained the functional role the predicate plays in aiding the sentence to 
say something. But, in a sense, this is precisely what a Tarski-style defi ni-
tion of a truth predicate for a language does. Such a defi nition explains the 
roles of all of the particular predicates in a language by specifying the con-
ditions under which those predicates are  true of  objects, and thus serve as 
part of an explanation of the truth or falsity of sentences containing those 
predicates. If “‘Okrent is speaking’ is true if and only if Okrent is speaking” 
is a T-sentence of English, then what explains that “Okrent is speaking” 
is currently true is that this T-sentence holds and that Okrent is currently 
speaking. And this is a suffi cient account of how the predicate “is speak-
ing” contributes to the ability of a sentence to be true or false. “[I]f we can 
show that our account of the role of predicates is part of an explanation of 
the fact that sentences containing a given predicate are true or false, then 
we have incorporated our account of predicates into an explanation of the 
most obvious sense in which sentences are unifi ed, and so we can under-
stand how, by using a sentence, we can make assertions and perform other 
speech acts.”  23   

 As Davidson recognizes, this solution to the problem of predication has 
the air of hocus pocus. In effect, Davidson gives us an account of how  each  
predicate contributes to the truth conditions of the sentences in which it 
appears (by inferring those conditions from a Tarski-style defi nition of the 
truth predicate), without telling us  how , in general, predication introduces 
truth conditions at all. Davidson professes not to be bothered by this re-
sult. His position is that this is all we can get in the way of a solution to 
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the problem of predication, because any more we might add would just 
reintroduce the classic puzzles. 

 It may be objected that it [Davidson’s account] gives an account of how each predi-

cate in a language contributes to the truth conditions of the sentences in which it 

occurs, but that it gives no general explanation of predication. It is true that no such 

general explanation emerges. What does emerge is a  method  for specifying the role 

of each and every predicate in a specifi c language. . . . What more can we demand? I 

think the history of the subject has demonstrated that more would be less.  24   

 3 Heidegger on Truth 

 The ways in which Heidegger’s manner of approaching issues relating to 
truth is markedly different from Davidson’s approach are immediately evi-
dent. Nevertheless, there are at least two signifi cant ways in which the con-
tours of Heidegger’s discussion coincide with Davidson’s. First, there is the 
doxographic agreement that I have been emphasizing regarding the depen-
dence of truth on sapient being. Second, there is a certain methodological 
coincidence between the way Davidson approaches truth in  Truth and Pred-
ication  and the way Heidegger approaches truth in  Basic Problems.  In  Truth 
and Predication  Davidson implicitly argues that the concept of truth can 
be grasped only through its links with the concepts of meaning and  belief . 
Because of this connection between truth and belief, Davidson thinks that 
only occurrences that are explicable by appeal to the beliefs of agents can 
count as true or false. (This isn’t quite true, of course, as Davidson thinks 
that both beliefs themselves and types of actual and possible utterances in 
a language, i.e., sentences, can be true and false.) In  Truth and Predication  (as 
opposed to the rest of his works) Davidson argues for the centrality of the 
relation between truth and belief by way of excluding the only conceivable 
alternative, that it is propositions, or the meanings of sentences, that are 
true or false, and that such propositions can be true even if they are neither 
sentences in a believer’s language or ever uttered by believers.  Truth and 
Predication  argues against this alternative by showing that, because of the 
problems involved in explaining predication representationally, the repre-
sentational features of sentences, by themselves, are insuffi cient to account 
for the ability of sentences to say something that might be true or false. 
And for that reason, sentences become capable of saying something that 
might be true or false only through their being uttered by believers or by 
being linked in the appropriate way to actual utterances by believers. In 
 Basic Problems , Heidegger uses a similar strategy to reach the conclusion 
that truth has  Dasein ’s kind of being. 
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 Just as in the Davidsonian strategy, Heidegger begins with a critical dis-
cussion of the history of attempts to solve the problem of the way in which 
the subject and predicate are related in the assertoric sentence. Heidegger 
starts his history with Aristotle’s defi nition of the  logos apophantikos,  a term 
that he translates into German as  Aussage , and we will translate into En-
glish as “assertion.” The  Logos apophantikos  is “an articulate sound in words 
that is capable of signifying something and in such a way that each part 
of this verbal complex, each single word, already signifi es something for 
itself, the subject concept and the predicative concept.”  25   The distinctive 
mark of this semantic formation, that it is  apophantikos , is articulated by 
Heidegger as its  exhibiting  ability, and only discourse “in which trueness 
and falseness occur” is exhibitive. Grammatically, the mark of the assertion 
is that its two main parts, the subject concept and the predicate concept, 
are linked by the “is” of the copula. So “being” in the sense of the copula 
and being in the sense of being-true are connected in the structure of the 
assertion: The ability of the assertion to say something that could be true or 
false is somehow linked with the predicative structure in the assertion. “In 
the logos as assertion there is present, for one thing, in conformity with its 
form S is P, the ‘is,’ being as copula. For another, each logos as assertion is 
either true or false.”  26   

 As Davidson as well as Heidegger pointed out, Aristotle, following the 
late Plato, already noticed that the fact that both the subject and the predi-
cate term of the assertion represent or stand for entities does not account 
for the fact that the assertion says something that could be true or false. 
This is the way Heidegger sums up Aristotle’s point: 

 All these verbs  mean something  but they do not say whether what they mean  is  or 

 is not . If I say “to go,” “to stand,” “going,” “standing,” then I haven’t said whether 

anyone is  actually  going or standing. Being, not-being, to be, not to be, do not signify 

a thing—we would say they do not in general signify something which itself  is . Not 

even if we utter the word “being”  to on , quite nakedly for itself, for the determina-

tion being, in the sense of to-be, in the expression “being”  is nothing ; being is not 

itself  a  being.  27   

 That is, what the assertion asserts is the  being  so and so of some entity; this 
is what is indicated by the copula that is the mark of the assertion’s ability 
to say something true or false. But the “is” doesn’t function like the other 
parts of the assertion. It doesn’t represent any thing, any entity. In that 
sense,  being  so and so is not  a  being. 

 Since the assertion only says something that might be true or false by 
asserting that something  is  so and so, and the entities that the various 
parts of the sentence represent taken together do not contain this assertoric 
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aspect of the sentence, Aristotle concludes, as Heidegger notes, that truth 
is not “in things.” Rather, truth must be “in thought.” About this “is” Ar-
istotle says, summarized by Heidegger: “For falsity and truth are not in 
things . . . but in ‘thought,’ what this ‘is’ means is not a being occurring 
among things, something present like them, but  en dianoia , in thinking.”  28   
We will see that although there is a sense in which Heidegger accepts this 
Aristotelian dictum that truth is not in things, from Heidegger’s perspective 
it must be seriously qualifi ed and modifi ed. 

 After concluding his tour of the history of logic Heidegger returns to the 
direct consideration of the nature of assertion, and through that consider-
ation, his discussion of truth. One of the key implications Heidegger draws 
from the history of the problem of predication is that attempts to solve that 
problem have been warped by the tendency to treat assertion as primarily 
a  verbal  phenomenon. Such a way of taking the problem suggests that the 
ability of an assertion to say something of something that might be true 
or false is in some way dependent on a structural feature of the sentence 
in which the assertion is uttered. But from Heidegger’s standpoint, no such 
structural feature could ever account for the assertoric character of asser-
tion. For it to do so would require that the representational aspects of the 
sentence by themselves could explain why it is that it is an assertion, and 
this, we have seen, is impossible. So whatever it is that allows the assertion 
to say something true or false is not contained in the verbal string itself just 
as a verbal string, and thus that the assertion is actually uttered is an  ines-
sential  aspect of the assertion as assertion. “Spoken articulation can belong 
to the logos, but it does not have to.”  29   

 This Heideggerean emphasis on the possibility that assertions need not 
be uttered would seem to mark a crucial difference from Davidson. In fact, 
however, the gap between Heidegger and Davidson on this point is not as 
wide as it might seem. Both Heidegger and Davidson are reacting against 
the traditional program that attempts to understand the ability of asser-
tions to say something primarily in terms of the representational quality 
of their parts. For Davidson, as well as Heidegger, this program must fail, 
because the most important aspect of assertion taken strictly as a verbal 
unit, its predicative structure or copula, does not itself represent anything. 
So, for Davidson, what is uttered in the sentence actually  says  anything, 
that might be true or false, only through its relations to the  beliefs  of the 
speaker—that is, through the fact that the sentence has an intentional char-
acter through its being explained by its links with the intentional states of 
the speaker. And, for Heidegger, the most fundamental fact about assertion 
is that it itself  is  a specifi c kind of intentional comportment. “Asserting is 
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 one of the Dasein’s intentional comportments .”  30   That is, what makes an asser-
tion an assertion, a  logos apophantikos  that can be true or false, is nothing 
about its verbal structure, but rather that it is a certain kind of intentional 
comportment of a certain type of agent. 

 To say that asserting is an intentional comportment is to say that all acts 
of assertion are about something. Assertion shares this in common with all 
types of intentional comportments. Assertion is differentiated from those 
other comportments, however, by the kind of comportment it is. For Hei-
degger the differentia of assertion has three aspects. “We can defi ne as-
sertion as  communicatively determinant exhibition .”  31   Notice, the differentiae 
of assertion are characterized in terms of what the comportment that is 
assertion  does . An assertion is a kind of  exhibition , and, as intentional, it is 
an exhibition of something. “The basic structure of assertion is the exhibi-
tion of that about which it asserts.”  32   The two other differentiae serve to 
distinguish assertion from other types of exhibition. Assertion exhibits by 
showing the going together of different specifi cations of the very thing that 
is exhibited: “it displays the belonging-together of the manifold determina-
tions of the being which is asserted about.”  33   That is, assertion essentially 
exhibits what it is about by predicatively determining it  as  this or that. And 
assertion is essentially communicative insofar as it has the function of shar-
ing among different agents this determining predicative way of comport-
ing toward the entity that the assertion is about. 

 So, for Heidegger, assertions are a kind of intentional comportment that 
counts as communicatively determinant exhibition. And assertions can be 
true and false. But what does it mean to say that an assertion is true? What 
does the truth of an assertion consist in? For Heidegger, the capacity of 
the assertion to be true or false is tied to its function as an intentional 
comportment rather than to its internal structure. Assertion is an inten-
tional comportment in the sense that it has a function and as such aims at 
accomplishing an end. The end it aims at is that the entity it refers to be 
exhibited  as it is . When this is accomplished, Heidegger says that the entity 
is  unveiled . When the assertion does its job, it exhibits or unveils what it 
is about; that is, the assertion itself succeeds in unveiling its referent. This 
successful completion of its job by an assertion, its unveiling of what it is 
about, is what it is for an assertion to be true. “This unveiling, which is the 
 basic function of assertion , constitutes the character traditionally designated 
as  being-true .”  34   

 But notice, on this view, what it is for an assertion to be true is fi xed in 
terms of the assertion accomplishing a task, and that task has to do with 
achieving something regarding its referent, in this case that the referent be 
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unveiled. Just as my painting a house is an intentional comportment that 
has  that the house is painted  as its success condition, my making an assertion 
in regard to Okrent (say, “Okrent is speaking”) is an intentional comport-
ment that has Okrent being unveiled  as  speaking as  its  success condition. 
“The  intentum  of the  intentio  of . . . assertion has the character of unveiled-
ness.”  35    What  assertion intends is  unveiledness , but the unveiledness that 
is intended by assertion is always “ the unveiledness  of that to which the 
assertion refers.”  36   When an assertion intends the object to which it refers, 
it intends the “being-unveiled,” the “unveiledness” of that object. That 
unveiledness is what it is to accomplish, and if the assertion accomplishes 
this task, then it is true. 

 This is a strange way to characterize a class of intentions. What is strange 
about it has to do with the way that the  intentum  of the act of asserting is 
characterized. Consider: When I see the color of the plant in my offi ce, I 
intend the plant  as green ; I intend the plant’s  being green , or the  greenness  
of the plant. Similarly, when I intend to paint my house, I intend that 
my house comes to have been painted. The paintedness of the house or 
the greenness of the plant are both possible ways in which an entity itself 
might be. They are potential properties of things, and in that sense “among 
things.” But the  being-unveiled , or the “ unveiledness ” of the plant as green, is 
no property of the plant, and the assertion in which I claim that the plant 
is green  says nothing  about the plant as unveiled. That the plant be exhib-
ited as it is, or unveiled, is no part of the  content  of the assertion. If it were, 
then every assertion would need to have some content in common. But 
the truth of the assertion about the plant consists, according to Heidegger, 
in the assertion succeeding in unveiling the plant. So truth is not “present 
among things” as Heidegger puts it, echoing Aristotle. It is no property of 
things that a thing might have even if there were no assertions. Truth, at 
least the truth of assertions, depends on the existence of beings that can 
make assertions that can, at least potentially, unveil entities. 

 As we have seen, Aristotle jumped right from the conclusion that truth 
is not “in things” to the implication that truth must be “in thought.” But 
Heidegger rejects this implication: “It thus will emerge that truth is neither 
present in things nor does it occur in a subject but lies—taken almost lit-
erally—in the middle ‘between’ things and  Dasein .”  37   To say that truth is 
“in thought” or “in a subject” must mean, Heidegger suggests, that “truth 
is in some sense a determination of the mind, something inside it, im-
manent in consciousness.” This suggestion, which takes some sort of Car-
tesian or German idealist conception of subjectivity as the antagonist to 
be defeated, clearly leaves out a different alternative. Truth might be “in 
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thought” in the sense that truth is defi ned in terms of the collective pro-
cedures of justifi cation that offer warrants for assertions within the games 
of giving and asking for reasons that are played by communities of inten-
tional agents. Nevertheless, even though Heidegger in the 1920s was blind 
to this possibility, I don’t think it would have made much of a difference 
to his judgment that truth can’t be “in thought” in this or any other sense. 
Heidegger’s argument here is essentially the same as Davidson’s. He thinks 
that the intentional structure of assertion guarantees that truth is not “in 
the mind” in the sense of being a feature of some intentional entity that 
makes no essential reference to the  intentum  of that entity, as is the case 
for the warrant for an assertion. As an intentional comportment, an as-
sertion is a communicating, determining exhibition of its referent itself. 
It is successful only if the thing itself is displayed, exhibited, unveiled as  it  
is. The assertion “The plant is green” succeeds in its job only if it succeeds 
in displaying the plant as it is, the plant being green. For that reason, any 
mere epistemic characteristic of the assertion itself, such as the assertion’s 
being warranted assertible, must be distinct from the aim of the assertion, 
that the plant itself be shown as it is. Since for an assertion to be warranted 
has to do with the assertion and not what it is about, the plant, it is always 
possible that the assertion is warranted even if the assertion is not true. For 
truth, the assertion must successfully exhibit the plant. 

 So, Heidegger concludes, truth is neither present among things nor in 
the mind. But, then, “where” is it? As he has articulated the notion, the 
truth of an assertion is its unveiling character, that it succeeds in exhibit-
ing, bringing to unveiledness, displaying, the thing it is about. And truth 
itself is “unveiledness” as such. But for Heidegger, things can be unveiled 
only if there is a being that does the unveiling, a being capable of intending 
entities, that is,  Dasein . The unveiling, truth, happens only in and through 
 Dasein . It immediately follows from this that there is no truth without  Da-
sein . “There is truth—unveiling and unveiledness—only when and as long 
as  Dasein  exists.” 

 But isn’t there an enormous gap in this argument? Hasn’t Heidegger ne-
glected to exclude another possibility? Can’t truth be a property of proposi-
tions, rather than an epistemic property or a property of things? In fact, in 
 Basic Problems  Heidegger does raise this possibility, only to reject it, appar-
ently without argument, with ridicule and contempt. Having rejected both 
an objectivist and a subjectivist interpretation of truth, Heidegger men-
tions meanings as a third realm of being: “The consequences of this impos-
sible predicament of inquiry appear in the theory’s being driven to every 
possible device—for instance, it sees that truth is not in objects, but also 
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not in subjects, and so it comes up with a third realm of meaning, an in-
vention that is no less doubtful than medieval speculation about angels.”  38   
But, of course, Heidegger has already given us the argument that justifi es 
this ridicule. It is just the argument that he shares with the Davidson of 
 Truth and Predication . The meaning of the assertion, what the proposition 
expresses, can’t be what is true and false, because the only way to cash out 
that proposition in a way that divorces it from actual intentional agents 
intending the world is through the representational aspects of the parts of 
the assertoric sentence, and, we have seen, those representational aspects 
of those parts, by themselves, are inadequate to ever  say  anything. So the 
conclusion stands. There is no truth without  Dasein , even though truth 
cannot be identifi ed with what is warranted for  Dasein . 

 4 Conclusion 

 As I have been telling the story, there is a great deal in common in Hei-
degger’s and Davidson’s understanding of truth. They both reject realist 
notions of truth for very much the same reason. Given the problem of 
predication it is impossible to comprehend the ability of a sentence to say 
something true or false solely on the basis of the representational proper-
ties of the internal structural parts of the sentence, and, because this is so, 
it is impossible to make coherent sense of the notion that a sentence can 
have a meaning that might be true or false independently of the role of 
the use of the sentence in the ongoing activity of an intentional agent. 
And for that reason there cannot be any thing in the world that might be 
true or false in the absence of acting, thinking creatures. But Heidegger and 
Davidson also agree on the limited character of the dependence of truth on 
sentient being. Although there is nothing in the world that could be true 
or false without thinkers,  which  of these items  are  true depends exclusively 
on the things in the world, not on the epistemic powers of its thinking 
inhabitants. 

 Having emphasized the commonality between Heidegger and Davidson, 
however, it is time to acknowledge the deep disagreement between them. 
This truly deep difference shows itself in two Heideggerean assertions con-
cerning truth for which there are no Davidsonian analogues. First, Hei-
degger holds that assertion is not the primary truth bearer; for Heidegger, 
assertions can be true or false only because something else already unveils 
entities, and in that sense, is true. “Assertion does not as such primarily 
unveil; instead, it is always, in its sense, already related to something an-
tecedently given as unveiled.”  39   Second, Heidegger holds that the entity 
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that does this unveiling prior to assertion, and in that sense is true in the 
most basic way, is  Dasein , or sapient being itself. Here is one of the ways 
Heidegger puts this familiar point in  Basic Problems : 

 Intentional comportment in the sense of assertion about something is founded in its 

ontological structure in the basic constitution of the Dasein which we described as 

being-in-the-world. Only because Dasein exists in the manner of being-in-the-world 

is some being unveiled along with the Dasein’s existence in such a way that what is 

thus unveiled can become the possible object of an assertion. So far as it exists, the 

Dasein is always already dwelling with some being or other, which is uncovered in 

some way or other and in some degree or other.  40   

 We can get at what Heidegger is driving at in these dark sayings by fo-
cusing on the limitations of the Davidsonian project. As we have seen, 
what it is for a sentence to say something must be seen in terms of its 
ability to say something that might be true or false. But an utterance can 
be true (or false) only if it has associated truth conditions. Any given ut-
terance has truth conditions only if it is the act of an agent whose verbal 
and nonverbal behavior, taken as a whole, is explicable by appeal to two 
interlocking sorts of theory, one of which explains verbal acts by alluding 
to a Tarski-style theory of truth conditions for a language and the beliefs 
of the agent, and the other of which appeals to those same beliefs and the 
desires of that agent to explain her acts. Armed with these theories, an 
observer is in a position to understand what the agent says, in the sense 
that she can assign conditions under which what she says would be true, 
for anything she should happen to say. Now, of course, the observer must 
have an understanding of what is involved in a sentence being true  prior  
to her construction of any such theory. She needs this prior understanding 
for two reasons. First, in order to construct the theory the observer must be 
in a position to recognize that what the agent says is mostly true when she 
says it, and to do that the observer must have some sense of what it is for 
a sentence to be true. Second, for an observer to construct her theories of 
the agent, the observer must be able to attribute beliefs to the agent, and 
to do that the observer must be able to detect the falsehoods that the agent 
speaks. And to tell that what an agent says is false, the observer must have 
some sense of what it is for a sentence to be true.  41   

 Davidson holds that “all attempts to characterize truth that go beyond 
giving empirical content to a structure of the sort Tarski taught us how 
to describe are empty, false, or confused.”  42   And he continues by listing 
a series of attempts to characterize truth that he rightly thinks are empty, 
false, or confused. But Davidson’s own views push us in a different direc-
tion. The task of “giving empirical content to a structure of the sort Tarski 
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taught us how to describe” is just the task of constructing an overall theory 
that explains the behavior, verbal and nonverbal, of an agent by treating 
that agent as having intentional comportments such as beliefs and desires, 
that put the agent into vital contact with the world. This vital contact is 
ensured by the necessity of the principle of charity. For Davidson him-
self, it is a necessary ontological condition on being an intentional agent 
that most of the agent’s acts must be successful, most of her desires must 
be appropriate given the kind of being that she is, and most of her be-
liefs must be true. That is, the condition  sine qua non  for having an inten-
tional life is that an agent’s intentions, in general, successfully uncover 
the entities in the world. This successful uncovering, however, can’t be 
primarily linguistic. As Davidson himself shows, sentences can’t say any-
thing unless they have truth conditions; sentences can’t have truth con-
ditions unless the speakers of those sentences have beliefs; and speakers 
can’t have beliefs unless they are also agents who successfully cope with 
things by acting in order to get what they desire. Only agents who suc-
cessfully uncover the entities in the world in and by coping with that 
world with their perceptual, inferential, and motor intentional capacities, 
can uncover the world by making assertions. That is, it is a condition on 
making Davidson’s project fl y that “assertion does not as such primar-
ily unveil; instead, it is always, in its sense, already related to something 
antecedently given as unveiled,” and “intentional comportment in the 
sense of assertion about something is founded in its ontological structure 
in the basic constitution of the Dasein which we described as being-in-
the-world.” 

 So there is something substantial to say about truth beyond what Da-
vidson is willing to commit himself to, and Heidegger has gone a long way 
toward saying it. Truth is uncovering, and it is tied ontologically to the 
existence of a being whose very defi nition consists in the ability to un-
veil the world by actively and successfully coping with it perceptually in a 
motor-intentional way. Davidson comes close to saying something similar 
to this, but is prevented from doing so by the limitations of his vision and 
philosophical upbringing. 
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 The master concept of modern and contemporary epistemology, namely, 
the idea that thoughts, statements, and beliefs have content in virtue of 
their capacity to represent reality accurately,  1   has attracted the admiration 
and attention of many philosophers throughout the ages. Typifi ed histori-
cally by Descartes, Locke, Kant, Frege, Russell, Tarski, Carnap, and the early 
Wittgenstein, this line of thought is so profoundly rooted in the tradition 
that it is hard to conceive of any alternative to it. Yet one prominent coun-
tertradition common to Hegel,  2   Husserl, Dewey, the later Wittgenstein, the 
later Heidegger,  3   Quine, Rorty, Dennett, and Davidson has shown us how 
to avoid representationalism, suggesting a new way of describing knowl-
edge and inquiry. 

 Davidson, in particular, has given a renewed impulse to antirepresen-
tationalism through his critique, in “On the Very Idea of a Conceptual 
Scheme,”  4   of the foundations of the scheme–content dichotomy. This du-
alism, which Davidson reconnects to the Cartesian dualism of the objective 
and the subjective, is grounded in the conception of the “mind with its 
private states and objects,” and in the idea that truth consists in the correct 
mirroring of facts.  5   

 In the wake of Davidson’s critique, and without recourse to the scheme–
content dichotomy, it is diffi cult to conceive of knowledge in terms of rep-
resentational relations between language and world. The abandonment of 
representationalism, namely, the demolition of what Davidson calls the 
“myth of subjective,” brings with it a refusal of the notion of correspon-
dence between language and world, between sentences and facts—a re-
fusal of the idea that statements and beliefs correspond or are “ made true 
by facts .”  6   Davidson’s refutation of the representational model begins with 
both Tarski’s semantic conception, and Frege’s argument, called by Barwise 
and Perry the “slingshot argument,”  7   which gives us reason for rejecting 
facts as such.  8   

  7   Davidson and the Demise of Representationalism 

 Giancarlo Marchetti 
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 The best-known forms of the slingshot argument are those by Frege, 
which Church  9   identifi es in the analyses contained in Frege’s “On Sense and 
Meaning,”  10   and the one elaborated by Gödel in his essay, “Russell’s Math-
ematical Logic.”  11   In his  Facing Facts , Stephen Neale, who has analyzed the 
philosophical importance of the arguments in detail, demonstrates how 
“awkward” it is to elude the slingshot.  12   He also demonstrates that Gödel’s 
slingshot is the most cogent and particularly laden with implications.  13   

 The assumption from which Davidson,  14   following Church and Quine,  15   
derives the slingshot argument is Fregean,  16   and the conclusion, that all 
true sentences, if they name anything, name the same thing, is also Fre-
gean.  17   In “True to the Facts,” Davidson puts the arguments as follows: 

 The statement that Naples is farther north than Red Bluff corresponds to the fact 

that Naples is farther north than Red Bluff, but also, it would seem, to the fact that 

Red Bluff is farther south than Naples (perhaps these are the same fact). Also to the 

fact that Red Bluff is farther south than the largest Italian city within thirty miles of 

Ischia. When we refl ect that Naples is the city that satisfi es the following description: 

it is the largest city within thirty miles of Ischia, and such that London is in England, 

then we begin to suspect that if a statement corresponds to one fact, it corresponds 

to all.  18   

 Davidson takes this reasoning to its extreme consequences, concluding that 
the slingshot, given its assumptions, does not prove there are no facts, but 
proves that there is at most only one all-embracing fact, the “Great Fact.”  19   
Such a conclusion is, however, inadequate as support for representational-
ism and the correspondence theory of truth. The slingshot, as Davidson 
makes clear, is not just an argument against facts as entities of correspon-
dence, but an argument “against any entities that may be proposed as cor-
respondents, say states of affairs or situations.”  20   The slingshot shows that 
“ any  purported truth-makers we may think of will suffer the same fate, for 
what it shows is that whatever sentences are thought to correspond to, all 
true sentences must correspond to the same thing.”  21   

 According to Davidson, the slingshot argument demonstrates that state-
ments and beliefs do not need entities such as facts, objects, or states of 
affairs. That true sentences all correspond to the same thing (the world, 
reality, nature) implies, says the American philosopher, the “trivialization” 
of the concept of correspondence. As Davidson suggests, Frege’s slingshot 
can be formalized as follows: 

 Starting from the assumptions that a true sentence cannot be made to correspond 

to something different by the substitution of co-referring singular terms, or by the 

substitution of logically equivalent sentences, it is easy to show that, if true sen-

tences correspond to anything, they all correspond to the same thing. But this is to 
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trivialize the concept of correspondence completely; there is no interest in the rela-

tion of correspondence if there is only one thing to which to correspond, since, as 

in any such case, the relation may as well be collapsed into a simple property: thus, 

“ s  corresponds to the universe,” like “ s  corresponds to (or names) the True,” or “ s  

corresponds to the facts” can less misleadingly be read “ s  is true.”  22   

 The property of being true cannot be explained by the relation of corre-
spondence, on the grounds that, if there is only one thing to which the 
statements can correspond, it is simpler to say “it is true” than “it corre-
sponds to the truth.”  23   For Davidson, there is nothing that can make state-
ments true inasmuch as the notion of conformity to experience, just as the 
notion of being true to the facts does not add anything “intelligible” to the 
notion of being true.  24   

 The slingshot argument demonstrates that no correspondence theory 
of truth can illuminate its  explanandum : “the postulation of facts will not 
explain, defi ne, or even illuminate the concept of truth.”  25   For Davidson, 
appealing to facts in order to explain truth is of no use, “since the predi-
cate ‘corresponds to The One Fact’ might as well be considered an unstruc-
tured word,” and we already have a more appropriate and less misleading 
predicate, namely, “is true.”  26   Strawson had already maintained, Davidson 
points out, that saying “a statement corresponds to (fi ts, is borne out by, 
agrees with) the facts,” is “a variant on saying it is true.”  27   

 When Davidson himself was still under the infl uence of the realist con-
ception of truth, he championed the correspondence theory.  28   In a later 
work, however, he qualifi ed his position, arguing that it was inappropriate 
to refer to his conception of truth as a correspondence theory.  29   Such ter-
minology is unfortunate, Davidson claims, in generating an entire range of 
conceptual confusions, and thus he writes that: “I have myself argued in 
the past that theories of the sort that Tarski showed how to produce were 
correspondence theories of a sort . . . it was a mistake to call such theories 
correspondence theories.”  30   

 For Davidson, the Tarskian conception of truth is not a correspondence 
theory inasmuch as such a theory does not, “like most correspondence 
theories, explain truth by fi nding entities such as facts for true sentences 
to correspond to.”  31   In his view, Tarski’s theory does not presuppose the 
postulation of any entity (facts or states of affaires) to which true state-
ments must correspond, but it does imply that a “relation between entities 
and expressions be characterized (“satisfaction”).”  32   In fact, Tarski’s truth 
defi nitions are not based on the idea that a statement depicts, represents, 
or “corresponds” to some entity. According to Davidson, one should not 
take “seriously”  33   the references that Tarski makes to “states of affairs” in 
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remarks such as: “[S]emantical concepts express certain relations between 
objects (and states of affairs) referred to in the language discussed and ex-
pressions of the language referring to those objects.”  34   Indeed, one of Tar-
ski’s great achievements is having taught us how we can eschew the notion 
of fact. 

 Davidson identifi es the element of “correspondence” in the Tarskian 
theory as present in the role of “satisfaction”  35   understood as a “relation 
between language and something else.”  36   The truth of a statement, he ob-
serves, does not derive from the existence of the fact that it describes, but 
depends directly on the relations of satisfaction and reference. In this way, 
Davidson avoids the ontological category that subtends the theory of truth 
as correspondence.  37   

 The idea of satisfaction as the key element in a theory of truth goes back 
to Tadeusz Kotarbiński. In fact, it is from his teacher Kotarbiński, whom 
he mentions favorably in his essay “The Concept of Truth in Formalized 
Languages,”  38   that Tarski takes his defi nition of truth. In  Gnosiology: The 
Scientifi c Approach to the Theory of Knowledge , Kotarbiński claims: 

 The semantic conception of truth . . . is a modern continuation, freed from com-

mon objections, of the classical interpretation of truth as agreement with reality. 

By that conception, the truth of a sentence consists in the fact that it is satisfi ed by 

all objects, the concept of satisfaction being not defi ned by reference to truth; but 

introduced in a different way.  39   

 As Davidson sees matters, it is a good thing to be rid of correspondence, 
and thus also to be rid of the fallacious explanatory power that is normally 
attributed to it. The notion of correspondence would be useful if we could 
say “in an  instructive  way, which fact or slice of reality it is that makes 
a particular sentence true.” Unfortunately, however, as Davidson argues, 
“No-one has succeeded in doing this.”  40   From Davidson’s perspective, we 
must accept the conclusions of the slingshot argument: 

 There are no interesting and appropriate entities available which, by being somehow 

related to sentences, can explain why the true ones are true and the others not. There 

is a good reason, then, to be skeptical about the importance of the correspondence 

theory of truth.  41   

 Davidson’s work has shown us that, in the absence of facts to which true 
statements correspond, it is not possible to speak about representations in-
asmuch as “‘Nothing, no  thing , makes our statements true.’ If this is right, 
and I am convinced it is, we ought also to question the popular assump-
tion that sentences, or their spoken tokens, or sentence-like entities, or 
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confi gurations in our brains can properly be called ‘representations,’ since 
there is nothing for them to represent.”  42   

 If there is only one thing to be represented, there is nothing interest-
ing in generating representations; neither can, according to Davidson, the 
notion of representation allow us to make distinctions between entities 
such as statements and beliefs. There are, however, entities which are com-
monly said to “present” or “re-present” something. Referring to geographi-
cal maps, it is possible to speak of representation, since it can legitimately 
be said that a map of Italy represents Italy. In fact, many writers employ 
“words as representing the things they name or describe.” Though David-
son has no “strong objection” to this use of the term, he believes that it 
would be better to use the words “naming” and “describing,” inasmuch as 
they “seem better ways to express the relation between names and descrip-
tions and what they name or describe.”  43   He does, however, bridle at the 
idea that “any expression represents any object or event.” He also claims: 

 The only direct manifestations of language are utterances and inscriptions, and it is 

we who imbue them with signifi cance. So language is at best an abstraction, and can-

not be a medium through which we take in the world nor an intermediary between 

us and reality. It is like a sense organ, an organizational feature of people which al-

lows them to perceive things as objects with a location in a public space and time, or 

as events with causes and effects.  44   

 Following Davidson’s antirepresentational “turn,” Rorty too believes 
that, in the case of maps, it is possible to speak of representation. He says: 
“one can, for example, say that a certain projection produces maps of the 
hemispheres that are more reminiscent of the view from a moon rocket 
than maps using other projections.” But, Rorty wonders, “what the ana-
logue could be to that view in the case of a choice of descriptive vocabular-
ies ?”  45   The only analogy possible, Rorty argues, is given by what Putnam 
calls “the view from  God’s eye ”  46   that ensures some type of correspondence 
between depictions, understanding, and the world. According to the anti-
representationalists, however, this is not possible. 

 By pointing out to us the problems arising from a choice of a repre-
sentational type, it seems that Davidson’s contributions have defi nitely 
undermined the representational model. This has to do with problems 
concerning the relation between mind and world, or language and world, 
understood as a “relation between a medium of representation and what is 
purportedly represented.”  47   All the problems deriving from representation-
alism are connected with obsolete discourses on the facts, on the  states of 
affairs  and on the correspondence theories of truth, on the fact that there 
may or may not be a  matter of fact  regarding, for example, mathematics 
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or ethics. All these discourses have brought about sterile arguments over 
skepticism, relativism, representational and computational theories of the 
mind, over realism and antirealism, over the objective–subjective distinc-
tion, the appearance–reality distinction, and so on.  48   Skepticism, in partic-
ular, is born from the faith placed on the empty representationalist model 
based on the relation between self and world. 

 If there are no facts or things to represent them, all the traditional philo-
sophical problems—skepticism, realism, relativism—are bound to fail.  49   

 If we opt for a choice of an antirepresentationalist type deriving, also, 
from the abandonment of the appearance–reality distinction and the real-
ism–antirealism distinction, and from the consequent abandonment of a 
“spectator” account of knowledge,  50   then the skeptical and relativist posi-
tions arising from the premises of the representational model will dissolve. 

 According to Rorty, Davidson’s abandonment of the language–fact 
distinction has shed light on the untenability of the relation between 
propositions and world in terms of a representational relation. In “A 
Nice Derangement of Epitaphs,” which proposes to radicalize and extend 
Quine’s naturalistic approach to the study of linguistic behavior, Davidson 
invites us to abandon “the boundary between knowing a language and 
knowing our way around in the world generally,” and to recognize that 
“there is no such thing as a language, not if a language is anything like 
what many philosophers and linguists have supposed.”  51   

 Sellars’s attack on the “myth of the Given,” in clarifying the difference 
between explanation and justifi cation, defi nitively undermined the prem-
ise that everything is given by the mind. Quine’s repudiation of the dis-
tinction between analytic and synthetic, conceptual and empirical, and 
Davidson’s refusal of what he calls “the third dogma”  52   of empiricism, 
that is, scheme–content dualism, have contributed to the realization of 
a profound change in contemporary philosophical thought. In particular, 
Davidson’s work, in perfecting and broadening those lines of thought de-
veloped by Sellars and Quine, is, according to Rorty, “the best contempo-
rary expression of the main current of pragmatist thought: the naturalizing, 
darwinising current.”  53   

 Rorty considers Sellars, Quine, and Davidson to be “edifying” philosopher-
therapists inasmuch as they have warned us against the embarrassing 
and superfl uous notions of “reciprocal relations” of representing and 
making true relations that are at the basis of the representational foun-
dationalist project.  54   These philosophers are drawn together by the com-
mon conviction that it is good to free oneself of the idea that accurate 
representations exist that mirror nature and that the idea itself of accurate 
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representation “is simply an automatic and empty compliment which we 
pay to those beliefs which help us to do what we want to do.”  55   They have 
allowed us to get over the dualism of subject–object, scheme–content, 
appearance–reality, and think of the relation with the rest of the world in 
“purely causal” terms,  56   thereby making antirepresentationalism possible. 

 In “On the Very Idea of a Conceptual Scheme,” Davidson had already 
warned us against the dangers of representationalism, that is, the idea that 
the essential characteristic of language is its capacity to describe how things 
really are. He has now again attacked representationalism, affi rming that 
“Beliefs are true or false but they represent nothing. It is good to be rid of 
representations, and with them the correspondence theory of truth, for it 
is thinking there are representations that engenders intimations of relativ-
ism.”  57   If we abandon representationalism, there will not be much interest 
in the relation between mind and world or between language and reality. 
For Davidson, in fact, it is not possible to speak of a language that ad-
equately “represents” the world, inasmuch as only further beliefs, and not 
the world, can make beliefs true; only further statements, and not reality, 
can make statements true, inasmuch as “There are no relations of ‘being 
made true’ which hold between beliefs,” sentences, and the world. We un-
derstand everything there is to know on the relation between beliefs, state-
ments and the world “when we understand their causal relations with the 
world.”  58   The traditional conception of language understood as a depicting 
representation is surpassed by another according to which statements are 
the result of the interaction between beliefs and meanings. From the anti-
representationalist point of view, knowledge does not fl ow from a relation 
between mind and world, between statements, beliefs, and reality, but is 
 continuous with  the world; it is “a (playful) creative enterprise, inventing 
structures for whatever it encounters, and ultimately generating a variety 
of ‘worlds.’”  59   

 Rorty describes knowledge via the metaphor of “a continual reweav-
ing of a web of beliefs and desires.” If we take on this metaphor, we will 
come to consider the web as one, in the sense that we won’t have to use 
epistemological distinctions to divide it up: We will no longer think of 
having “sources” of knowledge at our disposal called correspondence or 
representations.  60   Knowledge, in fact, does not derive from a relation of a 
representative/correspondentist type, from a process of reproduction of the 
world, or from a “system” that we might use in order to gain knowledge, 
but from an interactive dimension of a holistic type, where language is 
seen as an instrument or a process, rather than as a system. A concep-
tion of knowledge and language of a representationalist type in which 
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the meanings of statements are guaranteed by the conditions that make 
them true or false seems extremely limiting and coercive. Such a concep-
tion crystallizes in forms of understanding based on reference, correspon-
dence, suitability, comparison, accurate representation, and verifi cation. In 
contrast to a more interactive and holistic approach, such a conception 
remains focused on analyzing the forms of true statements, provided there 
are any, as these are constituted in terms of relations between linguistic and 
nonlinguistic entities.  61   

 Rorty, on the other hand, maintains that “ no  linguistic items represent 
 any  non-linguistic items.”  62   He also claims that so long as knowledge is 
conceived in terms of representational connections, reciprocal relations 
between mind and world, correspondence, and  adaequatio rei et intellectus , 
it will not be possible to free ourselves of one of the most powerful and elu-
sive metaphors of modernity, that regarding the mind as mirror of nature. 
This metaphor has maintained an infl uential and dominating role in our 
intellectual history—but it is a metaphor that should now be abandoned.  63   

 The principal difference between representational and antirepresenta-
tional inquiries could be seen as the outcome of at least two basic human 
stances: The fi rst describes cognition as a process of reproduction of the 
world; the second describes it, instead, as a “creative enterprise” meeting 
and creating a plurality of worlds. Whereas the fi rst emphasizes the “repro-
ductive” function,  64   that is, it outlines the way in which the “contents of 
consciousness mirror the world—or distort it,”  65   the second one empha-
sizes the “productive” function,  66   focusing its attention on “those acts of 
meaning that not only infl uence structure but also enhance experience 
itself.” Reproductive cognition uses the “pervasive mirroring metaphor.” 
Productive or antirepresentational cognition works, instead, through the 
metaphors of the “interactive generation of Knowledge.”  67   
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 Donald Davidson fi ts quite neatly into the resurgence of metaphysics that 
has been evident in Anglophone philosophy for a generation or so. At the 
same time, however, Davidson has been an important source—indeed, a 
main source—of inspiration in the development of the increasingly and 
self-consciously  ametaphysical  variety of pragmatism, associated with Rich-
ard Rorty, that has come to the fore during that same time. This makes Da-
vidson a particularly interesting philosopher to engage with if one wants to 
understand the nature of the pragmatist critique of metaphysics—if there 
is one. I begin by expanding on the fi rst claim, that Davidson is easily 
absorbed by metaphysics. Next, I marshal pragmatist reservations toward 
metaphysics and toward the metaphysical Davidson. In the third section, 
I ask whether it is not possible, after all, to recover a pragmatizing reading 
even of this Davidson. Finally, I allow myself to wonder about the force and 
point of the pragmatist stance against metaphysics. Even if metaphysics 
remains elusive, however, there is the hope that some light will have been 
shed on the resources that Davidson offers pragmatists trying to affect the 
philosophical conversation, and also on what the metaphilosophical diver-
gences are between a naturalistic pragmatism and contemporary analytic 
metaphysics. 

 1 Metaphysical Davidson 

 The challenge that Davidson poses for pragmatists who wish to co-opt his 
work is clearly in evidence in a paper from 1977, “The Method of Truth in 
Metaphysics.” It opens as follows: 

 In sharing a language, in whatever sense this is required for communication, we 

share a picture of the world that must, in its large features, be true. It follows that 

in making manifest the large features of our language, we make manifest the large 
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features of reality. One way of pursuing metaphysics is therefore to study the general 

structure of our language.  1   

 Davidson, it seems, unequivocally affi rms the idea that there is a way of 
viewing the world such that all language-users share it, that this common 
picture can be characterized in terms of its general features, and that these 
features are ipso facto general features of the world. Metaphysics, then, is 
what we do when we try to say what these features are. Paying attention to 
language, tracing its “general structure,” we may come to know something 
about how the world must be. This is the characteristic modality of meta-
physics; it uncovers necessary truths. 

 In Davidson’s hands, the concept of truth is methodologically central 
to metaphysics for a plain reason: “What a theory of truth does for a natu-
ral language,” Davidson explains, “is reveal structure.”  2   Metaphysics, then, 
is recast as the explication of the ontological commitments we must un-
dertake as we develop a recursive theory capable of specifying the truth 
conditions of any of the infi nitely many assertive sentences of a language. 
Insofar as “such a theory makes its own unavoidable demands” on ontol-
ogy, we are able to say something very general about how the world must 
be structured.  3   The application of the method, which Davidson offers in 
the fi nal part of the paper, is a matter of considering what is needed to con-
struct “a comprehensive theory of truth.” Davidson concludes that unless 
we wish to deny that a very large number of our most ordinary sentences 
can be true, we must take it that there are objects and events. 

 The tight connection between ontology and logical form that David-
son’s method exploits depends on his initial claim, that successful com-
municators share a largely true picture of the world. It is in the context of 
this claim that Davidson’s method of truth yields constraints on what the 
world must be like. Moreover, this claim and the argument for it are con-
nected to a number of philosophical theses for which Davidson is famous, 
claims concerning the nature of minds, of knowledge, and of the interrela-
tions between knowing subjects and the world they occupy. These theses 
certainly are not derived by the method just described; rather, they make 
up the underpinnings of it. Yet they appear to be, and are typically treated 
as, metaphysical theses. Considering this metaphysical underpinning a 
little more closely will take us into familiar Davidsonian ground. 

 What is needed to understand the utterances of a speaker and fi gure out 
what is on her mind must be available to observation. The stance of the 
interpreter is methodologically basic. What the interpreter has to go on is 
what a speaker says and the circumstances of her saying it. The details of 
the method of radical interpretation need not concern us here. The key 
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idea is that interpretation requires that the interpreter is able to form an 
idea of what a speaker acting in the world is up to. This implies two things. 
First, what the interpreter believes about the world must give some indica-
tion of what the speaker believes about it—this is obvious when it comes to 
the perceptual registration of salient facts in the communication situation, 
but actually pertains much more generally. Second, both the inferential 
connections between beliefs that the interpreter is disposed to endorse, as 
well as the action-guiding preferences that the interpreter possesses, must 
give some indication of what the speaker is likely to say or do given her 
beliefs. Failing these requirements, that is to say, if the interpreter cannot 
recognize a basic rationality in the speaker, there is no connection to be 
made, neither between utterances and action, nor between utterances and 
the world, and the interpreter will literally have no clue as to what the 
speaker might be saying. 

 In “The Method of Truth in Metaphysics,” Davidson is clear that these 
considerations initially seem to give us only agreement between interpret-
ers. “And certainly agreement,” he observes, “no matter how wide-spread, 
does not guarantee truth.”  4   The real point is that “objective error can occur 
only in a setting of largely true belief. Agreement does not make for truth, 
but much of what is agreed must be true if some of what is agreed is false.”  5   
Here we confront the core thought in Davidson’s philosophy: the intimate, 
inalienable nature of the connection between truth and meaning. The 
connection is emphasized wherever Davidson argues that we can describe 
what it is to understand a language in terms of the structure provided by 
a theory of truth for the language. The very same connection shows up, 
also, when Davidson argues against the skeptical idea that our beliefs about 
the world may be generally and systematically false; wherever there is any 
degree of real semantic understanding (such as is presupposed in any agree-
ment), Davidson claims, there is also common knowledge of the world. 
This symmetry has perhaps not always been evident in debates around 
these claims. Still, if one doubts the Davidsonian idea that successful com-
munication—mutual understanding of the meaning of what speakers say 
to one another—entails that we are largely operating knowledgeably in 
the world, one ought to fi nd at least prima facie troublesome the idea that 
meaning is closely tied to truth conditions. One way to respond, if one 
remains attracted to a truth-conditional account of meaning, is to allow 
that we may be massively ignorant of what we really mean when we speak. 
Alternatively, though still in the same general neighborhood as far as one’s 
conception of semantics goes, one may hold that meaning is tied to verifi -
cation conditions, to what it is that we count, based on evidence available 
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to creatures like us, as justifying an assertion, so that while we well under-
stand one another’s utterances and agree about many of them, we may 
remain systematically ignorant of the world. Both of these strategies make 
much of the intuition that there is a gap between what we have reason to 
believe and how things really are. Indeed, a large number of philosophers 
have argued that Davidson, in his antiskeptical line of thought, makes far 
too little of exactly this gap. The objective, mind-independent nature of 
truth is obscured, or the human capacity to know is infl ated—the corrosive 
power of systematic doubt is not fully appreciated. 

 One line of thought where this alleged tension in Davidson is often 
diagnosed is the argument against the idea that we can make out a philo-
sophically interesting notion of conceptual schemes.  6   Davidson identifi es 
conceptual schemes with “sets of intertranslatable languages,” and the 
question now becomes, “Can we then say that two people have different 
conceptual schemes if they speak languages that fail of intertranslatabil-
ity?”  7   This is the very idea that Davidson rejects. Given that interpretation 
is possible only if we assume shared norms of rationality and substantial 
overlap in belief, we will not be able to interpret a speaker without also 
recognizing a core of familiar concepts in her thoughts. This is not just 
a matter of intersubjective agreement; the connection between truth and 
meaning ensures not only that we share a signifi cant body of concepts, but 
also that we largely apply them correctly to the world. 

 Scott Soames, in his much-discussed history of twentieth-century ana-
lytical philosophy, summarizes his response to Davidson’s claims as follows: 

 First, the fact that we can interpret the speech of another group does  not  guarantee 

as much agreement between them and us as Davidson seems to assume. So long as it 

is possible for us to explain why the other speakers hold beliefs different from ours, 

we can make sense of a great deal of disagreement. Second, we can make sense of 

big differences between ourselves and speakers of another culture that don’t involve 

disagreements—e.g., differences regarding which objects are basic, and most worthy 

of attention. These two points suggest that, contrary to Davidson, even those whose 

utterances we can interpret and translate may have views different enough from ours 

to warrant the attribution of a different conceptual scheme. Finally, we found no 

reason to believe that there couldn’t be speakers whose conceptual schemes were so 

different from ours that we couldn’t translate their speech.  8   

 These are telling remarks. First, does Davidson underestimate the amount 
of disagreement there can be between us and another group? The objec-
tion suggests that the constraints Davidson articulates on radical inter-
pretation produce a clear quantitative sense of agreement, and that such 
lessons from the idealized radical interpretation situation can be projected 
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onto relations between “us” and some other group. These are questionable 
assumptions, but might seem natural to make on an  epistemic  reading of 
Davidson, that is, a reading that construes him as engaged in the project of 
evaluating and legitimating our beliefs. Second, may discrepancies between 
cultures be so great that, while they do not necessarily confound interpre-
tation, we should take them as indicating different conceptual schemes? 
How we respond to this will depend on the kind of explanatory work we 
hope the idea of a conceptual scheme will do for us, as we will see in the 
third section. For now, though, a relevant question is this: Why are “differ-
ences regarding which objects are basic, and most worthy of attention” not 
disagreements? Perhaps these differences do not count as disagreements 
because they concern evaluations, how we respond to and cope with the 
world, not how we picture it. It is diffi cult to know, but certainly such a 
distinction may come more easily to us if we think it an important task of 
epistemology to sort our subjective  response  to the world as we conceive of 
it from our registered  picture  of it. And fi nally, why could there not be con-
ceptual schemes—sets of intertranslatable languages—that we are unable 
to translate? Soames’s reasoning continues as follows: 

 Since we know that whatever attitude we are warranted in taking toward a proposi-

tion, we are similarly warranted in taking toward the claim that it is true, we will 

be prepared to accept and assert a new proposition just in case we are prepared to 

accept and assert that it is true. . . . We regard a sentence as true if it expresses a true 

proposition. What now becomes of the idea that there could be a language contain-

ing true sentences that are not translatable into English? This is just the idea that 

there could be a language that expresses true propositions that are not expressed by 

any sentence of English. This is no more incoherent than the claim that there are 

true propositions one has not yet encountered.  9   

 What, asks Soames, is so special about English? Why should we think that 
all the truths there are may be expressed in the particular language that 
we happen to speak? There is something immediately persuasive about 
this reaction. It seems preposterous to suggest that some particular lan-
guage should be the one in which we are able to express a god’s-eye view 
of things, to formulate sentences expressing all the true propositions there 
are. Surely, as Soames argues, just like we now know truths that could not 
have been expressed by past speakers, so it seems future communities may 
come to know things that we are unable to express, things that they can 
express in their language, but that simply cannot be translated into the En-
glish that we know. Faced with an argument that precludes this eventual-
ity, the prudent thing to do is to be suspicious of the argument. 
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 Two issues bear on the merits of this third point against Davidson. 
How are languages to be individuated in the context of Davidson’s discus-
sion? What is the relation between knowledge of some particular language 
and the nature of communicative success considered in Davidson’s third-
person perspective? We will return to these questions in the third section. 
At this point, let us simply note the idea against which Soames reacts, 
namely, that there is some language mastered by a group of speakers in 
which all the truths there are can be expressed, and that we belong to 
that group. This idea is part of the context of epistemology. It is a claim 
pertaining to the legitimacy of our picture of reality, specifi cally, the legiti-
macy of the tools we rely on to construct it. Soames rejects it. Making his 
three points, Soames insists that neither our concepts nor our beliefs are as 
closely tailored to those of our fellow creatures or to the nature of reality as 
Davidson claims. Soames, in effect, is asserting a more robust gap between 
how things appear to us to be and how they really are than Davidson seems 
willing to acknowledge. 

 Here is where we stand. Metaphysically speaking, Davidson advertises a 
way to get from mere belief, appearances, to truth, to reality: Taking our-
selves to be rational, communicating agents we must also take ourselves to 
have knowledge—of ourselves, of others, and of the world we share. Cer-
tainly, we make errors regarding all three, but errors, no matter how deep or 
pervasive, are parasitical on a foundation of justifi ed, true belief; take away 
that basis and errors simply dissolve into pointless noise and movement.  10   
This view is the context in which efforts to tease out the logical form of 
expressions, the forms that implement a truth theory for a language, will 
also be a systematic approach to metaphysical knowledge, knowledge of 
the large structures of the world. 

 The response, however, has frequently been skeptical. For those who 
share a basic premise of modern epistemology, that the relation between 
appearance and reality is subject to general consideration, it seems that the 
skeptical challenge to knowledge is underestimated—Davidson is simply 
ducking it. Yes, you can tie meaning to belief and to observable behavior, 
or you can tie it to truth. Do both at the same time, however, and you are 
a verifi cationist. Yet this very context in which verifi cationism appears as 
a dodge, a failure of nerve or of philosophical seriousness, is one way to 
characterize the target of the pragmatist critique of metaphysics. This cri-
tique, I will suggest, provides a basis for a different view of the lessons to 
be extracted from Davidson. First, though, it is necessary to home in more 
closely on the pragmatist conception of the target. 
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 2 Pragmatist Doubts 

 Metaphysics probably cannot be given a useful, coherent defi nition, but 
that fact certainly need not impugn the practice of metaphysics. This, I 
think, is common ground between pragmatists and most practicing meta-
physicians. Those working in the philosophical tradition that traces its 
main roots to ancient Greece have in the course of 2,500 years developed 
a repertoire of questions and styles of handling them that include meta-
physical questions, questions we typically recognize as such even if we can-
not give an adequate general description of the kind, and even if for some 
questions and some inquiries it is unclear or controversial whether they 
should be counted as metaphysics. That it recognizes this common ground 
is distinctive of the skepticism toward metaphysics that is characteristic of 
pragmatism. It means that pragmatists will not frame this skepticism in a 
manner that presupposes a defi nitional handle on metaphysical questions. 
So pragmatists do not want to say that all metaphysical statements are 
necessarily false, or that they must be meaningless, or that metaphysical 
questions as such point to matters beyond the reach of human cognitive 
capacities. That all depends, the pragmatist will want to say—some meta-
physical statements are false, some perhaps meaningless (without clear 
point, statement we don’t know what to do with), and some metaphysical 
questions may in fact be forever unanswerable by creatures like us. But 
we will not want say that these facts, when they obtain, are somehow ex-
plained by the metaphysical character of the statement or question. Para-
doxically, the pragmatist’s complaint against metaphysics will not be that 
it is metaphysical. 

 The paradox is only apparent, however. The appearance depends on tak-
ing two kinds of critical response as exhaustive of the options. There are, 
fi rst of all, the familiar attempts, exemplifi ed paradigmatically in recent 
history by the logical positivists’ struggle to articulate a criterion of verifi ca-
tion, to criticize metaphysics that end up being co-opted by metaphysics; 
saying what metaphysics is, even to reject it, is to do metaphysics. Then 
there is the call, made by the late Heidegger and ever more imaginatively 
heeded by Derrida, to leave metaphysics alone. This second strategy is rem-
iniscent also of Wittgenstein; if you can’t say what it is without doing it, 
better shut up about it, and do something different. Both these broad strat-
egies are what we may call  puritanical —they attempt to free our thought 
from a kind of activity to which it is prone, but of which no good or truth 
can ever come. They are putative philosophical  cures . 
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 The pragmatist critique of metaphysics carves out space between these 
two unsatisfactory strategies. It is antiessentialist about metaphysics. It 
takes it that whether or not a statement is metaphysical depends entirely 
on the purposes for which it is deployed, and that these purposes can be 
understood as contingent historical artifacts of human culture. Rorty is its 
main exponent, and his strategy has been twofold: more or less direct at-
tacks on key ideas in a broad but specifi c philosophical paradigm, and de-
liberations about what sort of contribution to life that philosophy should 
be making. Let us briefl y consider each in turn. 

 Rorty’s direct engagement with metaphysics is most systematically car-
ried out in  Philosophy and the Mirror of Nature , as an attack on the mirror-
imagery informing the Cartesian conception of mind, purifi ed by Kant, 
and setting the agenda for epistemology-based philosophy.  11   Modern epis-
temology, in Rorty’s diagnosis, is inescapably  representationalist . Its task is 
to determine what the general characteristics are of mental or linguistic 
representations that succeed in rendering the world as it really is. In  Phi-
losophy and the Mirror of Nature , Rorty gives a genealogical interpretation 
of the conception of the mind that gives rise to this task, culminating in 
a set of arguments against it that he draws principally from Sellars, Quine, 
and Davidson. Without the myth of the given, and without a principled 
distinction between questions of meaning and questions of fact, the way is 
cleared for giving up what he later came to call the “world-picture” picture, 
the visual metaphors of our epistemic situation.  12   To the extent that Rorty’s 
account of the rise and unfolding of the vocabulary of modern epistemol-
ogy is convincing, his readers will come to doubt that philosophy must 
continue to contend with a general gap between the world as it appears to 
us would-be knowers and the way it really is. 

 The appearance–reality gap provides a connection between the kind of 
philosophical argument offered in the main parts of  Philosophy and the Mir-
ror of Nature  and what we may call the external strategy pursued in much 
more detail in Rorty’s later writings.  13   This strategy is not designed to un-
dermine the epistemological project of the modern age by arguments that 
engage the project on its own terms. Rather, the point here is to read the 
signifi cance of the project through a different lens; as a phenomenon of 
what Rorty calls cultural politics, what is the signifi cance of representa-
tionalism? What, in cultural and political terms, is the effect of an episte-
mological conception that takes the essence of knowledge to be a matter 
of aligning appearance with reality? This is a theme that Rorty has pur-
sued from a great many angles, not always with consistency. One persistent 
idea, though, is the link that Rorty fi nds between thinking in terms of the 
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“picture-world” view and the hypostatization or externalization of moral, 
political, and epistemic authority. On this recognizably Nietzschean line of 
thought, we diminish our selves—our ability both to shape and to embrace 
our fate—by maintaining a demand for legitimization in terms of some-
thing beyond human interest. 

 It is a noteworthy characteristic of Rortyan pragmatism that this second, 
external strategy is what motivates the fi rst, more internally directed argu-
mentative approach to representationalism; the common end is to affect 
the vocabulary of philosophy in such a way that questions of cultural poli-
tics, questions regarding the social signifi cance of philosophical vocabular-
ies, will no longer be perceived as extraneous matters.  Representationalism  is 
Rorty’s name for a conception of the mandate of philosophy that obstructs 
this change. To call it  metaphysics  is to indicate exactly this feature. As a 
polemical, argumentative target for pragmatism, then, metaphysics is the 
idea of philosophy as separable from questions of cultural politics. 

 Davidson, as we have seen, may be read into the project of providing 
philosophical legitimization for our picture of reality—in large parts and 
in its most general structure. But as we have also seen, on quite natural 
assumptions of this “picture-world” view, the legitimization Davidson of-
fers is questionable. Reading Davidson along Kantian lines, one may well 
fi nd his arguments about the inescapability of shared norms of rationality 
convincing, but the scope of the conclusion is restricted to how the world 
will  appear to us . We human subjects cannot identify as communicators 
creatures with whom we do not share a basic epistemic outlook. We cannot 
identify creatures as thinkers without identifying them as deploying a basic 
core of familiar concepts. But to think that this constrains what is possible 
begs the question against someone who takes the objectivity of reality to 
consist in its independence of mind. 

 To the extent that he casts his central thoughts as underpinnings for a 
method in metaphysics, Davidson certainly may encourage such a read-
ing. So one antimetaphysical response might be to set out to rescue the 
arguments from this packaging, deploying some version of the “new wine 
in old bottles” metaphor to set up a distinction that would free David-
son’s thought of the self-imposed, nonobligatory metaphysical casing. This 
would be the  purifi cation  response, and it would likely fail, for much the 
same reasons that what I earlier called puritanical critiques of metaphys-
ics always fail: These critiques do not come to grips with the idea that 
metaphysics, as a tradition, a practice, is not something to be defi ned or 
eliminated, but something to be  transformed —transformed, according to 
the pragmatist, by being treated as a species of cultural politics. 
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 3 Pragmatist Davidson 

 How, then, might pragmatists incorporate the thoughts distilled in David-
son’s attack on the very idea of a conceptual scheme? As a fi rst pass, let 
us return to Rorty. In  Philosophy and the Mirror of Nature , he comments 
as follows on Davidson’s move “in the direction of a purifi ed and de-
epistemologized conception of the philosophy of language”: 

 One outcome of so recasting the subject is to discard what Davidson calls “the third 

dogma” of empiricism, namely, “the dualism of scheme and content, of organizing 

system and something waiting to be organized”—a dualism which I have argued . . . 

is central to epistemology generally as well as to empiricism in particular.  14   

 For Rorty, the real gain is Davidson’s critique of the metaphors of con-
ceptual relativism—of a scheme organizing or fi tting some uninterpreted 
deliverance from the objective side of the subject–object gap that is the 
heart of representationalist epistemology. The pragmatist’s point here is 
not at all to delineate the extent of possible divergence of views. There 
probably is no interesting such delineation. It seems easy enough to 
imagine communicating organisms or systems whose makeup (say, life 
span) is so different from ours that communication between them and us 
would be impossible—perhaps we could fl esh out a thought experiment 
such that As and Bs, happily chatting in their separate camps, would be 
unable even to recognize each other as communicating creatures. Would 
this show that Davidson is wrong? To the pragmatist, nothing Davidson 
says limits the extent to which the potential for communicative success 
remains an empirical question. The point, rather, is that we will never 
 explain  failures of communication and divergences of views by appealing 
to the notion of a conceptual scheme. Soames may well be right that on 
some occasions we might want to attribute different conceptual schemes 
to people or to cultures. What we would mean by that, however, is that 
their habits of acting, thinking, and speaking are different—rooted, per-
haps, in vast differences in their natural or cultural environment—and 
that those habits are so rigid that there seems to be no way to work past 
them toward mutual understanding. But it wouldn’t then be as if we had 
discovered that there are conceptual schemes after all. In such cases, we 
are not relying on the idea of conceptual schemes to explain anything; we 
are simply applying that term as shorthand for obstacles and differences 
that may well be quite pervasive and systematic, but whose roots and ex-
planations are to be found in practice, in behavior, in the environment, 
and in interests. Indeed, it is the  explanatory uselessness  of the idea of a 
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conceptual scheme that is the immediate pragmatist lesson of Davidson’s 
attack on the idea. 

 This lesson, moreover, steers us in the direction of a deeper point. To see 
explanatory value, where communication fails, in the idea of a conceptual 
scheme, one has to think of it as applying not primarily to would-be com-
municators and their practical situations, but to a relation between differ-
ing systems of thought or speech in which such noncommunicants are 
trapped. Crudely put: Communication fails because their representations 
are structured differently. Davidson deals explicitly with this idea in “On 
the Very Idea of a Conceptual Scheme.” But there is an associated notion 
that may well survive the attack, in part because Davidson does not face 
up to it until later. This is the idea that the communicative capacities of 
speakers can be characterized in terms of knowledge of a shared language. 
That idea is explicitly challenged in “A Nice Derangement of Epitaphs.”  15   
In this paper, Davidson sets out to preserve the distinction between literal 
meaning and speaker’s meaning in the face of diffi culties posed by innova-
tive, humorous, erroneous, idiosyncratic—in a word, nonstandard—use of 
language. A critical tool is the distinction he draws between  passing theories  
and  prior theories : 

 For the hearer, the prior theory expresses how he is prepared in advance to interpret 

an utterance of the speaker, while the passing theory is how he  does  interpret the 

utterance. For the speaker, the prior theory is what he  believes  the interpreter’s prior 

theory to be, while his passing theory is the theory he  intends  the interpreter to use.  16   

 The distinction makes it possible to distinguish what Davidson calls  fi rst 
meanings , even where idiosyncratic, from  speaker’s meaning , but it spells 
trouble for a combination of views of how communicative ability relates to 
language mastery: 

 The asymptote of agreement and understanding is when passing theories coincide. 

But the passing theory cannot in general correspond to an interpreter’s linguistic 

competence. Not only does it have its changing list of proper names and gerryman-

dered vocabulary, but it includes every successful—i.e., correctly interpreted—use of 

any other word or phrase, no matter how far out of the ordinary.  17   

 Communicative success, on this view, is a matter of transient convergence: 
“knowing a passing theory is only knowing how to interpret a particular ut-
terance on a particular occasion.”  18   If we spell out the nature of semantic com-
petence with reference to knowledge of a truth theory for a language, then 
we cannot also think of that competence as something stable, shared, and 
learned. As Davidson puts it: “We must give up the idea of a clearly defi ned 
shared structure which language-users acquire and then apply to cases.”  19   
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 There is much to attract Rortyans to this view.  20   For our purposes, the 
relevant point is that the paper suggests a shift in what accounts for com-
municative success, and so also in what may be derived from such success. 
As long as we think that actual communicative success attests to a substan-
tive, shared structure, we will be tempted of think of the features of that 
structure as in some sense defi ning the limits of what we are able to say, 
think, or know about the world. This is the real import of the idea of a 
conceptual scheme, and herein lies its connection to a representational-
ist conception of knowledge. By contrast, Davidson’s attack on conceptual 
schemes is important because it helps clear the way past just those assump-
tions that make conceptual schemes a natural and interesting thing to 
imagine. Instead of structures—languages, conceptual systems—Davidson 
moves communicators and their activity into the center of explanation. 
That there are no conceptual schemes means that the linguistic resources 
of communicating agents are by their nature plastic, transformable, and 
adaptable in response to the situations of communication they are de-
ployed in; if we want to say what is special about linguistic communicators, 
we need to consider the skills that support this process. 

 The third-person perspective, as Davidson develops it into a story about 
agents coordinating their responses in a shared world, contributes to a shift 
away from representationalism; instead of asking how it is that the rational 
subject can come to have knowledge of an objective world, Davidson, as 
pragmatists read him, asks how it is that organisms like us coordinate our 
activities into rational, communicating agency. The immediate objection is 
that we are communicating agents precisely because of our knowledge. But 
that is precisely where pragmatists want to stretch philosophical intuition: 
Our hunch is that the concept of knowledge will fall nicely into place, con-
nected to our needs, wants, and interests, once we are allowed to address 
the question of what it is to be a communicating agent without importing 
representationalist assumptions. 

 From this point of view, the charge of verifi cationism seems simply mis-
placed, for this is just the charge that no amount of belaboring how things 
appear to us can get us to how they really are. For the pragmatist, the point 
is to get away from the representationalist vocabulary that sustains the 
idea of this gap, the idea that reality may contrast with our picture of it in 
general, and not just in some particular respect or on some particular oc-
casion. Consider, in this light, the line of objection discussed in section 1, 
that there may be truths not expressible in a particular language, and that 
there may be conceptual variation between speakers exceeding what can 
be captured in the resources of the language of one of them. These protests 
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against Davidson presuppose an idea of communicators working within 
fi xed schemes of concepts or stable languages—communicators with fi xed 
repertoires that limit what they can know or say. But from the pragma-
tist perspective elaborated here, these worries fall away. For the dynamical, 
adaptive nature of interpretation that characterizes successful communica-
tion just is the ability to transcend at any moment the resources depicted 
in the frozen abstraction of a truth theory. This means, too, that although 
successful communicators believe true things about the world, there is no 
picture of the world such that all successful communicators share it; we 
have cut off the ascent (if that is what it is) from the idea of communica-
tion as a practice that puts speakers in touch with each other and the world 
to the idea of a general picture of the world that they all share, even if as 
abstract a picture as a general ontological structure. We can happily take 
ourselves to be in touch with the world, locally and perspectivally, but not 
with a general structure of all such being in touch. 

 Davidson’s “method of truth in metaphysics” is impressive, but it is in 
the end not in itself very damaging to ametaphysical readers of Davidson. 
The real battle concerns how to understand Davidson’s claims about the 
meaning-constituting role of reason, the social nature of thought, and the 
veridicality of belief. If we allow these to be cast in the mode of construc-
tive representationalism, as purported philosophical discoveries about how 
things must be, a route from appearance to reality, then, sure enough, the 
formal semantics of the Davidsonian program is also reinfl ated into repre-
sentationalist ontology, in spite of Davidson’s own view—famously dim—
of the promise of a theoretical notion of representation. However, as I have 
tried to make vivid in the discussion of the idea of a conceptual scheme, 
it is possible to resist this tendency. Instead of reading Davidson through 
the metaphors of representationalism, and as subject to the vocabulary 
that entrenches them, pragmatists will want to read Davidson’s work as a 
contribution to the struggle to break free from those metaphors and that 
vocabulary. If this succeeds, then formal semantics and the “demands of a 
truth theory” will no longer strike us as the way, fi nally, to answer “peren-
nial” philosophical questions about what there is and what we can know. 

 4 Concluding Doubts 

 Metaphysics belongs to metaphysics. That is to say, the pragmatist takes the 
idea of the metaphysical as a category of inquiry as part of the broad project 
of supporting a representational conception of knowledge, of communica-
tion, and of human agency. It belongs, in a word, to the “world-picture” 
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view of knowledge and agents. The central characteristic of this picture is 
to enforce a principled distinction between what we believe or  know , that 
is, our representations, and what we  do , that is, how we act in subjective 
response. The general structure of the world, the ultimate nature of real-
ity, the general categories of being: These are all notions that we deploy, 
typically, to prop up this picture. The pragmatist, by contrast, thinks of all 
knowledge as a form of active, interested engagement with the world, not 
as a matter of peeling away the distorting infl uence of interest from recep-
tive representational capacities. 

 The challenge I have addressed here is that this supporting idea of meta-
physics, that there is such a general picture, is one to which Davidson 
appears explicitly to suscribe. This is also what informs the metaphysical 
readings of his work. From this perspective, Davidson’s contribution is two-
fold: He provides a view of meaning that entails bold and striking claims 
about the relation between our beliefs and those of others, and between 
our shared picture of the world and the world itself. This, in turn, supports 
the elaboration of a specifi c way, encapsulated in “The Method of Truth 
in Metaphysics,” to determine the large features of our shared picture—
where, so to speak, its joints lie. However, I have suggested, metaphysical 
success is at best conditional; Davidson’s account gets us across the gap be-
tween subjective appearance and objective reality only by diminishing it. 

 From the pragmatist side, things look different. Verifi cationism is what 
antirepresentationlism looks like when viewed through metaphysical spec-
tacles. This is not a mandatory prescription. One fi nds support for the 
“world-picture” view in Davidson principally by taking communication to 
depend on a system of learned regularities that delineate not just a lan-
guage, but also what a speaker is capable of thinking and uttering—on the 
idea of the mind as a structured system of propositions forming what we 
might call a global outlook. This image of mind as, for philosophical pur-
poses, a set of propositions adding up to a picture of reality tempts one to 
read Davidson’s refl ections on conceptual schemes as pertaining to the rela-
tion between how things appear to us to be and how they actually are. But 
there are clear indications in Davidson’s writings, most strikingly present in 
“A Nice Derangement of Epitaphs,” of a different view, one that rejects the 
idea of a global outlook and challenges the representationalist roots of that 
notion. On this alternative, pragmatist view, we place the dynamic nature 
of actual communicative encounters at the center of our account. We see 
the idiolects specifi ed by truth theories as idealized moments, abstracted 
out of the dynamic process of collaborative interaction that is communica-
tion, and not as an actual picture of a temporary mind from which a global 



 Method and Metaphysics  143

view of things may be extracted. We emphasize the capacity for adaptation 
and change, the historicity of meaning, the contextual and shifting nature 
of communication-supporting agreement, and the ubiquitous sensitivity 
(and resulting malleability) of concepts to practical interest. On this view, 
that communicators on the whole interact knowledgeably in the world 
does not mean that there is some general picture to be uncovered that they 
must all share. We are all knowledgeable about the world, but there is no 
particular general picture we must have in common, no master constraints 
to which we are all subject. 

 What, then, are we to say of Davidson’s method of truth in metaphys-
ics? Using the structure of a truth theory to say something about the most 
general categories of ontology—there are objects, there are events—David-
son purports, sure enough, to display general features of reality. He writes: 

 Metaphysics has generality as an aim; the method of truth expresses that demand 

by requiring a theory that touches all the bases. Thus the problems of metaphys-

ics, while neither solved nor replaced, come to be seen as the problems of all good 

theory building. We want a theory . . . that accounts for the facts about how our lan-

guage works. What those facts are may remain somewhat in dispute, as will certainly 

the wisdom of various trade-offs between simplicity and clarity. These questions will 

be, I do not doubt, the old questions of metaphysics in new dress. But the new dress 

is in many ways an attractive one.  21   

 The pragmatist, as we have seen, has no reason to recoil from aspirations 
to explanatory generality per se. The pragmatist’s skepticism toward meta-
physics is that the historical project of epistemology is representational-
ist in nature, fostering the regulative idea of a chief vocabulary, a scale, a 
hierarchy of forms of description, a hierarchy that may be discovered, that 
would be independently authoritative, and fi nal. Pragmatists go after this 
ideal whenever and wherever they fi nd it, because, we think, it sells human 
freedom short. We think this, though, not because we imagine, frivolously, 
that our freedom is fostered by our ignoring reality. We don’t doubt that 
the world constrains us in intransigent ways. What we doubt is the fruit-
fulness of the pursuit of a fi nal, independently authoritative account of 
the general structure of such constraint. That project, we claim, turns its 
back on cultural politics; it sells freedom short by diminishing our active 
participation in, and thus our willingness and ability to take responsibility 
for, any particular rendering of our relations to the world, to each other, 
and to ourselves. The ascent to explanatory generality by itself, however, 
need have no such effect—once it is decoupled from the representational-
ist framework, from the idea that we are specifying features of global out-
looks, features that must be true of any such. There may be, as Davidson 



144  Bjørn Ramberg 

acknowledges, many lines of ascent to generality, different ways of specify-
ing structure—what we must turn our backs on is the idea that they will 
take us from what merely appears to us to be so to what is really real. 

 It is, then, the penultimate sentence in the quotation above from which 
the pragmatist should dissent. The questions raised by the semantic exploi-
tation of truth-theoretic structure are indeed different questions—when 
they are liberated from representationalist epistemology and no longer 
serve those purposes that make the pragmatist stand against metaphysics. 
Should we then say that Davidson’s self-proclaimed pursuit of metaphysics 
isn’t really metaphysics after all, that he misdescribes his own most useful 
contribution? We might be stuck with this option, as an expression of mi-
nority protest, if representationalist thinking prevails and remains the lens 
through which Davidson’s contributions are generally assessed. For in this 
case, the best we can hope for is to continue taking swipes at metaphys-
ics, using whatever resources are to hand. Then again, perhaps Davidson’s 
own sense that a major shift is occurring in philosophical intuitions about 
what it is to be a communicating agent in the world will turn out to have 
been prescient.  22   Perhaps the “world-picture” view is fading. In that case, 
it won’t matter very much how Davidson describes his contribution, and 
the hopeful thing to say will be that metaphysics did not belong to meta-
physics after all. 
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   II   On Interpretation and Understanding 





 In his acceptance speech for the Stuttgart Hegel prize, Donald Davidson 
welcomes the “remarkable rapprochement”  1   he sees emerging between 
analytic and continental thought, to which he contributes two essays on 
the preeminent continental philosopher of interpretation, Hans-Georg Ga-
damer.  2   His respect for Gadamer’s work, as well as the fact that both phi-
losophers work on the problem of how to understand others in the absence 
of a common language or set of assumptions, hold out the promise of a 
felicitous encounter between top-notch thinkers from the two camps. This 
looks to be a particularly auspicious opportunity for a “free exchange of 
ideas drawn from philosophical cultures that until recently often seemed 
so disparate as to preclude productive conversation,”  3   an exchange that 
can replace earlier encounters such as Carnap’s dismissal of Heidegger,  4   or 
Searle and Derrida’s brawl. Although the Davidson–Gadamer affair is in-
deed happily lacking in acrimony, neither does it yield mutual understand-
ing or learning. 

 In this essay I want to perform a kind of “autopsy” on what could have 
been a productive dialogue between two of the twentieth century’s great-
est philosophers of interpretation as well as a breakthrough in analytic–
continental relations. I will show how Davidson misreads Gadamer, largely 
because of his incorrect assumption that they share the same understand-
ing of dialogue. I will then demonstrate that although his early work is 
quite distant from Gadamer, Davidson developed a much closer view of 
interpretation toward the end of his career. I will conclude by refl ecting 
on the lessons we can draw from this encounter for analytic–continental 
dialogue in general. 

   Based on a rather narrow selection of Gadamer’s writings,  5   Davidson views 
Gadamer’s inquiry into the conditions for having a world  6   as an analysis of 
“the foundation of the possibility of objective thought,”  7   which concludes 

  9   Davidson’s Reading of Gadamer:   Triangulation, 

Conversation, and the Analytic–Continental Divide 

 Lee Braver 
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“that it is only in interpersonal communication that there can be thought, 
a grasping of the fact of an objective, that is, a shared, world.”  8   Davidson’s 
own theory of triangulation addresses this problem by illuminating the 
way humans move from merely reacting differentially to stimuli—recoil-
ing from fi re while seeking out berries—to being able to think about them. 
Thought requires the metabelief that I am holding a belief, since this entails 
that the world might not be as I think it is, thus producing the notion of a 
world separate from my opinions, that is, the idea of objectivity.  9   Davidson 
argues that an individual left to her own devices could not achieve this 
awareness.  10   Only another person’s disagreement with my views pierces my 
solipsistic-idealist shell to put me in touch with an objective world that 
extends beyond my view. Such disagreement forms “the entering wedge 
for correction and the dawning of a sense of an independent reality.”  11   One 
cannot simply reach out and grasp external reality for Davidson;  12   the con-
cept of objectivity only emerges from interpersonal divergence. 

 Gadamer’s claim that dialogue is the condition of objective thought 
leads Davidson to conclude that Gadamer holds a very similar view,  13   and 
his triangulation does in fact have much in common with Gadamer’s anal-
ysis of conversation, just not in the way that Davidson thinks. Drawing 
heavily on Heidegger’s “fore-structures” of understanding,  14   themselves de-
scendants of Kant’s transcendental forms and concepts,  15   Gadamer argues 
that “all understanding inevitably involves some prejudice,”  16   that is, a set 
of orienting expectations and concepts that organize our thought. These 
“fundamental, enabling prejudices”  17   are necessary conditions of knowl-
edge and experience; but, if allowed to ossify, they become a Procrustean 
bed, leading us to interpret everything in our own terms and assimilate 
anything new or surprising to what we already believe. Like other conti-
nental thinkers such as Levinas, Derrida, Foucault, and Lyotard, Gadamer 
warns of “the danger of ‘appropriating’ the other person in one’s own un-
derstanding and thereby failing to recognize his or her otherness.”  18   David-
son’s early analysis of interpretation commits precisely this hermeneutic 
error, since his initial version of the principle of charity requires us to in-
terpret others as overwhelmingly like ourselves.  19   I will discuss this further 
below. 

 These two interpretive projects are quite similar in broad outline. Both 
analyze the way we escape an initial state of naive self-confi rmation, ex-
plaining (in Gadamer’s terms) “how we can break the spell of our own fore-
meanings.”  20   Both fi nd the solution in the meta-awareness of judgments 
as judgments rather than immediate and absolute truths: “foregrounding 
a prejudice clearly requires suspending its validity for us. For as long as our 
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mind is infl uenced by a prejudice, we do not consider it a judgment.”  21   We 
cannot simply shed our preconceptions by fi at; nor can we compare them 
with reality itself,  22   since they structure any such comparison. Like David-
son, Gadamer argues that challenges from other points of view are what 
make us aware that we too inhabit a perspective. “It is impossible to make 
ourselves aware of a prejudice while it is constantly operating unnoticed, 
but only when it is, so to speak, provoked.”  23   Just as the dogmatic wearer 
of Kant’s pink sunglasses thinks the world pink, so prejudices appear to be 
objective truth to the naive, neither questionable nor in need of question-
ing. It is only when they actually get questioned that they show up as judg-
ments rather than simply the truth. Engaging someone who lacks them, in 
other words, shows us that we have them. Objectivity dawns—“the real-
ity beyond every individual consciousness becomes visible”  24  —rendering 
prejudices susceptible to refi nement or rejection. Davidson fi nds a version 
of his own notion of triangulation in Gadamer’s claim that encountering 
the world occurs in language which, in turn, “has its true being only in 
dialogue.”  25   Davidson lectures Gadamer that “we can never assume we 
mean the same thing by our words that our partners in discussion mean,”  26   
but this is precisely what he does in assimilating Gadamer’s work to his 
own without carefully examining how their notions of dialogue differ. 

 Following Quine, Davidson argues from the claim that all linguistic 
meaning must take place in overt behavior and thus be publicly available (as 
opposed to reposing in the privacy of one’s mind)  27   to the idea that mean-
ing must be entirely derivable from observable phenomena.  28   This means 
that in principle, a person radically ignorant of another’s language must be 
able to understand her solely on the basis of her utterances and observable 
behavior; after all, in the absence of telepathy, this is what we are doing all 
the time. The features highlighted by Quine’s famous thought experiment 
of translating a tribe’s language upon fi rst contact are actually present in 
all communication: “all understanding of the speech of another involves 
radical interpretation.”  29   When Davidson turns to on the idea of triangu-
lation in his later work, he incorporates radical interpretation into it.  30   

 Radical interpretation’s bracketing of all background knowledge and 
assumptions makes two supplementary sources of information essential. 
First, the interpreter needs to observe the speaker interacting with her en-
vironment in order to link her occasion sentences to events and objects,  31   
for example, to see what triggers the utterance “Gavagai.” Second, he must 
be able to test meaning hypotheses on the speaker, for example, by point-
ing to various objects and asking “Gavagai?” The fact that this information 
can only be gathered from face-to-face encounters gives direct interactions 
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an essential primacy, placing writing at an insurmountable disadvantage.  32   
Reading a text deprives the interpreter of both forms of supplemental in-
formation required by radical interpretation, rendering texts incapable of 
being triangulation partners: “writing deviates startlingly from the original 
triangle. . . . The interaction between perceiving creatures that is the foun-
dation of communication is lost.”  33   When Davidson talks about dialogue, 
he means spoken interactions. 

 For Gadamer, on the other hand, conversations serve as the model for 
understanding in general, applying to reading texts just as much as to talk-
ing with living participants:  34   “it is more than a metaphor . . . to describe 
the task of hermeneutics as entering into dialogue with the text.”  35   Writing 
even enjoys a certain priority.  36   Because preconceptions guide an entire cul-
ture in a historical period, like Hegel’s  Zeitgeist  or Heidegger’s epochal un-
derstandings of Being, our contemporaries are much less likely to confront 
us with the genuinely challenging perspectives that expand our horizons 
than interlocutors from other time periods: “we are continually having to 
test all our prejudices. An important part of this testing occurs in encoun-
tering the past.”  37   Because we need signifi cantly divergent views in order 
to provoke the meta-awareness of our own judgments, past works often 
provide more fruitful conversations than face-to-face discussions with con-
temporaries. Pursuing the same goal, Davidson and Gadamer hit on dia-
metrically opposed strategies. 

 Although this disagreement about the medium of conversation may ap-
pear trivial, it actually leads to a crucial difference between the two philoso-
phers’ systems. Triangulation charts the transformation of merely reacting 
creatures into a community of rational agents equipped with the same on-
tology and basic concepts.  38   This transition is tremendously important, of 
course, but it marks the sole substantive step of intellectual evolution for 
Davidson, at least in his earlier work. To be a rational agent capable of 
communicating with others at all, one must grasp the same fundamental 
structure of reality and share almost all the same beliefs.  39   This reduces 
all cognitive differences between cultures and times to a matter of mar-
ginally disparate distributions of truth conditions. Richard Rorty puts the 
point well: 

 For Davidson, everybody has always talked about mostly real things, and has made 

mostly true statements. The only difference between primitive animists and us, or us 

and the Galactics, is that the latecomers can make a few extra true statements which 

their ancestors did not know how to make (and avoid a few falsehoods). . . . A mas-

sive amount of true belief and successful picking-out was already in place when the 
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fi rst Neanderthal went metalinguistic and found words in which to explain to her 

mate that one of his beliefs was false.  40   

 Since rational beings must identify basically the same referents in basically 
the same ways for communication to work at all, there can be no deep dif-
ferences between people, cultures, or eras. 

 Such wide-ranging homogeneity means that we can only receive rela-
tively superfi cial corrections from others. A wide enough divergence blows 
the fuse of mutual understanding, requiring me to doubt the accuracy of 
my translation or the rationality of my interlocutor. However, triangula-
tion correlates objectivity with intersubjectivity.  41   The diversity of and dis-
tance between the perspectives brought to bear on the world determine 
the breadth of the reality revealed, as suggested by Davidson’s metaphor 
of multiple spatial points of view “infl ating” an object that had appeared 
two-dimensional to a single immobile observer.  42   Ruling out texts as trian-
gulation partners limits us to conversations with contemporaries who, if 
Gadamer is right, share our basic perspective. This restriction dramatically 
limits the range of possible disagreements that can challenge interpreters, 
which in turn restricts the prejudices or judgments we can become aware of 
and so reject or refi ne, which thus places a severe limit on the dimensions 
the world can show us. 

 Gadamer agrees with Davidson that “a community of minds” is the “ul-
timate standard”  43   of knowledge instead of comparisons with reality-in-
itself; allowing texts to be conversational partners, however, vastly expands 
this community, turning the canon into “a conversation going on through 
the ages.”  44   In a sense, Gadamerian conversation inserts entire cultures into 
the position held by individuals in Davidsonian triangulation so that, in a 
Hegelian–Popperian spirit (to make an unorthodox joining), the “conjec-
tures and refutations” issuing from the broader historical community pro-
vide widely divergent perspectives, which creates a much greater expanse 
of objectivity.  45   Bringing voices from the past into the conversation via 
texts exponentially increases the number and variety of corrections avail-
able to us, opening up a correspondingly richer world. Although we will 
almost certainly reject the vast majority of these corrections, they highlight 
our judgments as judgments, which imparts a proportionate sense of the 
world’s independence. Where contemporary interlocutors illuminate the 
causal independence of objects from me, studying Aristotle and Newton 
shows the world to be conceptually independent of Einstein, that is, that 
even our community’s best theories at present do not necessarily coincide 
with reality. Conversing with texts confers the status of metabelief on wide 
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swaths of our beliefs, including the single ontology Davidson insists on.  46   
Whereas Davidson concludes that “rationality is a social trait,”  47   Gadamer 
takes this a step further to claim that reason is historical. 

   Although his earlier work is quite distant from Gadamer, Davidson’s later 
thought develops a much more compatible conception of interpretation, 
beginning with his “improvement”  48   of the principle of charity.  49   Whereas 
the principle originally required the interpreter to render as many of the 
speaker’s beliefs true by the interpreter’s own lights as possible, the new 
version of charity “prompts the interpreter to maximize the intelligibility 
of the speaker, not sameness of belief.”  50   Interpreters are now allowed to 
attribute many false beliefs to the speaker as long as they can explain why 
she holds them. A speaker’s dissent to the query “Gavagai?” in the presence 
of a rabbit undermines neither the hypothesis that “Gavagai” means rabbit 
nor the speaker’s competence if her view of the rabbit is blocked. 

 The second part of this development is Davidson’s conclusion that per-
ception is theory laden, which means that what people perceive varies with 
what they know and believe, even when viewing the same object. 

 There is no reason to think all perceptual sentences [i.e., “sentences directly tied 

to perception”] are simple, or that they are the same for everyone. Not necessarily 

simple, since some of us learn to know directly, just by looking at the glass, that 

stormy weather is ahead. . . . And not the same for everyone. Some people don’t per-

ceive that stormy weather ahead because they haven’t learned to read a barometer.  51   

 This idea weakens the radical interpreter’s ability to connect a speaker’s ut-
terances with the environment, since ascertaining what exactly the speaker 
is seeing and responding to is no longer a simple matter; when she looks 
at the barometer, does she see a piece of glass or storms a-brewin’? Radical 
ignorance prohibits interpreters from relying on any knowledge beyond 
the utterances emitted by the speaker in reaction to her environment, but 
this only works if I know how the speaker perceives her environment. This 
relative transparency was enabled by my sharing her ontology; this is why 
Davidson fi nds that Quine’s allowance of alternative ontologies renders 
radical interpretation impossible. If people can see entirely different things 
when looking at the same object, then “interpretation must take into ac-
count probable errors due to bad positioning, defi cient sensory apparatus, 
and  differences in background knowledge .”  52   The factors that can infl uence 
a speaker’s perceptions and beliefs, and so must be taken into account in 
interpreting her according to the improved principle of charity, range from 
her access to empirical data (can she get a good look at the rabbit?) to what 
she knows and believes (is she a lagomorphologist? A rabbit-worshipper?), 
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conditions that, as David Lewis argues, eventually lead to the speaker’s en-
tire “life history of evidence and training.”  53   

 This is where history and culture could enter Davidson’s system. The 
improved principle of charity, combined with the idea that perception is 
theory laden, requires us to investigate the speaker’s views in order to un-
derstand why she believes what she does, and the range of views available 
and plausible to her is largely determined by her community and time 
period. Instead of assuming a single ontology common to both speaker 
and interpreter that synchronizes perceptions to the point that the mere 
observation of interactions suffi ces for understanding, these ideas make 
the examination of a speaker’s time and culture a necessary element of 
interpretation. This is just the kind of research that Gadamer’s interpreter 
resorts to when puzzled by an author’s statements. 

 The real problem of understanding obviously arises when, in the endeavor to under-

stand the content of what is said, the refl ective question arises: how did he come to 

such an opinion? For this kind of a question reveals an alienness that . . . signifi es a 

renunciation of shared meaning. . . . The breakdown of the immediate understand-

ing of things in their truth is the motive for the detour into history.  54   

 Both thinkers could agree that, motivated by charity, we need to study the 
speaker or author’s historical context to see how she arrives at claims that 
appear obviously false to us. 

 This also allows Davidson’s later thought to accommodate greater con-
ceptual variety and change than his earlier work. Continuing his famous 
early assault on multiple conceptual schemes (although his rejection of 
multiple conceptual schemes originally entailed the incoherence of the 
very idea, his later work does not shy away from the idea), Davidson gener-
ally maintains that all mature triangulated humans capture the same real-
ity with the same concepts. His late writings, however, are peppered with 
discussions of fully competent language-users acquiring new concepts,  55   an 
ongoing development that imparts a “dynamic fl ow”  56   to our web of belief. 
He does quarantine these mutable concepts in the 

 suburbs of the core. Their addition may in some cases put a strain on how the words 

in the central core are understood by those who lack the suburb, but generally not 

enough to hinder communication. It was not my idea that every new word or con-

cept produced a new conceptual scheme. The scheme is the core we all share.  57   

 All rational beings possess this core scheme of fundamental organizing 
concepts, while semantic drift is kept safely within the gated communities 
of the suburbs. The problem is that Davidson’s rejection of the analytic–
synthetic distinction and his holism make it impossible to construct such 
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a rigid barrier between a language’s core and periphery. Granting that most 
new concepts barely jostle the network,  58   history demonstrates the impos-
sibility of predicting which changes may prove revolutionary. In a holistic 
network of concepts, core and periphery can merge over time or even trade 
places, like Wittgenstein’s river and riverbed.  59   

 In these later writings Davidson describes a triangulation that is not a 
single event which imprints the same ontology onto everyone upon wak-
ing to the world, but instead forms a continuing enterprise with varying 
degrees of sophistication. The low end is one’s fi rst initiation into ratio-
nality and objectivity  60   that had originally exhausted the entire process. 
The high end is an “ongoing process” that employs “linguistic and cultural 
institutions” to “[melt] down” and reshape  61   concepts. Since these insti-
tutions and the background knowledge that informs perception vary his-
torically, concepts can change profoundly. Corrections and thus learning 
can progress indefi nitely with no expectation of a fi nal answer. Davidson 
criticizes the idea of epistemic truth—that is, that what we are warranted 
in asserting must be true of the world—because it would “reduce reality to 
so much less than we believe there is.”  62   Interestingly, this is just how Ga-
damer objects to Hegel’s positing of a fi nal conclusion to our inquiry into 
reality. Gadamer prefers what Hegel maligns as “bad infi nity,” meaning 
that our understanding and discovery just keep going: 

 Experience is initially always experience of negation: something is not what we sup-

posed it to be. . . . The nature of experience is conceived in terms of something that 

surpasses it. . . . The truth of experience always implies an orientation toward new 

experience. . . . The dialectic of experience has its proper fulfi llment not in defi nitive 

knowledge but in the openness to experience.  63   

 Here we have the elements of Davidsonian triangulation—corrections 
leading to the sense of independent reality—to which Gadamer adds the 
idea that it is always possible to learn not just new truths but new kinds of 
truths. 

 This endless horizon of discovery results largely from the participation 
of texts in our conversation. The vast expansion of the corrections avail-
able to us opens up a much richer and more dynamic sense of objectivity; 
the “highway of despair” behind us keeps us from assuming that we have 
hit upon the fi nal analysis of reality once and for all. 

 We live in what has been handed down to us. . . . It is  the world itself  which is com-

municatively experienced and continuously entrusted to us as an always open-ended 

task. It is never the world as it was on its fi rst day but as it has come down to us.  64   
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 Since tradition will keep going, the world will continue unfolding new di-
mensions; what we believe there is does not exhaust what there is. This 
ever-present possibility of surprise is essential to Gadamer’s sense of objec-
tivity; to believe otherwise is to commit the mistake Davidson attributes to 
epistemic truth: It is to reduce reality to what we know of it.  65   

 Davidson intertwines his reading of Gadamer with a “renewed interest 
in Plato,”  66   since, like Gadamer, Davidson fi nds the paradigm of ongoing 
triangulation in 

 the Socratic elenchus as a crucible in which some of our most important words, 

and the concepts they express, are tested, melted down, reshaped, and given a new 

edge. It is a microcosm of the ongoing process of language formation itself, though 

a sophisticated and self-conscious microcosm which takes advantage of rich and 

complex linguistic and cultural institutions already in existence.  67   

 Ironically, although Davidson agrees with Plato that writings cannot en-
gage in the stimulating “process of question and answer,” “thus elimi-
nating the interaction of minds in which words can be bent to new uses 
and ideas progressively shaped,”  68   his inspiration to modify triangulation 
comes from some of the oldest texts in the canon. 

 Davidson’s reading of Gadamer is an extraordinarily refl exive moment 
in the history of philosophy: two thinkers who work on the problem of 
communicating without a shared language, concepts, or assumptions 
strive to understand each other in precisely such a situation. I have tried to 
show that, starting with his reform of the principle of charity and commit-
ment to theory-laden perception, Davidson develops a form of triangula-
tion different from his early thoughts on interpretation but rather close to 
Gadamer’s. Unfortunately, his reading of Gadamer enacts the earlier form 
of interpretation. He quickly assumes that Gadamer is using terms such as 
“language,” “world,” and “dialogue” the same way he does, a strategy that 
only works if speakers are as epistemologically homogeneous as his early 
views on radical interpretation had it: “the radical interpreter . . . can as-
sume he and [his informants] share most basic concepts. Thus a fi rst guess 
is apt to be right, though there can be no assurance of this.”  69   When he 
fi nds Gadamer disagreeing with him, he merely lists these differences along 
with why Gadamer is wrong instead of trying to understand why Gadamer 
holds these views, as demanded by the improved principle of charity. 
Even Davidson’s willingness to write on Gadamer without a solid grasp of 
his work, while motivated by good intentions, refl ects radical interpreta-
tion’s misguided confi dence. If, as Davidson claims in his later work, “the 
identity of a thought cannot be divorced from its place in the logical net-
work of other thoughts,”  70   then he needed to master considerably more 
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of Gadamer’s “network” before he could grasp any specifi c ideas. In his 
response to Davidson’s paper, Gadamer evinces hermeneutic modesty by 
limiting himself to “a few marginal comments.”  71   

 Hermeneutics emphasizes texts because they preserve a reservoir of alien 
perspectives. Reading texts from the past is paradigmatic of hermeneutics 
because they are prime instances of the exegetical diffi culties that form the 
discipline’s true province, which occur in any attempt to converse across 
cultures.  72   

 Interpretive distance does not always have to be historical distance. . . . Even in si-

multaneity, distance can function as an important hermeneutical element; for ex-

ample, in the encounter between persons who try to fi nd a common ground in 

conversation, and also in the encounter with persons who speak an alien language 

or live in an alien culture. Every encounter of this kind allows us to become con-

scious of our own preconceptions in matters which seemed so self-evident to one-

self that one could not even notice one’s naïve process of assuming that the other 

person’s conception was the same as one’s own, an assumption which generates 

misunderstanding.  73   

 The benefi ts of confronting alien traditions suggest that philosophy’s pres-
ent division between two camps who share few assumptions, infl uences, 
and terms actually presents a tremendous opportunity, if we could gener-
ate the right kind of dialogue between them. The failure of the Davidson–
Gadamer encounter indicates two conditions for a productive exchange. 

 First, bridging this gap requires an attitude of hermeneutic humility 
and charity. Each side must begin with the guiding assumption—always 
subject to disproof, of course—that the other tradition has something to 
teach them, that its members might have insights that have eluded their 
own. This not only aids understanding but justifi es the endeavor in the fi rst 
place; why go to such lengths just to discover false ideas or to learn what we 
already know? The expectation that the other has something to teach us is 
Gadamer’s version of charity, which forms the necessary beginning point 
for all interpretation. Hermeneuticism’s “modesty consists in the fact that 
for it there is no higher principle than this: holding oneself open to the 
conversation. This means, however, constantly recognizing in advance the 
possibility that your partner is right.”  74   

 The second necessary factor, which I suspect has been the dominant 
obstacle heretofore, is a signifi cant knowledge of the other side. Narrow 
familiarity leads to premature dismissal or identifi cation, which I have tried 
to show occurred in Davidson’s reading of Gadamer. In particular, each 
participant must be sensitive to the subtle differences in how the other side 
frames issues. Bjørn Ramberg makes this point well in a paper on Davidson 
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and Gadamer: “the commensuration of different philosophical perspec-
tives is achieved, if at all, only slowly, by virtue of sensitive work. . . . Much 
of the effort consists precisely in not taking the identity of key concepts 
for granted.”  75   There have to be suffi cient commensurable topics and vo-
cabulary for the conversation to succeed, as Davidson insists, but this must 
always be balanced by taking great care to preserve the interlocutor’s par-
ticular way of thinking. This is both a matter of respect and the only way 
one can actually learn from an alien tradition. Davidson’s thought was 
developing toward this view of interpretation but, despite good intentions, 
his reading of Gadamer does not live up to it; and so it takes its place as 
another misfi red attempt at analytic–continental dialogue.  76   
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 1 Introduction and Historical Background 

 In 1997, in the Library of Living Philosophers volume dedicated to the 
work of Gadamer, Davidson contributes an essay in which he writes of his 
own intellectual development: “I . . . have . . . arrived in Gadamer’s intel-
lectual neighborhood.”  1   In this late essay Davidson does not elaborate on 
what he means by this, though by way of conclusion he does mention 
very briefl y what he takes to be some differences. In this essay I explore 
this neighborhood—what the neighborhood looks like and how these two 
neighbors agree and disagree. It would be interesting to consider how they 
came to fi nd themselves in the same neighborhood, since the traditions 
of philosophical discourse within which they developed their respective 
positions are so remarkably different; but I cannot pursue the question of 
the development of their respective positions here. The most important 
thinker for Davidson is Quine; for Gadamer, Heidegger. Gadamer gives no 
indication of ever having read Davidson until late in life.  2   Davidson tells 
us that he read Gadamer’s habilitation thesis on Plato’s  Philebus  in the late 
1930s, that he was “impressed” with the work, and that he “unfortunately 
learned very little from Gadamer.”  3   Davidson’s subsequent, but brief, work 
on Plato was most infl uenced by Gregory Vlastos. Apparently only very 
late in his life did Davidson read any more of Gadamer. He then discovered 
their proximity—a neighborhood arrived at by very different routes. 

 Four basic agreements stand out: (1) that all understanding is linguistic; 
(2) that all understanding is interpretive; (3) that the principle of charity 
is a necessary principle of interpretation; and (4) that we should reject the 
distinction of scheme–content (or worldview–world). Much is implicated 
in these four agreed upon commitments. For both philosophers the con-
cept of truth is important but the concept of reference is not. Both are 
realists and holists (though Davidson importantly qualifi es his realism in 
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the Dewey lectures of 1990—see below). Both have critics who fi nd that 
it is impossible to be both a realist and a holist and consider the holism 
and coherentism to trump the realism such that, in the end, Davidson 
and Gadamer should be considered, according to these critics, linguistic 
idealists and relativists, though neither considered himself to be such. The 
consideration of these questions leads us to consider the ontological, epis-
temological, and transcendental status of their arguments. This essay looks 
also at Davidson’s statement of his disagreement with Gadamer, namely, 
that dialogue does not presuppose a common language, nor does it create 
it. This requires us to look more carefully at their respective concepts of 
language. The essay concludes with a suggestion of a Gadamerian critique 
of Davidson and a consideration of John McDowell’s and Charles Taylor’s 
advocacy of Gadamer in relation to Davidson. 

 2 Gadamer’s and Davidson’s Agreements 

 In his essay about Gadamer, Davidson cites Gadamer’s main work,  Truth 
and Method , where Gadamer states that “all understanding is interpreta-
tion,” and he indicates his agreement with Gadamer.  4   There are important 
similarities in their respective notions of interpretation. For one, nei-
ther believes that interpretation should be considered an algorithmic or 
machine-like process. The very title of Gadamer’s main work on interpreta-
tion,  Truth and Method , ironically suggests a disjunction, not a conjunction. 
Truth is our concern in interpretation, but method does not provide it. 
Gadamer concludes the work with a distinction of method and discipline: 
“Rather, what the tool of method does not achieve must—and really can—
be achieved by a discipline of questioning and inquiring, a discipline that 
guarantees truth.”  5   Davidson writes that “any hope of a universal method 
of interpretation must be abandoned.”  6   Elsewhere he explicitly rejects any 
machine-like construal of interpretation: “For we have discovered . . . no 
portable interpreting machine set to grind out the meaning of an arbitrary 
utterance”; we need “wit, luck, and wisdom . . . rules of thumb.”  7   

 Another important similarity with regard to interpretation is the prin-
ciple of charity. Davidson argues, in his much-cited essay “On the Very Idea 
of a Conceptual Scheme,” that for there to be meaningful disagreement, 
there must be “ some  foundation—in agreement.”  8   If our apparent differ-
ences are due to our working within different conceptual schemes, then we 
are not really disagreeing with one another but simply operating according 
to different schemes—in other words, living in different worlds. For us to 
disagree, we must be in the same world, disagreeing about the same thing. 



 In Gadamer’s Neighborhood  169

That is, there has to be background agreement that it is the same thing 
about which we are in disagreement. Gadamer makes a similar claim when 
he writes: “we do not fi rst decide to agree but are always already in agree-
ment, as Aristotle showed.”  9   A corollary of this necessary presumption of 
agreement is the presumption in disagreement that the other may be right. 
This Davidson calls the principle of charity for any interpretation: “Charity 
is forced on us; whether we like it or not, if we want to understand oth-
ers, we must count them right in most matters.”  10   A similar principle of 
hermeneutics is found throughout Gadamer’s writings. In “Text and Inter-
pretation” Gadamer refers to it as the “good will” toward the other: “Both 
partners must have the good will to try to understand one another.”  11   Else-
where Gadamer writes that we should always enter a conversation or take 
up a text with the presumption that the other may be right.  12   Accordingly, 
I have elsewhere called Gadamer’s hermeneutics a hermeneutics of trust.  13   
But neither Gadamer’s trust nor Davidson’s charity requires that we believe 
that the other is simply right, only that the other  may  be right. 

 Not only is understanding interpretive and charitable, it is linguistic 
as well. Gadamer writes, “all interpretation takes place in the medium of 
language.”  14   He writes further that “Being that can be understood is lan-
guage.”  15   With this, too, Davidson agrees. The hermeneutic and the linguis-
tic turns for them are one and the same. But remarkably, the interpretive 
and linguistic character of understanding does not mean that one under-
stands via a conceptual scheme (Davidson) or a worldview (Gadamer).  16   
Accordingly, they both reject the relativism of schemes or worldviews. This 
rejection of the scheme–content distinction is closely related to the dis-
cussion of the necessary presumption of a background agreement, stated 
briefl y above. 

 3 Truth and Representation: An Apparent Contradiction 

 Claims (1) and (2), that all understanding is linguistic and interpretive, 
seem for many readers of Davidson and Gadamer to contradict claim (4), 
that we should reject the scheme–content (worldview–world) distinction. 
Such readers either reject their position as incoherent or reconstrue them 
as holding the fi rst claim but not the third. This fairly standard view of the 
matter may be simply stated as follows. If all understanding of the world is 
an interpretation of the world, then what we have is an interpretation of 
the world and not the world itself. The world is made up of physical things 
and, arguably, nonphysical things. Our grasp of the world in the under-
standing is, according to Gadamer and Davidson, in language. Language 
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is not one of the things in the world. Language resides in the subject. It is 
the way we take up the things of the world. Different languages interpret 
the world differently. One can go on to distinguish concepts from ordinary 
language and to consider various conceptual frames within which we view 
the world; but this adds little to the essential picture. An assumption of this 
way of taking Davidson and/or Gadamer is that language (or a conceptual 
scheme) provides a kind of screen or fi lter that the subject sits behind and 
cannot thereby say what is on the other side of the screen but only what 
appears to him or her on the subject side of the screen.  17   This way of think-
ing is characteristic not only of much of modern and contemporary philos-
ophy but has become “common sense” in the global village. 

 This sketch is, of course, a simplifi ed version of Kant and his distinction 
between appearances and things in themselves. For Kant, we cannot know 
things as they are in themselves; we can only know the appearances of 
things. However much talk about the thing in itself or things in themselves 
makes post-Kantian philosophers uncomfortable, the prominence of this 
way of understanding language and, accordingly, understanding Davidson 
and Gadamer attests to how much contemporary philosophy remains neo-
Kantian. Davidson and Gadamer, as we shall see, reject this view. Both see 
such a view as a logical outcome of the starting point of Descartes, who 
begins by assuming that, though the external world is dubitable, the inter-
nal world of the subject is indubitable. With the latter, we begin our ascent 
to truth. 

 Another useful way to state this concisely is to say that, for Descartes 
and much of modern and contemporary philosophy, what we have is a 
representation of the world. And that is all we have. There is no way for us 
to answer the question as to whether our representations are accurate or 
true about the world. We cannot compare our representations to the world, 
for all we have are representations. There is no stepping out of conscious-
ness to compare the representations of consciousness with that which they 
presumably represent. In Davidson’s words, “Once the Cartesian starting 
point has been chosen, there is no saying what the evidence is evidence for, 
or so it seems. Idealism, reductionist forms of empiricism, and skepticism 
loom.”  18   Hume’s recognition of this conundrum led him to academic skep-
ticism and common sense. Kant’s response to the problem is to endorse the 
impossibility of making claims on things in themselves and to suggest a sci-
ence of appearances. The word that Kant uses for the stuff of consciousness 
(Locke’s ideas) is  Vorstellung  (representation). Thus, one way to formulate 
Davidson’s and Gadamer’s neighborhood in a negative phrase is the rejec-
tion of representationalism. 
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 Davidson sometimes uses this term, “representation,” to present or sum-
marize his position. In “The Myth of the Subjective”(1986) he writes: “It is 
good to be rid of representations . . . for it is thinking there are representa-
tions that engenders intimations of relativism.”  19   Here, representations for 
Davidson are the content of the scheme–content duality. The implications 
in ridding ourselves of this way of thinking about things, Davidson says 
in the same essay, are enormous.  20   By this “good riddance” to representa-
tionalism, we rid ourselves at the same time of subjects and objects: “Once 
we take this step, no  objects  will be left.”  21   This essay is entitled “The Myth 
of the Subject” because we will simultaneously be doing away with the 
subject. “Subject” and “object” are correlative terms; you can’t have one 
without the other. The “subject” is where the representation is located. In 
concluding the essay Davidson acknowledges a minimal way in which the 
notion of subjectivity makes some sense, but importantly for Davidson, the 
standards for thought are public. We are, on his account, in “unmediated 
touch” with the things of our experience.  22   

 Gadamer’s position is very like the one just described, though we shall 
see that, at least in some respects, Gadamer more consistently upholds 
the position. In German philosophy the critique of representationalism 
goes back to Hegel. Quite independent of Hegel, Edmund Husserl makes 
a clean break with representationalism as he establishes his phenomeno-
logical method. Gadamer owes much to both these philosophers—perhaps 
more to Husserl. His debt to Husserl is both direct and indirect, through 
Heidegger. Gadamer does not adopt the quasi-technical language of Hus-
serl, but he clearly accepts his concept of intentionality and his critique 
of representationalism. Though our relation to the world is complex and 
multilayered (in which there remains a place for representations of various 
kinds), nonetheless there is an important sense in which we are in direct 
contact with the world according to the phenomenology of Husserl, Hei-
degger, and Gadamer. The Kantian distinction of appearances and things 
in themselves, which Hegel challenged earlier, is similarly rejected by these 
twentieth-century German thinkers. Gadamer writes: “The verbal world in 
which we live is not a barrier that prevents knowledge of being-in-itself but 
fundamentally embraces everything in which our insight can be enlarged 
and deepened.”  23   And further: “In language the reality beyond every indi-
vidual consciousness becomes visible.”  24   

 A consequence that Heidegger and Gadamer drew from this is an ex-
plicit rejection of the language of “subject” and “object.” Like Heidegger, 
Gadamer never talks about the “subject.” Gadamer talks rather about the 
“self” or “consciousness.”  25   Gadamer also never talks about the “object,” 
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except in the special sense in which an item of experience is objectifi ed in a 
particular way—most prominently by the scientifi c method. We do experi-
ence things. Our talk is about something. What it is that our talk is about, 
Gadamer sometimes refers to with the word  Ding  (thing), but more often 
and quite consistently with the word  Sache , which might most simply (but 
perhaps awkwardly) be translated as “the matter at hand.” The philosophi-
cal paternity of  Sache  is again both Hegel and Husserl, quite independent 
of one another. Gadamer addresses this term most directly in a lecture from 
1960, entitled “Die Natur der Sache und die Sprache der Dinge,” which has 
been translated as “The Nature of Things and the Language of Things.”  26   
Note how the English neglects the distinction of  Sache  and  Ding . Gadamer 
points out that  Sache  means, fi rst of all,  causa , in the Roman legal sense of 
“case.” Gadamer fi nds this word and its range of meanings, both historical 
and philosophical, appropriate because he wants to convey that we, for 
the most part, talk about whatever enterprise ( Sache ) with which we are 
engaged. With this term he is at the same time cutting across the theory–
practice distinction. We do not fi nd ourselves, in the fi rst place, in a world 
of scientifi c objects, but in a world with which we are engaged in a variety 
of ways. We fi nd ourselves engaged with things and with others, not over 
against them. 

 But the translators of  Truth and Method  found it impossible to consis-
tently translate  Sache . They have translated it as “thing,” “content,” “sub-
ject,” “subject matter,” and, yes, “object.” The fi rst English edition was 
more egregious in its usage of “object.” Joel Weinsheimer and Donald G. 
Marshall, who revised the translation, did change a number of the occur-
rences of “object” for “ Sache ” to “thing,” or “content,” or “subject matter.” 
But they did not rid the English text of “object” entirely. If one looks at 
the one long and important citation from  Truth and Method  in Davidson’s 
essay on Gadamer, one fi nds the word “object” twice.  27   Both times in the 
German, the word is “ Sache .” As noted in the footnote above, Davidson is 
citing the fi rst edition. The second edition changes the fi rst occurrence to 
“subject matter,” but leaves the second occurrence as “object.” Thus the 
revised text reads that “in a successful conversation they [the partners in a 
conversation] both come under the infl uence of the truth of the object.”  28   
This seems to return us to the paradigm of subject and object and the rep-
resentational truth that the subject might have of the object. But, as I have 
pointed out, Gadamer consistently avoids this term. Davidson, in the essay, 
“The Myth of the Subjective,” writes about the “demise of the subjective,”  29   
and how no objects will be left, if we make the appropriate philosophical 
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turn. Yet in his subsequent writings he continues to write about “objects.” 
Gadamer does not, but the translation betrays this. 

 For Davidson, ridding ourselves of representations is closely connected 
with ridding ourselves of meanings, reference, and the standard version 
of a correspondence theory of truth. A meaning is a kind of stand-in for a 
representation. We can fi nd a similar notion in Gadamer when he writes: 
“Hence hermeneutics has to see through the dogmatism of a ‘meaning-
in-itself’ in exactly the same way critical philosophy has seen through the 
dogmatism of experience.”  30   Though Davidson sometimes uses the word 
“reference” in a positive and ordinary commonsensical way, when he 
writes about dispensing with reference, he is thinking about the irresolv-
able and ultimately needless problem of determining whether one’s repre-
sentation accurately refers to an item in the external world. This, for him, 
is also the problem at the core of the correspondence theory of truth. The 
correspondence theory of truth is implicated in representationalism. Some 
might want to say that correspondence need not be implicated in represen-
tationalism and point to its roots in Aristotle. Davidson usually has little 
to say about Aristotle, but in the posthumously published work  Truth and 
Predication , anticipating just such a remark, he writes: “But Aristotle was 
no correspondence theorist.” He explains that a “serious” correspondence 
theory requires a reference to facts, and that Aristotle “postulates no enti-
ties like facts.”  31   In this specifi c sense, neither does twentieth-century phe-
nomenology, nor Gadamer’s hermeneutics, subscribe to a correspondence 
theory of truth. 

 Both Davidson and Gadamer make use of the analogy of perceptual 
perspectivism to discuss the question of truth and conceptual relativism, 
though the analogy does perhaps more work for Gadamer. Both endorse a 
kind of perspectivism—what Davidson calls a “harmless” relativism.  32   At-
tention to this analogy shows at least three things: (1) that the perspectives 
of any two individuals are inevitably different; (2) that, in principle, we can 
assume the spatial position of the other (though not at the same time); and 
(3) that we share a common world. Davidson writes that “there is at most 
one world.”  33   Gadamer expresses this so: “Thus the world is the common 
ground, trodden by none and recognized by all, uniting all who talk to 
one another.”  34   Commitment to a common world anchors Davidson’s and 
Gadamer’s realism (such as it is) and their rejection of stronger and harm-
ful sorts of conceptual relativism. This, of course, distinguishes them from, 
among others, Nelson Goodman’s many worlds and ways of world-making, 
and from Rorty, for whom the world is “well lost.”  35   
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 4 Holism and Realism: Triangulation 

 For both Gadamer and Davidson, it is important to recognize the contex-
tuality of language. Words do their work in relation to other words in a 
specifi c language. Apart from names, words and sentences do not have a 
one-to-one relation to things, nor, usually, to words and sentences in an-
other language. A consideration of the philosophical signifi cance of this 
leads Davidson, at one point, to endorse a coherentist or holist view of 
truth. Yet, at the same time, as I suggested above, he endorses a kind of real-
ism. Davidson concludes what is perhaps his most cited essay, “On the Very 
Idea of a Conceptual Scheme,” with the following two sentences: 

 Of course truth of sentences remains relative to language, but that is as objective as 

can be. In giving up the dualism of scheme and world, we do not give up the world, 

but re-establish unmediated touch with the familiar objects whose antics make our 

sentences and opinions true or false.  36   

 In short, sentences are relative to language, but the things of the world 
make our sentences true or false. Davidson talks about these factors in con-
sidering the question of truth and our relation to the world as “triangula-
tion.” The speaker and his or her sentences are importantly related both 
to a language and a speech community as well as to the things or states of 
affairs in the world about which he or she speaks. 

 In the introduction to his essay “A Coherence Theory of Truth and 
Knowledge,” he writes: “In this paper I defend what may as well be called 
a coherence theory of truth and knowledge. The theory I defend is not 
in competition with a correspondence theory, but depends for its defense 
on an argument that purports to show that coherence yields correspon-
dence.”  37   Coherence has to yield correspondence, according to David-
son, because truth is a “primitive.” Davidson makes clear that he is not 
proposing coherence as a way of defi ning truth. He rather makes sense of 
coherence and belief in terms of truth. As a primitive, truth means “cor-
respondence to the way things are.”  38   A coherence theory has to do justice 
to this “primitive.” Coherence concerns the relativity of sentences to lan-
guage, that is, holism; and correspondence concerns the relation of speech 
to the world, that is, realism. As I indicated above, many readers and critics 
responded that one cannot have it both ways. The correspondence theory 
(or theories) of truth is an alternative to the coherence theory (or theories). 
On the standard view, they are not compatible. The one does not and can-
not yield the other. 

 Gadamer too would have it both ways. And I would suggest he proposes 
something very like Davidson’s triangulation. Gadamer places language in 
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the larger context of history and tradition. Any speech makes sense only 
in the context or horizon of the other speeches of the language historically 
made present to us in tradition. At the same time, Gadamer writes that 
language, with its history and tradition, provides an opening or perspective 
on the world. As we saw above, he writes that “in language . . . reality . . . 
becomes visible.”  39   

 Yet Gadamer does not propose a theory of truth, and he does not ad-
dress the theories of truth of others. As I have mentioned above,  Truth 
and Method  is notorious for its lack of any discussion of truth. Any reader 
with a concern for a theory of truth comes away from Gadamer’s principal 
work frustrated. One might observe, in this regard, that Gadamer’s German 
philosophical context was quite unlike the Anglo-American philosophi-
cal community that Davidson addresses, in which epistemology was para-
mount. This is so. One might also observe that Gadamer’s having it both 
ways is a legacy of Hegel for whom coherence yields correspondence. This 
is also so. But, more importantly, Gadamer’s approach to the question of 
truth is much indebted to Heidegger, who declared in  Being and Time  that 
both realism and idealism are mistaken notions and that the philosophical 
debates about realism and idealism are a waste of time.  40   This debate arises 
from the Cartesian and representationalist assumptions that both parties 
to the debate share. Realism is naive and cannot give an adequate account 
of the linguistic, practical, and historical context of truth claims. And ide-
alism is subjectivistic and abandons any claim on the way things are—
which Davidson refers to as “the familiar objects whose antics make our 
sentences and opinions true or false.”  41   Heidegger does more than reject 
these alternatives because of their shortcomings; he also shows how the 
shortcomings arise in their common presuppositions of representational-
ism. Gadamer moves forward in this phenomenological context, considers 
the case settled, and does not take up the questions of realism or ideal-
ism, correspondence or coherence. For Gadamer, too, truth is a “primitive,” 
though he does not use this term. This is one way to understand why he 
has so little to say about truth, though it plays a central role in his account 
of interpretation. 

 Davidson, however, continues to consider various arguments and posi-
tions concerning truth and various theories of truth. He does so in con-
sideration of the views of Dewey, Ramsey, Strawson, Dummett, Putnam, 
and Rorty, among others—the fi gures in relation to whom he develops his 
own views. But late in life he comes to reject both the coherence theory 
and the correspondence theory of truth. It might be said that he comes to 
agree with the objections that one can legitimately hold both theories as he 
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had earlier claimed to do. But this late view does not so much focus on the 
incompatibility of the views as on the diffi culties with each view. He had 
always oriented his view of truth on Tarski, and he continues to do so in 
the late work. He writes in  Truth and Predication  that earlier he had branded 
his and Tarski’s view as realism because of the importance of independence 
of the external world from our beliefs.  42   He continues to hold to this notion 
but fi nds that the correspondence theory has great diffi culty in explaining 
that to which sentences correspond. Putnam and Dummett come to stand 
for him for the alternatives of realism and antirealism. He fi nds fault with 
both positions and rejects them both. By way of summary he writes: 

 I rejected defl ationary views of truth. . . . We should not say that truth is corre-

spondence, coherence, warranted assertability, ideally justifi ed assertability, what is 

accepted in the conversation of the right people, what science will end up maintain-

ing, what explains the convergence on fi nal theories of science, or the success of our 

ordinary beliefs.  43   

 These differing views of truth, according to Davidson, have all succumbed 
to what he calls “the epistemological virus.”  44   This is, equivalently, repre-
sentationalism. And though in this late period Davidson explicitly rejects 
realism as a theory, he continues to maintain the notion of triangulation. 
In “Could There Be a Science of Rationality?” (1995), he writes: “The mean-
ings of our sentences are indeed dependent on our relations to the world 
which those sentences are about, and our linguistic interactions with oth-
ers.”  45   By moving away from both correspondence and coherence (the two 
views that over the years Davidson most seriously considered as candidates 
for an adequate theory of truth) as well as other Anglo-American alterna-
tives, while yet maintaining “triangulation,” Davidson fi nds even greater 
proximity to Gadamer, who is not subject to the epistemological virus and 
who defends none of the views of truth that Davidson lists above as poor 
candidates for a truth theory. 

 5 Davidson’s Disagreements with Gadamer 

 Davidson’s expressed disagreements with Gadamer are not as substantive 
or signifi cant as his agreements. He devotes his essay on Gadamer almost 
entirely to a discussion of Plato’s  Philebus , a dialogue to which Gadamer 
has also given a good amount of attention. Davidson expresses his admira-
tion for Gadamer’s reading of the  Philebus  but suggests that Gadamer does 
not pay suffi cient attention to the extraordinary character of the  Philebus  
within Plato’s corpus and within the development of Plato’s thought.  46   Ga-
damer emphasizes the continuity of Plato’s thought within the Platonic 
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corpus and with Aristotle. For Gadamer, for example, the  Parmenides  shows 
that Plato does not hold a theory of the ideas that commits him to two 
worlds.  47   Davidson, like many other Plato scholars, rather sees a develop-
ment in Plato’s thought such that the later Plato in the  Parmenides  comes 
to see the inadequacy of his own earlier two-world view. Davidson suggests 
that a development view might fi t better with Gadamer’s own hermeneu-
tical views about coming to an understanding through a willingness to 
change one’s own ideas.  48   In addition, Davidson wants to show that, for 
the most part, Plato’s dialogues are not good examples of the kind of the 
conversation and dialogue that Gadamer presents as essential to under-
standing. In his brief response, Gadamer acknowledges the different roles 
that Socrates plays in the dialogues but argues that these differences are 
“dramatological,” not philosophically substantive.  49   

 However much Davidson and Gadamer might agree and/or disagree 
about Plato, Davidson ties his discussion of Plato to Gadamer’s views about 
dialogue, language, and truth, especially as found in  Truth and Method . 
Among these, the most important are that thought depends on language 
and that language “has its true being only in conversation.” Davidson ac-
knowledges his agreement with this and fi nds Gadamer’s views, in this 
regard, consonant with his own basic view of triangulation: “Coming to an 
agreement about an object and coming to understand each other’s speech 
are not independent moments but part of the same interpersonal process 
of triangulating the world.”  50   

 Davidson expresses disagreement with Gadamer’s proposition that “ev-
ery conversation presupposes a common language, or, it creates a common 
language.”  51   Davidson writes: 

 I would not say a conversation presupposes a common language, nor even that it re-

quires one. Understanding, to my mind, is always a matter not only of interpretation 

but of translation, since we can never assume we mean the same thing by our words 

that our partners in discussion mean. What is created in dialogue is not a common 

language but understanding; each partner comes to understand the other.  52   

 Gadamer’s brief reply to Davidson addresses only the Plato interpretation 
and not this stated disagreement. In  Truth and Method  Gadamer acknowl-
edges the distinction of translation and interpretation, but he argues that, 
in the end, every translation is at the same time an interpretation since 
the interpreter must translate what is to be understood into the “con-
text in which the other lives.”  53   Gadamer argues further that in a con-
versation when one uses an interpreter ( Dolmetscher ), there are really two 
conversations going on—those between the interpreter and each of the 
speakers. 
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 Gadamer claims that the gap between the original speech and the trans-
lation “can never be completely closed.”  54   Elsewhere he acknowledges that 
in many contexts the gap is virtually closed but that in poetry, especially 
lyric poetry, the gap is inevitably large. 

 In the end, Gadamer would not deny what Davidson asserts, namely, 
that through translation an understanding can be achieved—and even that 
sometimes we might need to translate a speech in one’s own language. 
“What is she talking about?” one might ask oneself or others of a speaker 
speaking one’s own language. The difference between Gadamer and David-
son about this is not great. What difference there is comes from accentuat-
ing differently one of the two sides of Davidson’s triangulation. Davidson 
sees Gadamer insisting on working out fi rst a common language and then 
coming to an agreement (or disagreement) about the topic of conversa-
tion. Davidson objects that the language does not come fi rst, but rather 
that “it is only in the presence of shared objects that understanding can 
come about.”  55   Gadamer should not accept Davidson’s characterization of 
his view here, for Gadamer would deny that language could be worked 
out “fi rst” without reference to life in a world.  56   Neither side, language or 
world, is fi rst. Davidson would agree. 

 6 A Gadamerian Critique of Davidson 

 As noted above (note 2), Gadamer’s single reference to Davidson in his self-
edited, ten-volume edition of his collected works is a late addition (1986) to 
a footnote in  Truth and Method , which acknowledges that Davidson too has 
addressed the question of the signifi cance of the difference between what 
is said and what is meant: “These problems have meanwhile been much 
disputed, in my view, on too narrowly semantic a basis. See Donald Da-
vidson,  Inquiries into Truth and Interpretation .”  57   This brief comment points 
to an important difference between Gadamer and Davidson. Davidson is 
concerned with utterances and their truth-values. For Gadamer, following 
Heidegger, Davidson is concerned with the “truth of assertion” as opposed 
to the “truth of disclosure.” For Gadamer and Heidegger, the truth of asser-
tion is a derivative kind of truth—derivative from the truth of disclosure. 
The latter is experiential, practical, and pre- or proto-propositional.  58   From 
a Gadamerian perspective Davidson’s concerns are too narrowly proposi-
tional, “too narrowly semantic.” Davidson recognizes that ordinary speech 
(utterances) is often not in propositional form and he is concerned with 
ordinary speech. Nonetheless, he writes, for example: 
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 Success in communicating propositional contents—not just accidental or sporadic 

success, but more or less reliable success, achieved by employing devices capable of 

a wide range of expression—such success is what we need to understand before we 

ask about the nature of meaning or of language, for the concepts of a language or of 

meaning, like those of a sentence or a name or of reference or of truth, are concepts 

we can grasp and employ only when the communication of propositional contents 

is established.  59   

 Gadamer does not anchor his project to the task of explaining the success 
of communicating propositional contents. His concern is explaining the 
event of understanding. He attempts to do so without taking a close look at 
linguistic usage. He paints with broad strokes the historical and linguistic 
character of the understanding.  60   

 Davidson would never countenance talk of “being” in the way that Ga-
damer does in the concluding section of  Truth and Method : “Someone who 
speaks is behaving speculatively when his words do not refl ect beings but 
express a relation to the whole of being.”  61   Though they have many of 
the same concerns, Gadamer would see himself concerned with something 
more fundamental and within a larger context than Davidson’s concerns—
what it is that the understanding  is . 

 Gadamer’s concerns are expressly ontological, Davidson’s epistemologi-
cal. In his regard, I would agree with David Hoy, who makes this same 
observation, and I would disagree with Jeff Malpas, who acknowledges that 
Davidson “makes use of the language of epistemology,” but who asserts 
nonetheless that Davidson “ought to be viewed as properly ontological in 
much the same sense that the term is used by Heidegger and Gadamer.”  62   
In his response to Hoy’s essay in the Library of Living Philosophers’ vol-
ume, Gadamer expresses his reservations about making too much of the 
similarity of his own hermeneutics with Davidson’s concept of radical in-
terpretation. Gadamer there suggests by implication that he understands 
Davidson to be primarily concerned with science and epistemology.  63   As 
we have just seen, Davidson is concerned with fi nding a theory that can 
explain the success of communicating propositional contents. In addition, 
Davidson is a naturalist for whom perception is to be understood causally. 
Davidson is happy to talk about perception in terms of “stimuli” and “ex-
ternal promptings.”  64   Here we see a difference between Davidson’s views 
and those of Gadamer. Gadamer is clear about his rejection of naturalism. 
He has very little to say about perception, but it is clear that he accepts 
or is sympathetic with the phenomenological accounts of perception by 
Husserl and Merleau-Ponty. Such an account does not reject causality in 
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the account of perception but it is not “brutely causal” in the way that 
Davidson’s account is.  65   

 Acknowledging these great differences and the limits of any comparison 
between Davidson and Gadamer should not keep us from recognizing what 
might be considered the “transcendental” character of both their projects. 
Both are concerned with explaining the conditions of understanding one 
another and understanding the world; in short, both are concerned with 
providing an account of understanding. However much Davidson is a natu-
ralist, he is not content to simply defer the question until physioneurology 
and psycholinguistics can provide an adequate scientifi c account. David-
son distinguishes the empirical question from the philosophical question. 
Both are concerned philosophically with what must obtain for understand-
ing to happen. Though Gadamer proceeds in a descriptive way and avoids 
the Kantian language of “the necessary conditions of possibility,” he is 
happy to use the language of “constitution”  66   and “must”—what we must 
take to be the case. For example, “hermeneutical experience  must  take 
everything that becomes present to it as a genuine experience.”  67   Gadamer 
is laying out what he takes to be the constitutive aspects of, or necessary 
conditions for, understanding. Similarly, Davidson presents his work as 
taking something that we know to be the case and asking “the philosophi-
cal question . . . what makes it possible?”  68   And, though Gadamer’s project 
is ontological in the sense that he is concerned with what understanding 
is, he does not address the question of being as such but rather the being of 
understanding. Both Gadamer and Davidson are concerned with answer-
ing the question of what makes understanding possible; the answer to the 
question is a sketch of the necessary conditions for understanding. In this 
sense, both projects are transcendental. 

 Among these conditions importantly and controversially for Gadamer 
is its historical situatedness, a condition that Gadamer, for the most part, 
addresses through the concept of tradition. We fi nd ourselves in a world 
that is not of our own making—a world that is natural and cultural.  69   We 
fi nd ourselves speaking a language that has been given us and has a his-
tory. Constitutive of our cultural world are sets of practices to which our 
language is closely wedded. Our world and our language, of course, also 
have a present and a future—a present and a future to which we contribute. 

 Tradition is not an important concept for Davidson, but he does con-
sider what he calls the “social aspects of language”: “verbal behavior is 
necessarily social.”  70   He often speaks about such behavior in terms of “prac-
tices.” When Davidson uses the term “practice,” he usually is referring to 
linguistic conventions, not to “ways of life” or human institutions. In fact 
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he makes explicit reference to “ways of life” as “non-linguistic institu-
tions.”  71   For Gadamer, it does not make sense to talk about nonlinguistic 
institutions. Language is interwoven into the very heart of human institu-
tions. Thus Davidson is happy to consider language apart from its historical 
and social context. He talks much about “practices,” but in this context by 
“practices” he means linguistic conventions. He acknowledges that these 
are historical and social, but he analyzes these as independent from “ways 
of life” or “non-linguistic institutions.” If pressed, Davidson perhaps would 
acknowledge the embeddedness of language in human practices and tradi-
tion, but Davidson does not make much of it in his account. Rather, David-
son is keen on insisting on the importance of recognizing the sometimes 
idiosyncratic use of language by the individual. He sometimes and reveal-
ingly talks about linguistic conventions, that is, shared linguistic practices, 
in terms of conformity.  72   He claims that “there is no fundamental reason 
why practices must be shared.”  73   He draws the conclusion: “The theoretical 
possibility of communication without shared practices remains philosoph-
ically important because it shows that such sharing cannot be an essential 
constituent in meaning and communication.”  74   

 Though Gadamer recognizes that, in a certain sense, “everyone has his 
own language,” he would deny that “sharing” is inessential to meaning 
and communication.  75   This question is too large and complex a theme in 
Gadamer to address adequately here, but Gadamer’s account of language 
and our conversation with one another provides for both an I-we aspect 
and an I-you (or “thou”). The language that  we  speak is a “we” moment. 
But when  I  address  you  in conversation (or,  you  address  me ), we are sepa-
rate, distinct, and different—an  I-Thou  moment. It’s more complicated if 
we speak different languages, but if there is communication, we fi nd a way 
to translate—which Gadamer talks about (perhaps too loosely) as fi nding 
a common language. Though language itself places us within a language 
community, a  we , this does not mean that solidarity with others is simply 
given. Solidarity is something that must be achieved. The contrast between 
Gadamer’s sought-for solidarity and Davidson’s feared conformity opens 
for us importantly different directions in their thought. 

 Gadamer has often been criticized for valorizing the  we  at the cost of 
the  you , for talking too easily about agreement, for insuffi ciently appreciat-
ing the “otherness of the other.”  76   Gadamer’s later work is sensitive to this 
critique, and though he does not change his position, he strives to show 
how his account of the understanding—an account that makes agreement 
the aim—recognizes how different the other and his or her cultural context 
may be and how diffi cult it may be to come to any kind of understanding. 
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Gadamer continues to insist that these differences may be transcended but 
only with the hermeneutical virtues of patient listening, the willingness 
to be corrected, and an openness to the otherness of the other. The key 
for Gadamer, as it is for Davidson, is that in any such conversation we 
are not merely trying to understand the other but trying to understand 
what it is that the other is trying to say to us—what the conversation is 
about. The subject matter of the conversation brings us before the com-
mon world that we share. It is this very appreciation of the possibly deep 
cultural differences between speakers that leads Gadamer sometimes, not 
often, to use the language of the plurality of worlds in the sense of cul-
tural worlds. For this reason, Charles Taylor praises Gadamer and explic-
itly contrasts Gadamer with Davidson, whose work does not pay suffi cient 
attention to cultural difference and how understanding in such contexts 
might be achieved. Taylor accepts Davidson’s argument against conceptual 
schemes, but fi nds it “in this real-life situation . . . less useful.”  77   From a 
Gadamerian perspective, the narrow semantic approach of Davidson does 
not suffi ciently appreciate the density of such sets of wedded practice and 
language, that is, tradition. 

 7 Conclusion 

 Following Davidson’s metaphor with which this essay begins, we might 
say that Davidson and Gadamer live in the same neighborhood, but they 
are only neighbors. They do not reside at the same address. There are real 
limits to the fruitfulness of any comparison of their work. They come to 
their agreements about interpretation by very different routes. Neither 
thinker infl uenced the other. Their coming to proximity is not the result 
of a conversation, however construed. One might be tempted to say that 
their accord is not philosophically interesting. Yes, they agree about cer-
tain propositions concerning interpretation, but when one asks them for 
their reasons for holding the propositions, they give what appear to be 
different answers. It is with these answers that things begin to get philo-
sophically interesting. Thus, their agreements, such as they are, are not 
philosophically very interesting. They appear to be circumstantial. But, 
as I have argued above, their arguments on behalf of their views about 
interpretation are not as different as it might appear. Most importantly, 
both are reacting against what might be called the modern epistemological 
paradigm of representationalism. Their primary arguments against repre-
sentationalism are quite similar. Both would eliminate the scheme–content 
distinct for much the same reasons. Both would return us to our common 
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shared world in which it is important to distinguish, with however much 
diffi culty (especially in the context of cultural difference), what is true from 
what is false. 

 These shared philosophical concerns are not peripheral or secondary to 
their work. They are at the center. If we recognize this, then we do fi nd it 
remarkable that these two important thinkers from such different philo-
sophical milieus came to fi nd themselves in the same neighborhood. It sug-
gests that there is a kind of proximity of the philosophical problematic of 
the so-called continental and Anglo-American modes of doing philosophy. 
This proximity may be located in Kant and the neo-Kantianism that pre-
vailed at the beginning of the twentieth century both in Germany and in 
Britain. This proximity is the legacy of representationalism. Davidson and 
Gadamer have importantly helped us see how this modern epistemologi-
cal paradigm might be overcome. At the same time, these neighbors also 
show us how we might see through the sometimes dogmatic differences 
between twentieth-century “continental” thought and Anglo-American 
“analytical” philosophy, and how these two tendencies in contemporary 
philosophy might be neighborly. 
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 There is an interesting parallel to be drawn between the method of David-
son’s philosophy and what Davidson’s philosophy is about or purports to 
show. Throughout his writings, considerations of language and interpreta-
tion are what consistently and ultimately yield his varied and bold views 
on the mental. Perhaps the most central of those views—and here is the 
parallel—is that mental states, or thought in general, emerge only in the 
context of communication and interpretation. The mind is born of inter-
pretation, or language, as Davidson’s own philosophy of mind is born of 
his philosophy of language. 

 Drawing the parallel reveals what I think is a persistent bias in David-
son’s work. Asking for the source of that parallel can lead one on a jour-
ney through Davidson’s assorted writings in pursuit of the origin, and thus 
foundation, of those views of the mental that appear to spring so directly 
from his remarks on interpretation. What that inquiry reveals, what the 
parallel calls attention to, is a consistent confi dence on Davidson’s part 
in the primacy and possibility of interpretation of the mental. An appre-
ciation of the dependence of Davidson’s arguments on a prior view about 
interpretation is important. Many philosophers would not endorse such a 
view, which is perhaps one reason that exploring interpretation continues 
to be an uncommon approach for investigations into the nature of the 
mind. The very relevance of interpretation for understanding the nature of 
the mind—or at least the deep relevance Davidson sees in it—turns on a 
prior and controversial view. 

 What is that view, and is it supported by Davidson’s work? That is the 
focus of this essay. When we look carefully at Davidson’s body of work, 
explicit justifi cation or explanation for the view we will identify is diffi cult 
to fi nd. Moreover, the little justifi cation to be found appeals itself to inter-
pretation, an appeal that we will see depends on the very view about inter-
pretation in question. Much of Davidson’s philosophy depends on—starts 
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with—a view of the mind that is unsupported by anything Davidson says 
about interpretation, or about anything else. Our investigation will not 
suggest that this view is incorrect (nor will it suggest that it is correct). But 
it will raise interesting questions about the force of Davidson’s arguments 
and, more generally, about the starting point in Davidsonian philosophy. 

 1 Davidson’s Theory of Belief 

 Many of the substantial conclusions Davidson draws about the nature of 
mental phenomena (for him, the propositional attitudes) emerge largely 
through discussions of belief in particular. And invariably, his method is 
to “adopt the stance of a radical interpreter when asking about the nature 
of belief.”  1   Two such conclusions are his anomalous monism and his claim 
that thought is possible only for creatures in communication with others. 
What leads Davidson to proclaim his principle of the anomalism of the 
mental and, in turn, to establish anomalous monism is the purported fact 
that the correct attribution of beliefs requires sensitivity to normative prin-
ciples of coherency and rationality, which he infers from the constraints 
on a successful radical interpreter.  2   His conclusion that thought is possible 
only for creatures in communication with others stems from other, related 
constraints on the radical interpreter. If a radical interpreter is to be success-
ful, he argues, she must take her subject’s beliefs often to be about those 
objects and events that she thinks cause those beliefs. One’s beliefs, David-
son ultimately concludes, are in the most basic cases about precisely those 
objects and events in one’s environment that cause those beliefs. For any 
belief, however, there are many events that play a causal role in its com-
ing to be. What determines which of those many causes is the content of 
the belief, according to Davidson, is a process of triangulation involving 
interpreter(s) and subject.  3   

 Although there is no one article in which he details all aspects of his 
conception of belief (a nonrepresentational and, as he calls it, “antisub-
jectivist” view  4  ), a detailed composite can be put together from the wide 
variety of his articles that concern belief in one way or another.  5   According 
to Davidson, we are no longer to think of beliefs either as entities or as in-
volving objects—propositions, representations, sense data—that the mind 
somehow contemplates or “grasps.”  6   That is an old and pernicious picture 
of the mind, what he calls “the myth of the subjective,”  7   which we are to 
abandon at once. Rather, we are advised to think of beliefs as “constructs”  8   
of our own theories of interpretation and action. Beliefs have “jobs”  9   to 
perform in the interpretation and understanding of the behavior of others 
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(and ourselves) and are thus “built”  10   by us to fulfi ll such roles. Beliefs, as 
he says, are then “best understood in their role of rationalizing choices or 
preferences.”  11   

 Since an important condition of successful interpretation is that the 
subject be rendered rational (according to the interpreter), an essential fea-
ture of belief is that its attribution always be held to normative constraints 
of rationality and consistency with respect to the totality of one’s actions 
and utterances. For Davidson, any set of beliefs must largely abide by such 
normative principles. To the extent that there exists more than one theory 
about a person’s set of beliefs that optimize his rationality, that is, to the 
extent that a number of theories explain his behavior equally well, it is an 
indeterminate matter as to which theory is correct about his beliefs. It is 
not that the evidence is insuffi cient to tell which theory is right—it is not 
epistemological in that sense—but rather that each of those theories, while 
attributing different beliefs to the person, simply captures everything of 
relevance there is to capture.  12   The propositions we might use to express 
the objects of particular beliefs, Davidson suggests, might thus be “over-
designed”  13   for their jobs. That beliefs are always as unique and fi ne, as our 
ways of describing and attributing them might suggest, is a false thought, 
and one only further encouraged by the view that beliefs have propositions 
as their objects.  14   

 According to Davidson, then, beliefs are primarily to be construed as 
elements or “constructs” of a third-person explanation of behavior. That is 
not to say that we do not really have beliefs; we do. Having been built in 
the context of interpretation, the created predicates, Davidson believes, are 
then objectively true or false of us. What have been constructed are predi-
cates that capture aspects of the complicated structure of one’s behavior 
and dispositions to behavior. That is why, like meaning, belief is public, 
open to view, and, in principle, entirely interpretable. Some philosophers 
thus attribute to Davidson “constitutive interpretationism,” according to 
which a statement of what it is for  S  to believe that  p  makes essential refer-
ence to the idea of  S ’s being interpretable as believing that  p .  15   On another 
formulation of constitutive interpretationism,  S ’s believing that  p  “consists 
in” or is “nothing more than”  S ’s being such that  S  is  interpretable  as believ-
ing that  p . Constitutive interpretationism is stronger than the claim, also 
attributed to Davidson, that  S  believes that  p  if and only if  S  is interpretable 
as believing that  p . 

 The public nature of belief can also be seen in part from the fact that 
what in the most basic cases determines the contents of our beliefs are, for 
Davidson, the objects and events that actually cause those beliefs.  16   Those 
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are what the beliefs they effect are  about . An interpreter who had complete 
knowledge of all of a subject’s potential behavior and the circumstances 
under which it occurred would be in the position to know everything a 
speaker believes.  17   Belief is thus no longer “subjective” or private in the way 
it is sometimes thought to be; but rather “as a private attitude it is not intel-
ligible except as an adjustment to the public norm provided by language.”  18   
Not only is belief public in this epistemological sense concerning the fully 
informed interpreter, but there is even the further conclusion, mentioned 
above, that belief in general is only possible for creatures already engaged 
in communication; thought emerges only in the context of interpretation, 
and it is thus essentially social. 

 Such a conception of belief stands in contrast to more traditional or 
“Cartesian” conceptions of the mind, according to which beliefs are “inter-
nal” entities or involve mental objects or representations the mind grasps. 
For those who view belief in this way, whether a subject has a given belief 
will seem quite a determinate matter of fact. And although it may turn out 
that often the set of one’s beliefs does satisfy normative ideals of rationality 
and consistency, that it does is not always, on such accounts, an essen-
tial mark of the mental. Nor on such conceptions is the mental typically 
thought to be essentially interpretable, or entirely “public.” There is rarely 
reason on such models to suppose that one’s having a belief presupposes 
one’s being in communication with others. Far from being essentially so-
cial, belief often seems essentially individual. And far from being essen-
tially public, it often seems essentially private. 

 It is worth emphasizing that Davidson’s picture of belief is not only 
what grounds his infl uential claims in the philosophy of mind (e.g., con-
cerning anomalous monism and the social character of thought), it is also 
what fuels many of his most provocative and ambitious claims in epis-
temology. We are to avoid skepticism of the senses, we are told, once we 
realize that the contents of beliefs are in general what cause those beliefs.  19   
Knowledge of other minds is also easily secured given that thought is es-
sentially social. Abandoning the idea of objects of the mind is helpful for 
a number of reasons. Besides ridding us of a number of traditional worries 
concerning representation (such as how such objects represent, what it is 
they represent, and how the mind relates to those representations), dis-
carding that view is what Davidson believes allows an externalist such as 
himself to maintain fi rst-person authority.  20   Additionally, he claims that 
that picture of the mind is the source of the “deep mistake” we have long 
made in distinguishing scheme and content.  21   
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 Davidson’s conception of belief is thus one reason his philosophy has 
such breadth. However, I am interested not in these larger conclusions but 
in Davidson’s conception of belief itself, and in particular, in his appeal to 
radical interpretation in support of this conception. It is not clear precisely 
how this appeal is to work. The formidable consequences Davidson hopes 
to attain from his conception of belief only make such an inquiry all the 
more worthwhile. 

 2 Radical Interpretation 

 As I have said, Davidson portrays many aspects of his conception of belief 
as ultimately stemming from considerations about radical interpretation. 
It will be helpful, then, to begin with a description of the situation of radi-
cal interpretation and some of the initial conclusions Davidson draws from 
it. She who fi nds herself in the situation of radical interpretation is faced 
with the task of forming a theory of interpretation for a given speaker (or 
speakers)—a theory of what that speaker means by his utterances—without 
knowing anything at all to begin with about what that speaker means. Nei-
ther, though, is the interpreter able to make use of evidence involving the 
speaker’s beliefs or intentions, for, as Davidson is apt to point out, she could 
not have evidence of these without already having a working theory of her 
speaker’s meanings. This is because of the crucial connection between mean-
ing and belief: To be justifi ed in attributing certain meanings to a speaker 
we must know something about what he believes and intends, and to be 
justifi ed in attributing certain beliefs and intentions to him, we must know 
something about what he means by his words. This insight we see put to use 
in a number of ways in Davidson’s philosophy. Not only has the task of the 
interpreter expanded—now she must simultaneously fi nd a theory of belief 
(and desire and intention) as well as a theory of interpretation—but her 
evidential base has become more stark. All she has to go on are the speaker’s 
actual utterances and the circumstances under which they are uttered. 

 Davidson takes it for granted that in addition to her speaker’s actual 
utterances and the circumstances under which they are uttered, an inter-
preter would also be able to detect when her speaker holds particular ut-
terances or sentences to be true. The diffi culty, however, is that one holds 
a sentence to be true both because of what one means by it and because of 
what one believes. Davidson calls the attitude of holding true a “vector” of 
meaning and belief, neither of which our interpreter knows at this point. 
Suppose, for example, that the interpreter detects that her speaker holds 
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the utterance “Gavagai” to be true in all and only those circumstances in 
which the interpreter sees a rabbit passing in front of the speaker. Without 
reason to think that in these circumstances the speaker  himself  believes 
that there is a rabbit in the vicinity, there is little reason to think that “Ga-
vagai” for him has anything at all to do with rabbits. But at this juncture 
a radical interpreter does not know anything about her speaker’s beliefs. 
Disentangling the effects of meaning and belief becomes a central task of 
the interpreter. 

 From Frank Ramsey’s method in decision theory, Davidson adopts the 
idea that in order to disentangle these effects, our interpreter must fi nd a 
legitimate way to hold one of the two factors fi xed while solving for the 
other.  22   That way is at hand, Davidson believes, once we see that an inter-
preter is justifi ed in assuming that most of some central core of her speaker’s 
beliefs are in agreement with her own. What justifi es such an assumption 
is the fact that disagreement, and the identifi cation of belief in general, 
are possible only against a background of massive agreement. Appealing to 
Quine, Davidson writes, “Quine’s key idea is that the correct interpretation 
of an agent by another cannot intelligibly admit certain kinds and degrees 
of difference between interpreter and interpreted with respect to belief.”  23   
Such agreement encompasses not only the beliefs themselves but the prin-
ciples of rationality and logic that connect and ground those beliefs. With-
out assuming that her speaker’s beliefs adhere to a similar rational structure 
as her own, there would be nothing to guide her construction of her the-
ory. The strategy of interpretation, then, is to assume, until proven wrong, 
that the speaker believes (and reasons) as the interpreter does. Although 
that assumption might be wrong, assuming agreement is at least always a 
good strategy. For if such agreement is not generally there, interpretation 
was doomed from the start, according to Davidson. Such agreement is thus 
both a fi nding of and a requirement for successful interpretation. 

 The interpreter can now justifi ably begin to correlate sentences that her 
speaker holds true on certain occasions with that which is going on in the 
environment at those times. By looking at what in the environment the 
interpreter believes is systematically causing her speaker to hold such sen-
tences true, the interpreter can begin to determine what her subject means 
by his words. For the interpreter can now assume that what she herself 
believes is going on in the environment at those times is just what her 
speaker believes is going on. Successful interpreters, according to Davidson, 
must thus generally take their subject’s most basic utterances and beliefs to 
be about just those things in the world that cause those utterances and be-
liefs. Once the interpreter has a handle on those of her speaker’s utterances 
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that concern the more observable goings-on in the environment, she can 
then proceed to attempt to determine, by way of that which she has al-
ready learned, the meanings of those utterances that are not as directly tied 
to the observable environment. 

 The central role of belief, though, has not yet emerged. For belief has 
little role when speaker and interpreter are in agreement; the assumption of 
agreement is helpful precisely because it takes belief  out  of the picture. The 
interpreter’s assumption of agreement, however, will at some point render 
the speaker’s behavior quite irrational, as there is bound to be considerable 
disagreement between them. For Davidson, the central role of belief is to 
render this behavior rational. And to do that, the interpreter attributes er-
ror to the speaker. As Davidson says, “Error is what gives belief its point.” 
And later: 

 Since the attitude of holding true is the same, whether the sentence is true or not, it 

corresponds directly to belief. The concept of belief thus stands ready to take up the 

slack between objective truth and the held true, and we come to understand it just 

in this connection.  24   

 It is helpful here to understand “the objective truth” as referring to what 
the interpreter  considers  to be the objective truth, that is, as referring to 
what the interpreter believes. Belief comes in when the interpreter cannot 
preserve full rationality simply by adjusting her speaker’s meanings. 

 That is the method of the radical interpreter, and it is from consider-
ations about this method that Davidson often quickly draws conclusions 
about the nature of belief. He says, for instance (directly after outlining 
the procedures of the interpreter and certain ideas from decision theory), 
“Broadly stated, my theme is that we should think of meanings and beliefs 
as interrelated  constructs  of a single theory just as we already view subjec-
tive values and probabilities as interrelated constructs of decision theory.”  25   
Once we are to think of belief in this way, it becomes clear why it is some-
times an indeterminate matter as to whether one has a particular belief 
or not, and also why we are not to think of beliefs either as entities or 
as involving objects—propositions, representations, sense data—that the 
mind somehow contemplates or grasps. Furthermore, not only are we to 
think of beliefs as theoretical “constructs,” but the construction of such 
theories is the very context in which we get our idea of belief in the fi rst 
place. We “come to understand it” in precisely that context. “What makes 
a social theory of interpretation possible is that we can construct a plural-
ity of private belief structures: belief is built to take up the slack between 
sentences held true by individuals and sentences true (or false) by public 
standards.”  26   
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 3 The Relevance of Conditions for Successful Interpretation 

 As I have noted, Davidson’s method is invariably to “adopt the stance of a 
radical interpreter when asking about the nature of belief.”  27   Why does Da-
vidson adopt this method? Why does Davidson believe that investigating 
what one would do, even must do, in the unique and seemingly hypotheti-
cal situation of radical interpretation will shed light on the nature of belief 
in general? When we start to inquire, explicit explanation on Davidson’s 
part is diffi cult to fi nd. 

 In one of Davidson’s early articles on the topic, “Radical Interpretation,” 
where he says the most about its actual role in our lives, he implies that 
we fi nd ourselves in this situation  every  time we understand what another 
person says. Radical interpretation is applicable not only to interpreters 
of speakers of a language entirely foreign to them; rather,  all  instances of 
understanding what another speaker says are supposed to be instances of, 
or require, radical interpretation. He says, 

 The problem of interpretation is domestic as well as foreign: it surfaces for speakers 

of the same language in the form of the question, how can it be determined that the 

language is the same? Speakers of the same language can go on the assumption that 

for them the same expressions are to be interpreted in the same way, but this does 

not indicate what justifi es the assumption.  All understanding of the speech of another 

involves radical interpretation .  28   

 However, Davidson later abandons the idea that all understanding requires 
radical interpretation. He writes more recently, “The approach to the prob-
lems of meaning, belief, and desire which I have outlined is not, I am sure 
it is clear, meant to throw any direct light on how in real life we come to 
understand each other.”  29   The situation of radical interpretation is thus bet-
ter thought of as the subject of a thought experiment.  30   The question is: If 
radical interpretation is not a situation we typically or ever fi nd ourselves 
in, why should consideration of what we would do in that situation yield 
insights into the nature of belief? 

 In one of the few places where Davidson explicitly addresses the rel-
evance of an appeal to radical interpretation, he writes (after what I just 
quoted): “I have been engaged in a conceptual exercise aimed at reveal-
ing the dependencies among our basic propositional attitudes at a level 
fundamental enough to avoid the assumption that we can come to grasp 
them—or intelligibly attribute them to others—one at a time.”  31   Investi-
gation of the situation of radical interpretation, even if it is not meant to 
be an investigation of anything that actually happens, is intended to shed 
light on the “dependencies” among the propositional attitudes that we do 
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have, such as our particular beliefs and meanings. What we realize when 
we consider how one must go about radically interpreting a given speaker 
is how dependent one’s correct attributions of a speaker’s propositional 
attitudes are on others of one’s correct attributions of the speaker’s proposi-
tional attitudes. Often we do not realize these dependencies when we attri-
bute beliefs on a daily basis, since in those cases we already know so many 
of the propositional attitudes of our speaker. We are hardly aware of our 
knowledge of those dependencies, and more importantly, of the role that 
our knowledge of them and that our sensitivity to principles of rationality 
play in our understanding of others. That is why it is sometimes easy to 
suppose that “we can come to grasp them—or intelligibly attribute them to 
others—one at a time.” Consideration of the radical interpreter helps us to 
appreciate and acknowledge these dependencies, principles, and relations 
that must exist and by which we must abide. 

 These dependencies take center stage in the prescribed method of the 
radical interpreter. The reason the radical interpreter must implement such 
a complex method in order to discern one’s meanings and beliefs is that 
what the interpreter observes—the holding true of sentences under certain 
circumstances—is the product of at least two forces: meaning and belief. 
The crucial point is that, as we saw, we cannot ascertain what a speaker 
means by a given sentence that we know he holds true without already 
knowing the belief that the speaker has about the world that is the basis for 
his assent to the sentence. No matter what circumstances  we  believe obtain 
when he assents to that sentence, we cannot tell what he means by that 
sentence unless we know what circumstances  he  believes obtain. Likewise, 
we cannot ascertain from his assent to a particular sentence the belief that 
is the basis of his assent without knowing what he means by that sentence. 

 Untangling the effects due to meaning and belief is the goal of the 
method Davidson prescribes; it is what the method is invented to solve. 
The method is fi rst to assume that our speaker’s beliefs are true. Holding 
belief fi xed in that way, we can then solve for meaning. Subsequent adjust-
ing of the theory to comport with the individual’s particular idiosyncrasies 
only further brings out the normative principles and relations of rationality 
and consistency with which we inevitably endow our subject’s attitudes. 

 However, the interdependencies of these propositional attitudes are 
emphasized only in consideration of what we must do to  ascertain  some-
one’s propositional attitudes. The context in which these propositional at-
titudes are concluded to be interdependent is always an  epistemological  one. 
These aspects of the mental might not be brought out were we to consider 
what must be the case for someone to  have  a given belief, as opposed to 
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considering what must be the case for one to  attribute correctly to someone  a 
given belief. From the fact that our correct attribution of someone’s beliefs 
depends on our correct attribution of what he means, it does not follow 
that his very having of those beliefs itself depends on his very having of 
those meanings. For these considerations about correct attribution to yield 
such conclusions, something more would be needed than that which has 
been said thus far. 

 Had a thesis such as constitutive interpretationism already been secured, 
belief’s interdependency with meaning might follow. If a correct statement 
of what it is for  S  to believe that  p  makes essential reference to the idea of  S ’s 
being interpretable as believing that  p , and if successful belief attribution 
always depends on successful meaning attribution and vice versa, then per-
haps it would be harmless to consider belief and meaning to be interdepen-
dent. Reasoning in this way would require that we have reason to embrace 
this constitutive conception of belief, yet it is the source of that and other 
aspects of Davidson’s conception of belief that is the subject of our inquiry. 

 Likewise, it does not follow solely from the fact that a successful inter-
preter must assume and attribute normative principles of rationality and 
consistency to her subject that belief is essentially normative in character, 
that is, that it is in the nature of belief that one’s set of beliefs (and other 
attitudes) is always founded upon, and held together by, such normative 
principles of rationality and consistency. There may be good reason on 
 other  grounds, independent of considerations of interpretation, to suppose 
belief is essentially normative in character. Indeed, Davidson sometimes of-
fers such grounds. My point here is only that such a claim about the nature 
of belief does not follow from consideration of interpretation alone. These 
considerations of interpretation so far entail nothing at all about what be-
liefs  are  or  are like in general . They entail merely something about their cor-
rect attribution (as well as perhaps something about what they must be like 
if they are to be correctly attributed). 

 This point can be brought out in a different way. Those who disagree 
with Davidson’s conception of belief could agree with everything Davidson 
says about the diffi culties a radical interpreter would face, the procedures 
she would have to implement, and the constraints by which she would 
have to abide in order successfully to interpret her speaker. For the sake of 
example, consider the antiquated view—what Quine calls the “myth of a 
museum”—according to which meanings (and, in our case, beliefs) are in-
ner items that glide across one’s internal stage. This is perhaps close to what 
Locke or Hume thought, and it is an extreme version of the traditional 
“Cartesian” picture of the mind that Davidson wants to abandon. But even 
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this position is not incompatible with Davidson’s conclusions about the 
methods of and constraints on a radical interpreter. It is instructive to in-
vestigate what implications Davidson’s considerations about radical inter-
pretation have for such a view. 

 One who held such a conception of belief (call it the “museum concep-
tion”) might conclude about the plight of the radical interpreter much the 
same as Davidson concludes. For instance, he would most likely agree that 
a radical interpreter could not ascertain what a given speaker believes with-
out assuming something about what that speaker means and vice versa. 
For according to our museum theorist, one’s meanings and beliefs consist 
in the appearance of certain mental entities before one’s mind, and the 
interpreter would not have access to these entities. The museum theorist 
would perhaps also thus agree that some procedure of holding one of the 
two fi xed (e.g., by assuming largely shared belief) would have to be imple-
mented; otherwise, an interpreter could not untangle the effect of the two. 
He might thus agree that successful interpretation always guarantees, and 
thus requires, massive agreement. The museum theorist could—and per-
haps would—agree with all this, and yet still hold that what a belief  is  is 
the appearance in one’s mind of an inner, mental entity. 

 The museum theorist would also likely agree that in order successfully 
to interpret her speaker, an interpreter would have to proceed on the as-
sumption that her speaker’s attitudes adhered to normative ideals of ratio-
nality and consistency. Otherwise, there would be nothing to guide the 
interpreter’s construction of her theory. Successful interpretation, he would 
acknowledge, must always render one’s beliefs and meanings as largely sat-
isfying normative ideals. The museum theorist might even hold that one’s 
set of beliefs actually  does , or even must, adhere to such normative prin-
ciples. That claim is also not incompatible with a museum conception of 
belief, though perhaps it is not entailed by it. 

 Our museum theorist could therefore agree with much of what David-
son argues about the epistemological limitations of and constraints on the 
radical interpreter and about the procedures one would have to implement 
to radically interpret a speaker, yet not agree with, say, the constitutive 
conception of belief, or with the idea that beliefs are not inner items that 
glide across an internal stage, or the idea that it is sometimes a wholly in-
determinate matter what beliefs one has, and so on. Concluding that an 
interpreter must construct a theory of belief in such a way does not commit 
one to very much at all about the nature of belief. What the constructed 
theory could do, for someone such as our museum theorist, is attribute de-
terminate entities or objects that do appear in the speaker’s mind. 
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 The museum conception of belief is a confused one. But that only illu-
minates the explanatory status of radical interpretation all the more. 

 4 The Possibility of Interpretation 

 I have claimed that radical interpretation as considered so far entails noth-
ing at all about what beliefs are, or are in general like, just something about 
their correct attribution, as well as something about what they must be 
like in the case in which they are to be successfully interpreted. Perhaps 
radical interpretation would show more about the general nature of be-
lief were there reason to think that a creature’s set of beliefs is always of a 
nature such that successful interpretation of it is possible. Davidson does 
emphasize the importance of the very possibility of interpretation. This 
passage from “The Structure and Content of Truth” from which I have al-
ready quoted addresses the issue more directly than any other. The bulk of 
the passage reads as follows: 

 I have been engaged in a conceptual exercise aimed at revealing the dependencies 

among our basic propositional attitudes. . . . Performing the exercise has required 

showing how it is in principle possible to arrive at all of them at once. Showing this 

amounts to presenting an informal proof that we have endowed thought, desire, 

and speech with a structure that makes interpretation possible. Of course, we knew 

it was possible in advance. The philosophical question was,  what  makes it possible? 

 What makes the task practicable at all is the structure the normative character 

of thought, desire, speech, and action imposes on correct attributions of attitudes 

to others, and hence on interpretations of their speech and explanations of their 

actions.  32   

 Here the emphasis has been placed on the very possibility of interpretation. 
Perhaps that is the key to Davidson’s appeal to radical interpretation. 

 From what Davidson has said so far about radical interpretation, it is 
true that we could infer certain things about the mental states of two speak-
ers each of whom is able to interpret the other successfully and radically. If 
speaker A is able successfully to interpret speaker B, not only must both A’s 
and B’s sets of beliefs themselves abide by, and be founded upon, normative 
principles of rationality and consistency, but A’s and B’s principles must be 
very similar. They could not be too different, or else interpretation of one 
by the other would not be possible. There must also be massive agreement 
among A’s and B’s beliefs. And so if we had reason to believe that for any 
mindful being at all, any other mindful being could, in principle, success-
fully interpret the fi rst being on the basis of his potential behavior (i.e., his 
behavior under all possible circumstances), then we would have reason to 
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conclude that all mindful beings in large part share sets of beliefs and prin-
ciples of rationality. That would be something we could infer from what 
Davidson has shown us are the conditions of successful interpretation, and 
that would be quite a conclusion to be able to draw. 

 Do we have reason to believe that? More importantly, do we have reason 
to believe the weaker claim that for any mindful being at all, there is some 
possible interpreter who could successfully interpret him on the basis of 
his potential behavior? If this weaker claim were true, we could infer from 
the conditions on successful interpretation—from what must be true of a 
subject’s mental makeup for that person to be successfully interpreted—
conclusions about the nature of the mental in general, conclusions about 
the nature of all possible thought. 

 Of course, Davidson himself clearly endorses this claim. He says that 
“[w]hat a fully informed interpreter could learn about what a speaker 
[believes] is all there is to learn,”  33   and that “the nature of language and 
thought is such as to make them interpretable.”  34   And elsewhere he writes, 
“Thoughts, desires, and other attitudes are in their nature states we are 
equipped to interpret; what we could not interpret is not thought.”  35   A 
similar idea is found in Quine, according to whom “[t]here are no mean-
ings, nor likenesses nor distinctions of meaning, beyond what are implicit 
in people’s dispositions to overt behavior.”  36   The same is to go for all the 
attitudes. 

 Is successful interpretation of a thinker always possible? We obviously 
have good reason to think that interpretation of thought and belief is pos-
sible in one sense. We know it is possible, because we know it often goes 
on, even if it is not always—or ever—radical. In that sense of possibility, 
interpretation is indeed possible, and any theory of belief should account 
for that possibility. From that fact, we can conclude that  some  thought 
must satisfy those conditions that Davidson has shown must obtain for 
interpretation to be successful. But from the fact that interpretation is pos-
sible in this sense, we cannot conclude that all thought must fulfi ll those 
conditions that a particular thinker’s mental makeup must fulfi ll in order 
for that thinker to be interpretable. We know it is possible for chairs to be 
comfortable, for some certainly are. And if it is a condition on a chair’s be-
ing comfortable that it feels good to sit in, then we can conclude that some 
chairs feel good. But it would be a mistake to infer from the possibility of 
chairs being comfortable that it is therefore an essential mark of chairhood 
that they feel good. 

 That is why Davidson could not merely be asking about what is required 
to make sense of the fact that we ourselves engage in practices in which we 
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do in fact understand each other. From what is required of our thought for 
us to engage in such practices, Davidson could not legitimately draw con-
clusions about all possible thought, that is, about the nature of thought in 
general. Yet the conclusions he draws—for instance, that thought is only 
possible for creatures in communication with others—seem to concern 
precisely that. 

 Davidson would need a stronger premise about the possibility of inter-
pretation than simply that it is possible in the sense given above. He needs 
what I just referred to as the “weaker claim”: 

 (N) For any thoughtful being, there is some possible interpreter such that, 
had she access to all of the being’s potential behavior, she could ascertain 
his beliefs. 

 I refer to this premise as “(N),” because it holds that the possibility of in-
terpretation (in the sense in (N)) is  necessary  for thought. If, for any being 
with beliefs, there is always at least  some  possible being who could in prin-
ciple interpret that being, and if considerations of radical interpretation 
illustrate that certain things must be true about a thoughtful being for him 
to be able to be successfully interpreted, then radical interpretation would 
help guarantee that those things that must be true about a thinker for him 
to be able to be successfully interpreted must be true of all thinkers. Ev-
ery believer would be in principle interpretable. Conclusions about belief 
 in general  could legitimately be drawn. But if interpretation is not always 
possible in this sense, that is, if it is possible for there to be a thoughtful 
being whom no possible interpreter could interpret, then we would not be 
justifi ed in concluding that the characteristics with which we endow the 
mental  in order to make interpretation possible  should be essential to thought, 
or that all thought must exhibit such properties. 

 Such a conception of the mental—(N)—does not result from anything 
that has been said so far about the situation of radical interpretation. Our 
considerations of radical interpretation have primarily concerned the nec-
essary conditions for successful interpretation, not the range of believers 
for whom such interpretation is possible. For radical interpretation to ac-
quire its relevance from the possibility of interpretation, this view of the 
interpretability of the mental must be secured, or at least assumed, prior to 
the very appeal to interpretation. 

 The premise, (N), however, is substantial, and there are many who would 
deny it. Colin McGinn, for example, writes, 

 It is a  condition of interpretability  that the subject by and large believes what he per-

ceives. . . . (This is not to say [that a person who systematically and globally refuses 
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to let his beliefs be shaped by his experience] is  impossible ; it is just that he is not 

 interpretable .)  37   

 John Searle would also reject (N). Searle denies that “there is some sort of 
conceptual or logical connection between conscious mental phenomena 
and external behavior.”  38   He says, 

  Ontologically speaking, behavior, functional role, and causal relations are irrelevant to 

the existence of conscious mental phenomena. Epistemically,  we do learn about other 

people’s conscious mental states  in part  from their behavior.  Causally , consciousness 

serves to mediate the causal relations between input stimuli and output behavior; 

and from an  evolutionary  point of view, the conscious mind functions causally to 

control behavior. But  ontologically  speaking, the phenomena in question can exist 

completely and have all of their essential properties independent of any behavioral 

output.  39   

 Elsewhere, when discussing meaning, Searle claims that it is false to suppose 
that “what isn’t conclusively testable by third-person means isn’t actual.”  40   
Presumably, he would say the same for belief and the other attitudes. Those 
who support premises like (N), Searle would say, do not respect the “fi rst-
person, ‘subjective’ point of view.”  41   

 In the remainder of this essay, I want to explore whether there is good 
reason to endorse (N). It is important to note fi rst, though, that even 
equipped with (N), Davidson’s appeal to the radical interpreter would still 
yield only  some  of the aspects of belief he thinks can be gleaned from radi-
cal interpretation. Even if belief is in principle interpretable, in the sense 
given above, it would still not follow from what Davidson says about the 
conditions of successful interpretation that constitutive interpretationism 
is true, or that having a belief does not involve mental objects or representa-
tions that the mind somehow grasps. Nor would it follow from Davidson’s 
considerations about interpretation that it is sometimes an indeterminate 
matter what beliefs a subject has. 

 One thing that  would  follow, however, is the essentially normative char-
acter of belief and thought. If for any thoughtful being there is some pos-
sible interpreter who could successfully interpret him, and if successful 
interpretation requires that the thoughts of the interpreted adhere to nor-
mative principles of rationality and consistency, then the thoughts of all 
possible thinkers must satisfy such principles. Likewise, if for interpretation 
to be successful an interpreter must take her subject’s most basic beliefs to 
be about the very things in the world that cause those beliefs, and if suc-
cessful interpretation is always possible, then the most basic beliefs of all 
possible thinkers must generally be about the very things in the world that 
cause those beliefs. And indeed, it is this latter conclusion concerning the 
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connection between cause and content that provides the basis for David-
son’s argument against skepticism of the senses, as well as for one of his 
arguments for the social character of thought. 

 Before looking at the explicit support Davidson himself provides for (N), 
it is worth addressing one plausible idea that might appear to lead to (N). 
One reason someone might be inclined to accept (N) is that what human 
beings do—how they behave—is in part explained by their mental states. I 
take an umbrella with me when I leave the house, because I believe it will 
rain (and because I desire to stay dry, etc.). Mental states and events explain 
what we do. Perhaps for any particular action most of my mental states will 
not factor into an explanation of it. My belief that Van Gogh painted in 
the nineteenth century does not help to explain my taking an umbrella. 
What may be true, though, is that for each of my mental states, there are 
possible circumstances under which the behavior I would engage in would 
be partly explained by that state. About intention, for instance, Charles 
Taylor writes, “This is part of what we mean by ‘intending  X ,’ that, in the 
absence of interfering factors, it is followed by doing  X . I could not be said 
to intend  X  if, even with no obstacles or other countervailing factors, I still 
did not do it.”  42   The same would go perhaps (though not as directly) for all 
propositional attitudes. 

 Someone might embrace (N), then, because she endorses some premise 
like the following: 

 (C) For every one of a subject’s mental states, there are (perhaps infi nite) 
possible circumstances under which that mental state would play a causal 
role in bringing about some piece of behavior. 

 Some readers will be less comfortable with (C), which concerns causation, 
than with a premise that emphasizes explanation, such as: 

 (C*) For every one of a subject’s mental states, there are (perhaps infi nite) 
possible circumstances under which that mental state would serve to ex-
plain some piece of behavior. 

 But let us grant (C) for the sake of argument. Premise (C*) cannot support 
(N) for the same reasons that we will see that (C) cannot support (N). 

 If (C) is correct, then for every one of a subject’s beliefs there would 
be some possible circumstances in which that belief would play a causal 
role in bringing about some piece of behavior, and an interpreter would 
in principle have access to all of those circumstances and behavior. How-
ever, for any piece of behavior, there are countless ways in which it could 
come about, countless combinations of mental states that could cause one 
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to behave in that way. Davidson’s discussion of the connection between 
meaning and belief reveals the point well. One holds a particular sentence 
to be true (and thus assents to that sentence) both because of what one 
means by the sentence and because of what one believes. The attitude of 
holding true, we remember, is a “vector” of meaning and belief. And so for 
any sentence, there are many (perhaps infi nite) combinations of meaning 
and belief that could be the cause of someone’s assent to the sentence. That 
itself does not imply that an interpreter could not determine which of all 
those possible combinations was the one the subject had. Often interpret-
ers do ascertain this. The question for our purposes is whether one always 
could. Indeed, I think we can imagine thinkers for whom it is plausible 
to claim that there is no such interpreter. They are admittedly far-fetched 
cases, not ones we normally confront. However, because Davidson’s con-
clusions are to apply to all  possible  belief, it is appropriate for us to appeal to 
such cases. One of Davidson’s conclusions, we remember, is that thought is 
possible only for linguistic creatures. 

 Consider, then, a person whose overriding goal in life is to deceive those 
who attempt to identify his thoughts. For whatever reason, this goal is of 
such high priority to him that he would sacrifi ce his life in order not to 
reveal his mental makeup. There strikes me as little  prima facie  reason to 
suppose either that such a person is not possible, or that there is a possible 
interpreter who would be able to determine this person’s mental makeup 
from his potential behavior. It is not clear, for instance, that any interpreter 
would be able to discern  why  the deceitful person is so intent on deceiving, 
or even  that  he is intent on deceiving. The possibility of this thinker is not 
incompatible with (C). The subject’s behavior would still be a causal effect 
of his mental states. His behavior is the result of his (strange) intentions 
(as well as of his beliefs, desires, etc.). Or consider the possibility Colin Mc-
Ginn mentions in the passage I have already quoted: 

 It is a  condition of interpretability  that the subject by and large believes what he per-

ceives. . . . (This is not to say [that a person who systematically and globally refuses 

to let his beliefs be shaped by his experience] is  impossible ; it is just that he is not 

 interpretable .) 

 Indeed, it seems we could concoct countless such examples. 
 It might be protested that these sorts of thinkers are irrational. But our 

countenancing irrational thought is not inappropriate at this juncture. The 
possibility of irrational thought or action has not yet been ruled out. Da-
vidson may hold that there is a limit on how much irrationality an inter-
preter can fi nd in her subject. But to suppose that irrationality—even a 
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hearty dose—is not possible because an interpreter would not be able to de-
termine which mental states her subject has (or even whether he has any) 
would require the presupposition that successful interpretation is always 
possible, or that there is no more to the mental than what a fully informed 
interpreter could ascertain from all of a subject’s potential behavior. And 
that is precisely the view under consideration. The constraint of rationality 
we have granted so far concerns only what must be the case if successful 
interpretation is to be possible. 

 Let us turn now to the way in which Davidson himself supports theses 
such as (N). He introduces the situation of radical interpretation in “A Co-
herence Theory of Truth and Knowledge” in this way: 

 A speaker who wishes his words to be understood cannot systematically deceive his 

would-be interpreters about when he assents to sentences—that is, holds them true. 

As a matter of principle, then, meaning, and by its connection with meaning, belief 

also, are open to public determination.  I shall take advantage of this fact in what fol-

lows and adopt the stance of a radical interpreter when asking about the nature of belief . 

What a fully informed interpreter could learn about what a speaker means is all there 

is to learn; the same goes for what the speaker believes.  43   

 In the italicized sentence, Davidson appears to acknowledge that the pub-
licity of meaning and belief is what  allows  him to appeal to the situation 
of the radical interpreter. Were belief not known to be public, he intimates, 
the relevance or justifi cation for adopting that “stance” might not be at 
hand. 

 But the little support Davidson gives for this now prior claim about 
the publicity of belief is itself unclear. Davidson appeals to the fact that 
meaning is public and that so too must be belief, because of belief’s “con-
nection with meaning.” But when briefl y discussing how it is that belief 
depends on meaning a few paragraphs above, all Davidson says is that “[b]
elief, however, depends equally on meaning, for the only access to the fi ne 
structure and individuation of beliefs is through the sentences speakers 
and interpreters of speakers use to express and describe beliefs.”  44   This is 
the insight that in order successfully to attribute beliefs to a given speaker, 
one must know something about what that speaker means by his words. 
But even if that were true, that dependence, or “connection,” is thus far 
only an epistemological one. It is a connection that must exist and that the 
interpreter must rely on if the project of belief or meaning attribution is to 
be successful. But there is nothing about that epistemological connection 
that reveals that beliefs cannot exist where meanings do not, or that they 
are essentially interpretable, even if meanings are so. Or at least there isn’t 
without some prior view of belief already in place. 
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 Even if we grant Davidson a conception of  meaning  as essentially inter-
pretable, it still would not be clear that he would be justifi ed in concluding 
anything general about the nature of belief.  45   As we have seen, in order 
to determine a speaker’s meanings, one must know something about his 
beliefs. So if the meanings of all speakers are interpretable, then perhaps so 
are their beliefs.  46   But that would be to say something only about the be-
liefs of beings who are involved in communication; it would not be to say 
anything about all possible belief, or about the essential nature of belief. 

 Davidson might be justifi ed in drawing a conclusion about belief in gen-
eral had he already secured the conclusion that only linguistic beings, or 
those involved in communication, are capable of thought. If the beliefs 
of linguistic beings are always in principle interpretable, and if only lin-
guistic beings are capable of thought, then the beliefs of all beings would 
be in principle interpretable. And indeed, Davidson does claim that only 
linguistic beings are capable of thought. Perhaps, then, one might suppose 
it is Davidson’s reasoning for  this  claim that secures (N). But a close look 
at Davidson’s reasoning for this claim, to which I now turn, reveals that 
it too depends on (N) (or on something even stronger) and thus cannot 
support (N). 

 There are two, perhaps related, routes by which Davidson arrives at this 
conclusion about the impossibility of thought without language. One em-
phasizes the importance and origin of the very  concept of  belief; the other 
emphasizes the necessity of the process of triangulation.  47   It is not clear 
whether Davidson considers these arguments entirely distinct, or whether 
the latter is something of a development of the former. I will consider each 
separately. 

 In order for a creature to have a belief at all, Davidson argues in the fi rst 
of those arguments, that creature must have the  concept  of belief. Having 
that concept involves grasping the distinction between truth and error, 
understanding that there is a difference between something’s being the 
case and something’s only seeming to be the case, having the concept of 
objectivity. The only way in which a creature could ever attain that concept 
(or concepts), Davidson believes, is through interpersonal communication, 
through the context of interpretation. We remember that we “come to un-
derstand” the concept of belief just in this connection, and that, as he says, 
“We have the idea of belief only from the role of belief in the interpretation 
of language.”  48   Therefore, any creature capable of thought must be, or must 
have been at some point, involved in communication with others. Those 
two steps inform Davidson’s fi rst argument for thought’s dependence on 
language. 
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 Were we to grant Davidson his contestable fi rst premise (that for one 
to have a belief at all one must also have the concept of belief), David-
son’s reasons for regarding the context of interpretation as being the only 
situation in which one could ever attain that concept are still scarce and 
diffi cult to discern. In one of the few places where he appears to give any 
argumentation for this claim, Davidson alludes briefl y to what he takes to 
be Wittgenstein’s private language argument.  49   However, there is little ex-
planation of the argument, nor any discussion of how it is to be extended 
to his particular point about the conditions for one’s having the concept 
of objectivity. Davidson claims that having this concept requires having 
“the standard provided by a shared language,” but he does not explain why 
that is. Besides that, however, there is little else given to convince potential 
objectors that the concept of belief could not possibly be acquired in some 
other way, for example, innately, or that one’s acquiring the concept is not 
simply a matter of acquiring a particular brain state, as some philosophers 
would have it. Davidson himself admits in “Rational Animals” that “[t]o 
complete the ‘argument,’ however, I need to show that the  only  way one 
could come to have the belief-truth contrast is through having the concept 
of intersubjective truth. I confess I do not know how to show this. But 
neither do I have any idea how else one could arrive at the concept of an 
objective truth.”  50   

 Davidson may be right that the concept of belief is necessary for suc-
cessful interpretation, and thus that any successful interpreter must have 
it. But that does not imply that the context of interpretation is where the 
interpreter acquires that concept. Of course, for one who already holds that 
belief and thought (and therefore concepts too) arise only in contexts of 
interpretation, it will naturally follow that the particular concept of belief 
can only be had by those involved in interpretation. But that would be to 
presuppose the very thesis about the social character of thought for which 
we are seeking support. 

 Of course, one  might  get the concept from the situation of interpre-
tation. Davidson provides a plausible, perhaps enticing suggestion as to 
where we  do  get this concept. But Davidson gives little reason to suppose, 
not just that the way he suggests we acquire the concept is the way that we 
defi nitely  do  get it, but that it is the way that we, or any creature at all,  must  
get it. Yet that latter claim is what is required. 

 Similar problems affl ict Davidson’s second argument. That argument ap-
peals to the way in which our beliefs and meanings acquire their content. 
In the most basic cases, Davidson argues, the contents of our beliefs are 
determined by the objects and events in the world that cause them; those 
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causes are what those beliefs are in general about. But for any given belief, 
as for any event at all, there are many causal chains extending back in time. 
Every one of those chains consists of many events each of which might ap-
propriately be considered a cause of that belief. (The big bang, for example, 
Davidson points out, is one of the many causes of any given belief.) What 
is necessary, then, to determine the  unique  cause that is what determines 
the content of a particular belief and that is what that belief is therefore 
about, Davidson believes, is a process of triangulation that occurs between 
two or more people. Triangulation is necessary for beliefs to have content, 
he argues, for only that process could determine, of the many causes, the 
unique cause that gives a particular belief its content. Belief is thus essen-
tially social, as there could be no content at all apart from the context of 
triangulation. 

 However, Davidson supports the fi rst premise of this argument—that 
the contents of beliefs are in the simplest cases determined by those things 
that cause those beliefs—once again only by appeal to radical interpreta-
tion, by looking at how a radical interpreter would have to go about inter-
preting her subject’s beliefs. What an interpreter would take her speaker’s 
words to refer to are those objects or events in the environment that the 
interpreter thinks systematically cause the speaker to utter those words 
(e.g., rabbits).  51   That is why Davidson believes that “we can’t in general fi rst 
identify beliefs and meanings and then ask what caused them.”  52   And that 
seems correct. But these are still just facts about the successful attribution 
of belief. The purported fact that an interpreter must take her subject’s be-
liefs to be about those things that she believes cause them, and that those 
beliefs must really be about such things, does not imply anything about 
what determines the contents of  any  mindful being’s beliefs, or about what 
is necessary for a belief to have content at all or for a mindful being to have 
belief at all. The inevitability of successful interpretation is precisely what 
is in question; the relevance of investigating the conditions on successful 
interpretation for understanding the nature of belief in general is still the 
subject of the larger inquiry of which our discussion about the social nature 
of thought is merely a part. 

 These arguments for the social character of thought, then, cannot pro-
vide the required support for the thesis that belief is in principle inter-
pretable. The success of those arguments still depends on one or another 
signifi cant presupposition about belief that has yet to be secured. Indeed, 
the most likely candidate to provide the support for those arguments is the 
very presupposition we have been looking to Davidson’s arguments for the 
social character of thought to  support : the thesis that belief is in principle 
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interpretable. Those arguments cannot support that thesis, because they 
depend on it. And his reasoning for that thesis, we have seen, seems to 
rely on the conclusion of those arguments: the social character of thought. 
They both involve a prior confi dence in the relevance of radical interpre-
tation for understanding the nature of the mind. Indeed, it is interesting 
that even those arguments for the social nature of thought require such rel-
evance, because sometimes Davidson seems to intimate that one reason we 
may feel justifi ed looking to the radical interpreter is precisely that thought 
is only possible for those in communication.  53   

 5 Conclusion 

 We are therefore left with no reason from Davidson’s philosophy to sup-
pose that (N) is true. This is of importance given that Davidson’s appeal to 
the situation of radical interpretation for the purpose of securing his sub-
stantial conclusions about mental phenomena depends precisely on some 
premise like (N). Indeed, once we appreciate that dependence, it becomes 
much less surprising that Davidson is able to draw such formidable con-
clusions about the mental merely from considerations about the condi-
tions on attribution. The bulk of the work is being done by an unsupported 
presupposition. 

 That Davidson’s endorsement of a substantial conception of the mind 
comes prior to his appeal to radical interpretation explains the parallel with 
which I began, between the method of Davidson’s philosophy and what 
Davidson’s philosophy is about or purports to show. The mind emerges 
from contexts of interpretation, just as Davidson’s conclusions about the 
mind emerge from his inquiries into interpretation. Both strands of the 
parallel are grounded in a prior conviction that the situation of interpre-
tation is relevant for understanding the nature of the mind. Such a con-
viction goes hand in hand with the view of the mental as in principle 
interpretable. Only such a view as (N) (or something stronger, such as the 
constitutive view) could make successful an appeal to interpretation for 
many of the ends Davidson asks of it. Whether Davidson’s conviction that 
radical interpretation is relevant for understanding the mind stems from a 
prior subscription to (N) (or to the constitutive view), or whether his sub-
scription to (N) stems from a prior conviction that radical interpretation is 
relevant, is unclear. 

 Of course, nothing I have said in this essay shows that any of these prior 
views is false. Nor does anything I have said show that any of the conclu-
sions Davidson draws about the mental from investigating the situation of 
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radical interpretation is false. Indeed, those who are partial to one of the 
required presuppositions may well fi nd Davidson’s appeal to radical inter-
pretation to bear considerable promise. From what is learned about the 
conditions on successful interpretation—about what a subject’s thought 
must be like in order for him to be successfully interpreted—we could draw 
conclusions about all possible thought, that is, about the nature of thought 
in general. 

 Whether those who endorse (N) would agree with the  particular  conclu-
sions Davidson draws about the nature of the mental would depend on 
whether they agree with the particular conditions Davidson identifi es. One 
still could not abstract anything like the constitutive view of the mental 
from a consideration of radical interpretation. That is precisely the sort 
of view one might embrace prior to one’s appeal to radical interpretation. 
It entails (N). If, however, one agrees with Davidson that a condition on 
successful interpretation is that a subject’s mental makeup abides largely 
by normative constraints of rationality and consistency, and one embraces 
(N), then one might agree that the mental must abide by normative con-
straints of rationality (and also, in turn, perhaps agree with Davidson’s 
claim about the anomalism of the mental, even anomalous monism). If 
one agrees with what Davidson concludes about the relation in which the 
contents of one’s beliefs must stand to their causes in order for there to 
be successful interpretation, and one embraces (N), then one might en-
dorse Davidson’s refutation of skepticism. And if one also agrees with the 
purported fact that some process of triangulation is what determines pre-
cisely which causes stand in that relation to one’s beliefs, then one might 
also go along with Davidson’s conclusion that thought is only possible for 
linguistic beings. 

 But for any of these lines of argument to be successful, one would need 
to provide grounds for believing (N). Those grounds are not to come from 
the situation of radical interpretation, as Davidson suggests, but must come 
from elsewhere.  54   

 What are we to conclude from the fact that there may be such a circular-
ity in Davidson’s philosophy? Did Davidson simply fail to see this? Or did 
he see it but not consider it a handicap? Not all circularities are vicious. In-
deed, some philosophers have argued that transcendental philosophy itself 
(of which Davidson’s philosophy is often considered a form) is inherently 
circular, yet that the circular nature of transcendental philosophy does not 
constitute a problem or diffi culty for it.  55   I suspect that the circularity I have 
identifi ed is problematic, that it reveals that Davidson’s work does not con-
tain adequate justifi cation for the controversial view of interpretation on 
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which many of his arguments depend. At the very least, a great deal would 
certainly need to be said in order to show that the view is justifi ed by way 
of this circle. I do not have the space here to investigate the prospects of 
showing this. What I hope to have done is to have established that such a 
circularity does exist in Davidson’s philosophy. 
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 Understanding the other is the most diffi cult of human tasks. 

 —Hans-Georg Gadamer  1   

 Conceptual relativism is a heady and exotic doctrine, or would be if we could make 

good sense of it. 

 —Donald Davidson  2   

 The term “incommensurability” has entered a wide range of philosophical 
discussions from philosophy of science to moral theory and does not mean 
the same thing to all people.  3   Its original home is mathematics: The hypot-
enuse of a right-angled isosceles triangle, for instance, is incommensurable 
with its sides; there is no common measure for them. This has been taken 
to mean that incommensurability implies  incomparability . My primary con-
cern here is with semantic incommensurability: roughly, the idea that the 
meanings of one language cannot be mapped without remainder onto the 
meanings of another. In this context, incommensurability usually means 
 untranslatability . In the wake of the linguistic turn, semantic incommensu-
rability can be understood to imply conceptual incommensurability and 
hence relativism. Truth or truths are seen as relative to conceptual schemes, 
perspectives, or worldviews. Different schemes or perspectives presumably 
give rise to different truths, which, in turn, are incommensurable. In these 
discussions, incommensurability often also stands for  incompatibility . 

 Donald Davidson has famously argued against the idea of incommen-
surable theories, languages, or conceptual schemes, as has Hans-Georg Ga-
damer. Neither Davidson nor Gadamer denies that people speak different 
languages and hold different—and often incompatible—beliefs. What they 
deny is that these languages and belief systems could be in principle mutu-
ally inaccessible or unintelligible. For them, incommensurability thus takes 
on the meaning of  unintelligibility . Although there are parallels between 
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Davidson and Gadamer’s arguments against incommensurability, there are 
some signifi cant differences as well. Both reject the scheme–content dis-
tinction, as I show in section 1, albeit on somewhat different grounds, and 
endorse meaning–belief holism. Although both are critical of semantic 
conventionalism, however, I argue in section 2 that Davidson’s outright 
rejection of conceptual schemes needs to be modulated by Gadamer’s 
concept of horizon and the conception of understanding as a fusion of 
horizons in order better to account for linguistic and cultural difference 
in the absence of incommensurability. In section 3, I turn to the tension 
between convention and invention in language, which both authors ac-
knowledge. I argue that the later Davidson’s emphasis on idiolects and 
Gadamer’s recognition of an individualizing tendency in language re-
spectively represent limit cases of translatability and hence vestiges of 
incommensurability. 

 1 Rejecting the Scheme–Content Distinction 

 Davidson’s Formal Argument 
 Davidson’s argument against incommensurability is intended as an argu-
ment against “the heady and exotic doctrine” of conceptual relativism. 
Conceptual relativism, he argues, presupposes a distinction between a con-
ceptual scheme and content (experience) to which the scheme is applied. 
But since no clear sense can be made of this distinction, the position is 
incoherent. For Davidson, the metaphor underlying conceptual relativism, 
that of differing points of view, is inherently paradoxical: Different points 
of view only make sense in the context of a common coordinate system, 
but the latter is at odds with the claim of “dramatic incomparability.” Call-
ing for an account of the “limits of conceptual contrast,” he writes, “There 
are extreme suppositions that founder on paradox or contradiction; there 
are modest examples we have no trouble understanding. What determines 
where we cross from the merely strange or novel to the absurd?”  4   Is the dif-
ference between these merely a matter of degree for Davidson? Are the sorts 
of (cultural) differences that persuade others of the truth of conceptual 
relativism differences of the sort “we have no trouble understanding”? Are 
they, as Davidson seems to think, philosophically uninteresting? These are 
questions to which I shall return in section 2. 

 Davidson wants to allow for differences between languages, but he does 
not think such differences can be made intelligible in terms of divergent 
 conceptual schemes . Having identifi ed conceptual schemes with mutually 
translatable languages, he considers the possibilities of complete and partial 
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failure of translatability. First, he argues that complete failure is incoher-
ent. The argument rests on rejecting the “third dogma of empiricism,” the 
scheme–content distinction. That distinction, so Davidson, underlies a 
Kuhnian conception of conceptual relativism, according to which differ-
ent conceptual schemes give rise to multiple points of view or perspectives 
on a single world.  5   If, Davidson argues, we follow Quine in rejecting the 
fi rst dogma of empiricism, the analytic–synthetic distinction, and accept 
that all sentences have empirical content, we can “retain the idea of lan-
guage embodying a conceptual scheme” only at the cost of subscribing to 
a “new dualism between conceptual scheme and uninterpreted empirical 
content.”  6   He considers two ways of cashing out this dualism, namely, in 
terms of language  organizing  or  fi tting  experience. The former has to do 
with a language’s referential system, the latter with whole sentences—that 
is, truth. Neither gives a robust sense to the notion of incommensurable 
conceptual schemes. On the one hand, if languages or conceptual schemes 
organize experience (or reality or the Given), this presupposes a common 
ontology of things being organized. If there is a common ontology, we 
have no radical incommensurability. On the other hand, to say that the 
sentences of a language “fi t” experience is just to say that they are true, 
and Davidson holds that we cannot make sense of truth independently of 
translation.  7   Hence the notion of a language whose sentences are (largely) 
true but not translatable is meaningless. Since untranslatability is criterial 
for incommensurability, the idea of fi tting experience is no more help in 
making sense of the idea of incommensurable conceptual schemes than 
that of organizing it. Thus, Davidson rejects the idea of the possibility of to-
tal failure of translation as a criterion for difference of conceptual schemes. 
He concludes: 

 Neither a fi xed stock of meanings, nor a theory-neutral reality, can provide, then, a 

ground for comparison of conceptual schemes. It would be a mistake to look further 

for such a ground if by that we mean something conceived as common to incom-

mensurable schemes. In abandoning this search, we abandon the attempt to make 

sense of the metaphor of a single space within which each scheme has a position and 

provides a point of view.  8   

 Otherwise, we would return to the paradox with which Davidson began. 
 Pace  Davidson, a committed relativist might agree that there could be no 
basis of comparison between incommensurable schemes. This would ren-
der different conceptual schemes radically mutually unintelligible. On this 
view, an alien scheme, from our perspective, would not be anything we 
could recognize as a human, perhaps even intelligent, form of life. Yet this 



222  Barbara Fultner 

kind of relativism would be far removed from cultural relativism as nor-
mally conceived. 

 In encounters with other cultures, our challenge seems to be not total 
but partial failures of translation. Davidson at fi rst appears sympathetic 
to this problem. When arguing against total failure of translatability, he 
writes, 

 We can be clear about breakdowns in translation when they are local enough, for 

a background of generally successful translation provides what is needed to make 

the failures intelligible. But we were after larger game: we wanted to make sense of a 

language we could not translate at all.  9   

 This suggests that we may consider different conceptual schemes, as long 
as we do not regard them as dramatically or radically but merely partly in-
commensurable. Partial failure of translation “introduces the possibility of 
making changes and contrasts in conceptual schemes intelligible by refer-
ence to the common part.”  10   

 Even when discussing partial untranslatability, the conceptual relativ-
ist appeals to the scheme–content distinction. Now, however, she runs up 
against the problem of meaning–belief holism. Davidson argues that even 
if we grant partial failures of translatability between languages, we can-
not get a fi rm hold on conceptual relativism because, once we give up the 
analytic–synthetic distinction, there is no principled way of distinguish-
ing between differences in beliefs (content) and differences in concepts 
(scheme). “Given the underlying methodology of interpretation, we could 
not be in a position to judge that others had concepts or beliefs radically 
different from our own.”  11   Whether and how we are able to judge differ-
ences in belief at all is a question to which I return below. Because of the 
inability to assess whether others have radically different beliefs, Davidson 
rejects the idea of conceptual scheme(s) wholesale; there are neither many 
different conceptual schemes nor a single one we all share. Instead, he opts 
for a direct realism according to which we have “unmediated touch with 
the familiar objects” that make up our world. 

 Gadamer’s Phenomenological Argument: Toward a Fusion of Horizons 
 Like Davidson, Gadamer rejects the scheme–content distinction. His rejec-
tion of the distinction, however, is grounded in the phenomenology of her-
meneutic experience. Gadamer, like Humboldt, takes languages to embody 
“particular view[s] of the world.”  12   Yet he criticizes Humboldt for abstract-
ing “the linguistic faculty down to a form that could, presumably, be ap-
plied to any content: anything that could be thought,” in other words, for 
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distinguishing between form and content. In contrast, Gadamer maintains, 
“ Linguistic form and the content that is passed on cannot be separated in her-
meneutic experience.  If every language is a view of the world, it is so not pri-
marily because it is a particular type of language (in the way that linguists 
view language) but because of what is said or handed down in this lan-
guage.”  13   What differentiates languages from one another, in other words, 
is not merely that they conceptualize the same world differently, but that 
they say something different about different things; these two aspects are 
inseparable. The point can be seen as a kind of onto-phenomenological 
analogue to Davidson’s meaning–belief holism. 

 For Gadamer, there is really no difference between the notion of a 
worldview and a “language-view”; the world we encounter is linguistically 
constituted, and in that sense, we have no “unmediated contact” with real-
ity. This may make him appear to be a kind of linguistic idealist. However, 
he also maintains that “The world is the common ground, trodden by none 
and recognized by all, uniting all who talk to one another.”  14   The very 
fact that this common ground is linguistically constituted makes commu-
nication and indeed learning about the world (and the worlds of others) 
possible: 

 It is true that those who are brought up in a particular linguistic and cultural tradi-

tion see the world in a different way from those who belong to other traditions. It is 

true that the historical “worlds” that succeed one another in the course of history are 

different from one another and from the world of today; but . . . [a]s verbally consti-

tuted, every such world is of itself always open to every possible insight and hence 

to every expansion of its own world picture, and is accordingly available to others.  15   

 This position is grounded in a rejection of the distinction between a lin-
guistic scheme and uninterpreted, nonlinguistically constituted reality 
(“the world in itself”) and, with that, of relativism: “Those views are not 
relative in the sense that one could oppose them to the ‘world in itself,’ as 
if the right view from some possible position outside the human, linguis-
tic world could discover it in its being-in-itself.”  16   The idea of a linguistic 
scheme organizing or fi tting nonlinguistic experience or reality does not 
make sense to Gadamer any more than it does to Davidson as a means 
of shoring up conceptual relativism. However, for Davidson the world is 
not linguistically constituted as it is for Gadamer; a view that insists on 
 unmediated  contact with reality allows no room for it. Simon Blackburn 
has suggested that Davidson sets up a false dichotomy in how he frames 
his argument against conceptual schemes and “ignores [a] natural third 
account” of the relationship between conceptual schemes and content ac-
cording to which “conceptual schemes neither organize nor fi t experience, 
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but rather  shape  experience.”  17   Something like this third option seems to 
be what Gadamer has in mind: He allows for traditions or cultures to shape 
our views of the world. 

 Gadamer contrasts the linguistic constitution of the world with perception: 

 As with perception we can speak of the “linguistic shadings” that the world under-

goes in different language-worlds. But there remains a characteristic difference: 

every “shading” of the object of perception is exclusively distinct from every other, 

and each helps co-constitute the “thing-in-itself” as the continuum of these nu-

ances—whereas, in the case of the shadings of verbal worldviews, each one poten-

tially contains every other one within it—i.e., each worldview can be extended into 

every other. It can understand and comprehend, from within itself, the “view” of the 

world presented in another language.  18   

 Different perspectives or worlds are not in principle mutually “exclusive” 
or unintelligible. In other words, they are  not incommensurable . This means, 
here, that they can enter into conversation with each other. 

 Because Gadamer’s argument is grounded in the phenomenology of her-
meneutic experience rather than being formal or conceptual in nature as 
is Davidson’s, perhaps also because he seems to be more impressed than 
Davidson by diffi culties of translation and cross-cultural communication 
as philosophically signifi cant, he replaces the idea of conceptual schemes 
with that of  horizons .  19   The fusion of horizons is Gadamer’s foundational 
metaphor for reaching mutual understanding among two interlocutors.  20   
The notion of horizon is crucial to Gadamer’s contextualist conception of 
situated understanding: 

 We defi ne the concept of “situation” by saying that it represents a standpoint that 

limits the possibility of vision. Hence essential to the concept of situation is the con-

cept of “ horizon .” The horizon is the range of vision that includes everything that 

can be seen from a particular vantage point.  21   

 Yet a horizon is not “a rigid boundary but something that moves with one 
and invites one to advance further.”  22   It is a “boundless space.”  23   One might 
say that one’s horizon is constantly receding from one as one seeks to reach 
it. A horizon is thus starkly different from a conceptual scheme or  web , in 
which one is caught. 

 Unlike a conceptual scheme, a horizon is not a  closed  system; the meta-
phor conveys both the limits of what is visible and the openness of what is 
beyond the horizon. Invoking Robinson Crusoe, Gadamer writes, 

 just as the individual is never simply an individual because he is always in under-

standing with others, so too  the closed horizon that is supposed to enclose a culture is an 

abstraction . The historical movement of human life consists in the fact that it is never 
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absolutely bound to any one standpoint, and hence can never have a truly closed 

horizon. The horizon is, rather, something into which we move and that moves with 

us. Horizons change for a person who is moving. Thus the horizon of the past, out 

of which all human life lives and which exists in the form of tradition, is always in 

motion.  24   

 The relativism and incommensurability theses rest precisely on this kind of 
abstraction—and indeed  reifi cation —of a culture or conceptual scheme. By 
contrast, the openness and fl uidity of horizons make their fusion possible. 
Davidson holds that if we cannot make sense of multiple incommensu-
rable conceptual schemes, we cannot make sense of a single one, either. 
Similarly, Gadamer maintains that even though it doesn’t make sense to 
speak of neatly distinct horizons, we cannot not just talk about a single 
one. However, Gadamer holds on to a plurality of horizons precisely be-
cause he conceives understanding as a fusion thereof. There is a “manifold 
of horizons that we ought not to reduce by means of some kind of particu-
lar unifying mechanism,” he writes in the 1980s: 

 The pluralistic world in which we fi nd ourselves is like the new Babel. But our 

pluralistic world presents us with tasks, and these consist not so much in rational 

planning and overplanning [ Verplanung ], but in the perception of the open spaces of 

human togetherness, even beyond what is alien or other.  25   

 What unifi es the manifold for Gadamer, one might say on analogy with 
Kant, is the universality of hermeneutic experience. 

 To recapitulate, whereas Davidson emphasizes the logical incoherence 
of the very idea of conceptual schemes, Gadamer focuses on the phenom-
enology of hermeneutic experience. Though their arguments differ, both 
subscribe to meaning–belief holism. Davidson rejects incommensurability 
on formal grounds because the incommensurability thesis presupposes the 
scheme–content distinction; Gadamer rejects incommensurability because 
of the open nature of horizons of intelligibility. 

 To deny incommensurability is not to deny that there can be signifi -
cant differences between cultures and individuals. In the next section, I 
address the diverging ways in which Gadamer and Davidson handle such 
differences. 

 2 Toward an Understanding of Difference 

 Arguing against a wholesale dismissal of conceptual schemes, Charles Tay-
lor concurs with Davidson’s argument against  radical  incommensurability 
insofar as it shows that “total unintelligibility of another culture is not an 
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option. To experience another group as unintelligible over some range of 
their practices, we have to fi nd them quite understandable over other (very 
substantial) ranges.”  26   If something is a language it must be in principle 
intelligible. This is consistent with a key component of the Davidsonian 
view, namely, the principle of charity. We get interpretation off the ground 
by holding belief constant and, indeed, maximizing agreement (in beliefs) 
while solving for meaning. Taylor argues, however, that the argument is in 
effect too powerful and doesn’t help us deal with the everyday situations of 
“partial and (we hope) surmountable noncommunication.”  27   Taylor him-
self is reluctant to give up the idea of conceptual schemes altogether. He 
maintains that 

 in dealing with the real, partial barriers to understanding, we need to be able to iden-

tify what is blocking us. And for this we need some way of picking out the systematic 

differences in construal between two different cultures, without either reifying them 

or branding them as ineradicable. This is what Gadamer does with the image of the 

horizon. . . . It is what Davidson’s position as yet lacks. Without this, Davidson’s 

principle of charity is vulnerable to being abused to ethnocentric ends.  28   

 His worry is that the interpretive maxim of the principle of charity, to 
maximize agreement, leads an interpreter falsely to project her own beliefs 
onto the other. Although Taylor appeals to the notion of horizon here, he 
does not acknowledge any differences between conceptual schemes and 
horizons. Moreover, he addresses neither Davidson’s arguments regarding 
the scheme–content distinction nor his meaning–belief holism. As a result, 
he overlooks the extent to which the (Gadamerian) notion of conceptual 
scheme he defends in fact differs from the one Davidson rejects. “System-
atic differences in construal” between cultures may be differences in con-
ceptual scheme or differences in belief content. If we grant that we cannot 
draw a clear line between the two, according to Davidson’s argument, we 
must abandon the idea of conceptual schemes. 

 As indicated above, Davidson does not aim to eliminate the concept 
or intelligibility of disagreement when differences are “local enough.” For 
him, the systematic differences Taylor has in mind may well be local rela-
tive to the vast background of agreement our theories of interpretation 
postulate. “Local,” in other words, may boil down to “articulable.” Hence 
Taylor’s criticism of Davidson misses its mark. That said, he is right that Da-
vidson tends to pay insuffi cient attention to differences that are “real bar-
riers to understanding.” Since incommensurability appeals to conceptual 
relativists insisting on irreducible differences between perspectives, what 
happens to difference absent (radical) incommensurability? 
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 Difference in Dialogue 
 “Understanding the other,” Gadamer claims, “is the most diffi cult of hu-
man tasks.”  29   The fusion of horizons—though it may go “beyond what is 
alien”—must both preserve the voice of the other (and of self) while at the 
same time transforming them. Gadamer’s interpreter relies on a constella-
tion of prejudices, preconceptions, and preunderstandings when approach-
ing any interpretive situation. These prejudices constitute our horizon. In 
a passage reminiscent of Quine and anticipating Davidson, he writes, “the 
horizon of the present is continually in the process of being formed be-
cause we are continually having to test all our prejudices.” In contrast to 
Quine, for Gadamer the “tribunal of experience” is not limited or reducible 
to sense experience, but explicitly involves engagement with one’s past and 
one’s tradition; understanding for him is always already historical. “There 
is no more an isolated horizon of the present in itself than there are histori-
cal horizons which have to be acquired.  Rather, understanding is always the 
fusion of these horizons supposedly existing by themselves .”  30   

 Gadamer argues that the goal of genuine conversation is not simply to 
place oneself in the other’s position, but to develop a shared position with 
her, for in a true conversation we seek to reach agreement about something 
with someone. A  real  conversation “is a process of coming to an under-
standing” and of opening oneself to the other.  31   In this sense, dialogue in-
corporates the notion of difference as well as the possibility of overcoming 
difference: For interlocutors engage one another  as other  in order to reach a 
 shared  understanding. If we converse with another simply in order to fi nd 
out “where she is coming from,” Gadamer tells us, we may acknowledge 
her otherness, but in a way that effectively silences her by our “fundamen-
tal suspension of [her] claim to truth.”  32   Such an articulation of difference 
is, as it were, impotent. Neither we nor our interlocutor is affected by it. 

 In hermeneutic conversation, “something is expressed that is not only 
mine or my author’s, but common.”  33   This means that for Gadamer, quite 
unlike for Davidson, language is inherently something shared: 

 Language in which something comes to speak is not a possession at the disposal of 

one or the other of the interlocutors. Every conversation presupposes a common 

language, or better, creates a common language. . . . to reach an understanding in a 

dialogue is not merely a matter of putting oneself forward and successful asserting 

one’s own point of view, but being transformed into a communion in which we do 

not remain what we were.  34   

 Conversation, in other words, is a phenomenon whereby both speaker 
and interpreter are transformed and where something new is created that 
is shared between them. This is something that Kuhn fails to appreciate 
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suffi ciently and Davidson barely seems to take into account. This neglect 
is evident in the latter’s account of communication in terms of prior and 
passing theories (see below). For Gadamer, the resulting language will rise 
“to a higher universality that overcomes not only our own particularity but 
also that of the other.”  35   This can be achieved neither by mere empathy for 
the other nor by imposing one’s own standards on her, but rather requires 
the application of “the true productivity of language” whereby we seek to 
attain “real solidarity” in the midst of a manifold of linguistic cultures and 
traditions .  36   For Gadamer, then, it is the very nature of language to make it 
possible for us to reach mutual understanding. 

 Difference as Anomalous Details 
 To what extent is Davidson able to account for difference in light of his 
argument against incommensurability? As we have seen, he links translat-
ability with intelligibility: The more we can translate, the more we can 
understand difference. Difference is intelligible only against a background 
of agreement (which, for Davidson, is ultimately based on the fact that hu-
man beings share needs and interests and the fact that we live in the same 
objective world). The function of the principle of charity is analogous to 
that of Gadamer’s horizon in the sense that both provide a background 
of intelligibility and operate quasi-transcendentally. Recall that Davidson’s 
interpreter, faced with the problem of meaning–belief holism, holds belief 
constant (i.e., attributes to the interpretee beliefs that she herself holds true) 
and solves for meaning. Whatever differences there are, then, between the 
interpreter and interpretee will presumably be cashed out in terms of differ-
ences between sets of sentences they respectively hold true. We will still be 
able to identify these differences, even though we may not be able to deter-
mine whether these are differences between beliefs or concepts. Davidson 
describes the differences between interlocutors as “anomalous details” and 
provides the “undramatic” example of someone using the term “yawl” for 
what the interpreter takes to be a ketch so that the interpreter cannot tell 
whether the speaker has misperceived a ketch for a yawl or whether he 
understands the term differently. 

 How do we handle the “interpretation of anomalous details”? We are 
able to work things out “off the cuff” because the “interpretation of anoma-
lous details” happens against a background of common beliefs and a going 
method of translation. Davidson claims: 

 The method is not designed to eliminate disagreement, nor can it; its purpose is 

to make meaningful disagreement possible; and this depends entirely on a foun-

dation— some  foundation—in agreement. This agreement may take the form of 
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widespread sharing of sentences held true by speakers of “the same language,” or 

agreement in the large mediated by a theory of truth contrived by an interpreter for 

speakers of another language.  37   

 Such a theory is “contrived” by applying the principle of charity—which 
rests on the interpreter presuming agreement with the interpretee. Practi-
cally in the same breath, Davidson then weds intelligibility to agreement, 
yet asserts the greater intelligibility of  difference  against a greater back-
ground of agreement: 

 We make maximum sense of the words and thoughts of others when we interpret in 

a way that optimizes agreement (this includes room, as we said, for explicable error, 

i.e., differences of opinion). . . . we improve the clarity and bite of declarations of 

difference, whether of scheme or opinion, by enlarging the basis of shared (translat-

able) language or of shared opinion. Indeed no clear line between the cases can be 

made out.  38   

 It is, presumably, precisely these  details  that give rise to the heady doctrine 
of relativism. Davidson is at least partly correct in that the same kinds of 
considerations that apply to the ketch/yawl case also apply to more “ex-
otic” cases such as Eskimo infanticide. What at fi rst appears to be a radi-
cally incommensurable value system turns out to be a function of beliefs 
about one’s environment.  39   Notwithstanding, what are we to understand 
by the improved “clarity and bite of declarations of difference” if not de-
creased unintelligibility or untranslatability? Davidson has created a tight 
conceptual circle between commensurability, translatability, and intelligi-
bility. What room is there in this circle to distinguish between false belief, 
nonsense, and poetic license? 

 3 Malaprops, Poetry, and the Limits of Translation 

 The later Davidson continues to be deeply impressed by the ease with 
which we interpret others so as to make them intelligible. The develop-
ment of Davidson’s thought is foreshadowed in “On the Very Idea of a 
Conceptual Scheme.” With reference to the ketch/yawl example, which 
he uses to illustrate meaning–belief holism, he says, “We do this sort of off 
the cuff interpretation all the time, deciding in favour of reinterpretation 
of words in order to preserve a reasonable theory of belief. As philosophers 
we are particularly tolerant of systematic  malapropism,  and practised at in-
terpreting the result.”  40   In “A Nice Derangement of Epitaphs,” he uses our 
ability to interpret malaprops and other linguistic gaffes or jokes to argue 
that there is no such thing as a language in the sense of a set of linguistic 
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conventions that we must share in order to be able to communicate.  41   This 
is a—perhaps the most—signifi cant difference between him and Gadamer, 
who takes conventions to be an inherent part of language. 

 Davidson conceives communication as a constant fl ux of “prior” and 
“passing” theories. He writes: “For the hearer, the prior theory expresses 
how he is prepared in advance to interpret an utterance of the speaker, 
while the passing theory is how he  does  interpret the utterance. For the 
speaker, the prior theory is what he  believes  the interpreter’s prior theory 
to be, while his passing theory is the theory he  intends  the interpreter to 
use.”  42   Although each interlocutor approaches an interaction with her own 
prior theory of interpretation (for a speaker), that theory need not be shared 
with the other. In the course of conversation, the interpreter may adjust 
her theory of interpretation in order to understand the speaker, and vice 
versa. But, though it may be shared, such a passing theory is not something 
learned and is geared to the moment. The fl ux of prior and passing theories 
of interpretation can be seen as a truncated version of the Gadamerian 
shifting of horizons, one that lacks any  dialogical  dimension or emergence 
of a shared language. The fact that speakers do, as a matter of fact, speak the 
same language is a mere contingency, not required for communicative suc-
cess.  43   Davidson famously turns against the idea that language is a system 
of shared rules or conventions that determine meaning and make possible 
mutual understanding. He denies that what makes communication pos-
sible is that interlocutors share (prior to communicating) a convention- or 
rule-governed language. Even if the result of communication may be that 
interlocutors come to share a passing theory, and even though communi-
cation may be helped if they happen to share a prior theory, this account 
privileges idiolects and distorts the social aspects of language.  44   

 For Davidson, understanding (or agreement) is a matter of degree, per-
fect agreement being a regulative ideal. This is simply an empirical fact: We 
all have different beliefs, most of us use at least some terms idiosyncrati-
cally, and our theories of interpretation are always fallible. So perhaps the 
best we can hope for in successful communication is converging passing 
theories. Nevertheless, it is worth asking whether Davidson overestimates 
the ease with which we adjust to the idiolects of others. Consider, for in-
stance, the passage about Ace Goodman that he cites from the  New Yorker . 
It is chock-full of examples like this one: “he will maneuver until he selects 
the ideal phrase for the situation, hitting the nail right on the thumb.” Do 
we really do it justice by taking “thumb” to mean “head”? That kind of 
reinterpretation—or passing theory—would surely take all the humor out 
of the passage. But taken literally (in our conventional sense of the term), 
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is it fully intelligible? Or rather, is it  translatable ? (Some, maybe most, jokes 
cannot be paraphrased.) Is it not the element of nonsense that makes it 
funny? One might say at this point that nonsense is indeed untranslat-
able—there is, after all, no  meaning  to be rendered. Nonetheless, do we not 
here have a limit case of translatability or, at any rate, of the “strange and 
novel” having turned “absurd”? Indeed there are slips of the tongue, where 
easy “repair” work is possible for the interpreter. But there are instances 
where an idiolect geared to a particular occasion will lose at least some of 
its particularity of meaning when interpreted into another idiom. 

 While Gadamer is famous for holding that understanding is essentially 
an interpretive process—which, after all, is a chief reason for bringing him 
and Davidson into conversation—it is important to remember what he 
says about translation in  Truth and Method  and elsewhere. Although he 
claims that “every translation is at the same time an interpretation,” if 
only because translation must preserve meaning,  45   the process of transla-
tion draws our attention to the fact that language as medium of under-
standing is itself created through mediation. This sounds very much like 
Davidson. Translation by itself, however, cannot produce understanding. It 
is a process going from one known language to another known language 
and therefore represents neither what happens in standard conversation 
nor how foreign languages are best learned. Moreover, perfect translation 
is impossible: “Where a translation is necessary, the gap between the spirit 
of the original words and that of their reproduction must be taken into 
account and cannot be completely closed.”  46   By contrast, “where there is 
understanding there is not translation but speech. To understand a foreign 
language means that we do not need to translate it into our own. When 
we really master a language, then no translation is necessary—in fact, any 
translation seems impossible.”  47   In short, although good translation re-
quires interpretation, not every interpretation is a translation.  48   To under-
stand a language, rather, is to  live  it. Someone who learns a language by 
immersion may well not be able to translate between her fi rst and second 
languages. Are the two languages therefore incommensurable for her? As 
any experienced translator knows, translation is always a balancing act of 
compromises. Finally, literal translation taken to the extreme is either hu-
morous (as when my bilingual son says “tooth meat” in English to refer to 
his gums [ Zahnfl eisch ]) or intellectually frustrating (as when reading some 
Heidegger translations). Translation, in other words, is a skill added on to 
our fundamental linguistic (interpretive) competence. Hence Gadamer 
sunders the tight conceptual connection between translatability and intel-
ligibility that we saw Davidson forge. 
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 Elsewhere Gadamer aligns untranslatability with the unique and indi-
vidual in language. He argues that poetry is the most individualized form 
of language since, by its very nature, there is but one right word or way 
of putting it. Yet, he asks rhetorically, is the difference in word choice be-
tween what we would describe as synonymous terms (e.g.,  home  vs.  abode ) 
really a semantic difference ( Sinndifferenz )? “Is it not merely an aesthetic 
difference with emotional or euphonic valence? . . . Indeed, it is diffi cult 
to fi nd a better defi nition for the sense [ Sinn ] or reference [ Bedeutung ] or  the 
meaning  of an expression than its substitutability.”  49   The question assumes 
that meaning (or reference) is a purely cognitive, rational, or denotative 
value, distinct from conative or connotative aspects of communication, 
and I take it that Gadamer rejects such an assumption. For Gadamer, a 
semantics that explains meaning purely in terms of substitutability and 
correspondence relations is limited. Whatever equivalence relations there 
are among expressions, they are “not unchanging mappings; rather they 
arise and atrophy, as the spirit of the times is refl ected from one decade to 
the next in semantic change.”  50   Language is a living thing—a thing that 
 we live . To understand a language, once more, is to live it. And that is to 
say that language and meaning are always tied to other human practices. 

 Davidson appears to make a similar argument when he explicitly re-
jects commonly held theories of meaning (including ones to which he has 
himself subscribed). He asserts in “A Nice Derangement of Epitaphs” that 
there is no “boundary between knowing a language and knowing our way 
around in the world generally,” and that we “must give up the idea of 
a clearly defi ned shared structure which language-users acquire and then 
apply to cases. And we should try again to say how convention in any im-
portant sense is involved in language; or, as I think, we should give up the 
attempt to illuminate how we communicate by appeal to conventions.”  51   
This fi nal conclusion, however, is at odds with Gadamer’s position. 

 Gadamer identifi es a tension in language between an individualizing 
and a conventionalizing tendency. Echoing Wittgenstein, he writes, 

 Someone speaking a private language that no one understands does not speak at all. 

Yet on the other hand, someone who only speaks one language the conventional 

nature of which in vocabulary choice, syntax, and style has become absolute, loses 

the power of address and of evocation which is accessible only by means of the indi-

vidualization of the linguistic vocabulary and other linguistic means.  52   

 He exemplifi es this tension with reference to the relationship between the-
oretical vocabulary and ordinary language, in particular, the scientifi c use 
of the term  Kraft  in German Romanticism, which he claims to be individu-
alized to the point of untranslatability. Parallels with Kuhn surface once 
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again. There is a deep semantic contextualism at work in Gadamer here, 
comparable to that of Derrida and Davidson. Poetry is the perfect realiza-
tion of this individualization: 

 The untranslatability that marks the extreme case of lyric poetry so that it cannot 

be translated from one language into another at all without losing its entire po-

etic expressiveness [ Sagkraft ], clearly implies the failure of the idea of substitution, 

of replacing one expression by another. This seems to hold more generally, inde-

pendently of the special phenomenon of highly individualized poetic language. If 

I’m right, substitutability runs counter to the individualizing moment in language 

[ Sprachvollzug ] as such.  53   

 Intended meaning ( Sinnmeinung ) develops in the course of speaking,  in the 
course  of substituting expressions for one another. Conversation takes the 
form, as Gadamer puts it here, of a  fl uid uniqueness . Thinking that we can 
substitute one term for another with the same meaning breaks the fl ow and 
constitutes an abstraction that distorts the reality of lived language. For Ga-
damer, the true nature of language (the “productivity of speech”) is the fact 
that we are able to communicate without having to rely on rigid systems of 
rules that govern how to make correct and incorrect distinctions.  54   To that 
extent, he is in agreement with Davidson’s critique of semantic conven-
tionalism. Yet whereas Davidson rejects conventionality as philosophically 
insignifi cant, Gadamer takes this tension to be emblematic of language. As 
a result, I believe, he is able to account philosophically for a wider range of 
our linguistic intuitions than Davidson. In particular, he is better able to 
account for the social aspects of language. For even if there is no “clearly 
defi ned shared structure” or “rigid system of rules” that accounts for how 
we manage to communicate, this does not mean that rules or conventions 
play no role at all in explaining communication. 

 Perhaps nowhere is Davidson’s appreciation of linguistic and literary 
creativity more evident than in his essay on Joyce,  55   where he asks how 
Joyce was able to “fl y by the net of language.” He writes, “Flying by the 
net of language could not . . . imply the unconstrained invention of mean-
ing, Humpty Dumpty style.” Rather, “[i]n speaking or writing we intend to 
be understood. We cannot intend what we know to be impossible; people 
can only understand words they are somehow prepared in advance to un-
derstand. No one knew this better than Joyce.”  56   One might say,  pace  Da-
vidson, that Joyce is able to break with tradition or convention only by 
appealing to them. Even where he is annihilating and re-creating language, 
he does so by playing with semantic and literary conventions, by implicit 
references to history or mythology, and so on. To be sure, this transcends 
any alleged boundary between language and “other ways of getting around 
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in the world.” Someone who knew only the semantics and syntax of En-
glish would not “get” Joyce (or much else). Davidson argues persuasively 
that reading—and understanding—Joyce requires a much broader cultural 
knowledge. He goes so far as to acknowledge that there is a “tension be-
tween invention and tradition,” but he claims that Joyce “resolves” it in 
favor of invention.  57   The following passage is emblematic of both the kin-
ship between Davidson and Gadamer and their divergences: 

 All reading is interpretation, and all interpretation demands some degree of inven-

tion. It is Joyce’s extraordinary idea to raise the price of admission to the point where 

we are inclined to feel that almost as much is demanded from the reader as of the 

author. . . . By fragmenting familiar languages and recycling the raw material Joyce 

provokes the reader into involuntary collaboration, and enlists him as a member of 

his private linguistic community. Coopted into Joyce’s world of verbal exile, we are 

forced to share in the annihilation of old meanings and the creation—not really  ex 

nihilo , but on the basis of our stock of common lore—of a new language. All com-

munication involves such joint effort to some degree, but Joyce is unusual in fi rst 

warning us of this, and then making the effort so extreme. Joyce takes us back to the 

foundations and origins of communication; he puts us in the situation of the jungle 

linguist. . . . The center of creative energy is thus moved from the artist to a point 

between the writer and the audience. The engagement of the reader in the process 

of interpretation, forced on him by Joyce’s dense, unknown idiom, bestows on the 

author himself a kind of invisibility, leaving the interpreter alone with the author’s 

handiwork, absorbed in his own creative task.  58   

 Davidson may come as close here as anywhere in his writings to a Gada-
merian position. For Gadamer, interpretation is also a creative enterprise 
involving both author and reader. But whereas Gadamer regards herme-
neutic engagement with a text as a dialogue, Davidson frames it as a soli-
tary struggle: The reader is “forced” against her will, it seems, into Joyce’s 
“private linguistic community” and is like Quine’s “jungle linguist” who 
may assume no shared meanings. The center of creative energy may be 
moved to a place between author and audience, but it remains in the 
control of the author until, that is, in the end, the author abandons his 
reader—never an interlocutor—leaving her to her own devices. Davidson’s 
essay leaves little doubt that interpreting Joyce has rich rewards indeed and 
can be a transformative experience. By the same token, whereas Gadamer 
writes that understanding another is the most diffi cult of human tasks, on 
Davidson’s account it may be an impossible one. 

 If Gadamer is right that individualization implies untranslatability 
and untranslatability implies incommensurability, then we fi nd vestiges 
of incommensurability in both Gadamer’s and Davidson’s individualized 
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languages. To be sure, it is not the “heady and exotic” incommensurability 
between different conceptual schemes. It is a usually highly localized form 
of incommensurability. But it does present a limit case of intelligibility, on 
the one hand, and, on the other, challenges our notions about the param-
eters or limits of a philosophical account of meaning.  59   
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 Both Hans-Georg Gadamer and Donald Davidson deny the existence of 
some commonly claimed forms of incommensurability. In his 1972 Ameri-
can Philosophical Association (APA) presidential address, Davidson issued 
a sweeping criticism of even the “very idea” of incommensurable concep-
tual schemes.  1   One part of his argument was that if one held that there 
are diverse conceptual schemes one could not make sense of the idea that 
these schemes were incommensurable. Another part of his argument was 
against the idea that perception operates on a two-stage model where we 
take in raw data about the world through our senses and then organize 
that data according to our concepts. If one adopts this two-stage account, 
then people will perceive the world differently in accordance with the vari-
ous concepts they get from their particular backgrounds, cultures, or lan-
guages. Incommensurability would arise when there is no way for a person 
to escape his or her schematizing concepts—his or her perspective on the 
world—in order to perceive the world from another perspective using an-
other’s concepts. Davidson calls this scheme–content theory of perception 
“the third dogma of empiricism.” 

 In this chapter, I consider the case of incommensurability arising in con-
junction with the third dogma of empiricism. After spelling out some of 
Davidson’s arguments I will turn to Gadamer who, although denying in-
commensurability, seems to be committed to such a scheme–content theory 
of perception and thus would not be entitled to his denial of incommen-
surability. I will argue that he, in fact, does not have a scheme–content ac-
count of perception, and the mistake arises if we fail to interpret “horizon” 
and “world” as technical terms with their roots in the phenomenology of 
Edmund Husserl and Max Scheler, respectively. After outlining Gadamer’s 
account of the role of language in perception, drawing the important dif-
ferences between his view and Davidson’s, I will introduce two new argu-
ments Gadamer can make against incommensurability. My goal is to reveal 
some of the fundamental differences behind the apparent agreement. I will 

  13   Davidson, Gadamer, Incommensurability, and the Third 

Dogma of Empiricism 

 David Vessey 
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focus more on Gadamer only because his views are less well known and 
require more argumentative reconstruction than Davidson’s. 

 1 Davidson, Incommensurability, and the Third Dogma 

 Throughout his writings Davidson makes a number of arguments that 
jointly attack the third dogma of empiricism and the incommensurability 
that follows from it—I will briefl y point to fi ve. The fi rst and perhaps most 
intuitive argument targets the possibility of completely incommensurable 
conceptual schemes—conceptual schemes that never line up, that disagree 
everywhere. Davidson makes the point that in order for two schemes to 
disagree there must be something that they disagree about; otherwise it 
would not count as a disagreement. There must be something common 
with respect to which the differences could count as differences. There is a 
general insight here that should be obvious: Disagreement only occurs on 
the back of much wider agreement. Gadamer says much the same thing: 
“a prior agreement in understanding is presupposed wherever disturbances 
in this agreement arise.”  2   So, if one holds that there are multiple concep-
tual schemes that disagree about how to conceptualize the world, their dis-
agreements cannot run across the board. Their incommensurability must 
be local, not global. 

 A second argument against global incommensurability is similarly 
straightforward. If our understanding of the world were wholly mediated 
by our conceptual scheme, and there were massive, comprehensive dif-
ferences across conceptual schemes, we would never be in a position to 
recognize these differences; to see the differences at the level of conceptual 
scheme would require a perspective on them independent from our own 
conceptual scheme—it would require us to “take up a stance outside our 
own ways of thought.” It is one thing to recognize a difference of opinion; 
it is quite another to recognize a difference of scheme. Either we are trapped 
or we are not: If we are trapped, we have no evidence of other conceptual 
schemes globally incommensurable with ours; if we are not trapped, our 
scheme is not globally incommensurable with other schemes. 

 Davidson makes a brief argument, the third of fi ve, that I think should 
be read in the context of the fi rst two. He claims that recognizing behavior 
as linguistic is enough to know that there could be no systematic disagree-
ment, so even if aliens were to land and try to speak to us in their language, 
that would be enough to know that complete disagreement could not be 
the case. The best way to understand this surprising claim is to realize that 
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the mere recognition of language use presumes a number of things. For 
example, it presumes the others think you exist, that they think you think 
they exist, that they believe you can perceive them, that there are beliefs or 
desires that can be communicated, that both parties can distinguish truth 
from falsity and understanding from misunderstanding, and so on. These 
commonalities suffi ce for showing that even the most minimal recogni-
tion—the recognition that someone is using language—presents enough 
of a shard basis to rule out radical conceptual differences across the differ-
ent languages.  3   There might be local, partial incommensurability, but not 
comprehensive, global incommensurability. 

 A fourth argument is against such cases of partial incommensurability 
across conceptual schemes, cases where there is enough in common to rec-
ognize disagreement. In these cases Davidson asks what could function 
as a criterion for determining whether a disagreement is simply a matter 
of different beliefs or a matter of different conceptual schemes. All we are 
faced with in these situations is someone who says something different 
from us about something. Either they are using the words like we do and 
have concepts like we do and simply disagree with us, or they are using 
words differently and are operating with a different scheme from us. But 
the only evidence we have for their having a different scheme from us is 
our disagreement, which leaves us no criterion by which we could decide 
whether the disagreement occurs at the level of what we believe about the 
world or at the level of the different ways of speaking about the world. 
That is, the only evidence that a different scheme is in play is that the 
other person has different beliefs from ours, but having different beliefs is 
insuffi cient for concluding that there is a different conceptual scheme in 
play. We are never justifi ed in concluding partial incommensurability over 
simply partial disagreement. 

 All the arguments so far line up against the possible existence of partially 
or completely incommensurable conceptual schemes, once you accept the 
existence of conceptual schemes. Davidson’s real target, though, is con-
ceptual schemes as such. For the third dogma to fall he needs additional 
arguments; as he says, “[e]ven those thinkers who are certain there is only 
one conceptual scheme are in the sway of the scheme concept.”  4   His fi nal 
argument strikes at the heart of how the third dogma functions within 
empiricism, that is, within the idea that our perceptual encounters with 
the world provide independent and essential information for justifying 
perceptual beliefs. Accompanying conceptual schemes, for an empiricist, 
is “the idea that there is an element in experience which serves as a basis 
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and justifi cation of empirical knowledge, an element which is private and 
subjective in the sense that it owes nothing to what is outside the mind.” 
Such epistemic intermediaries “are given in experience” and “provide the 
ultimate reasons for our take on the environment.”  5   Empiricism requires 
that our experiences play an essential role as a tribunal for justifying our 
beliefs, which means that experiences must both be independent of our 
beliefs and given with the certainty required for providing justifi cation. 

 The way I’ve set up the question should give you a sense of how the 
argument will go. For the sensory givens to be able to justify perceptual 
beliefs they need to have some conceptual content. They need to show to 
us that something is the case. But it is at the heart of the scheme–content 
picture that the content is brute, unschematized, and, as Kant might say, 
“blind.” Davidson is convinced that such brute content cannot play that 
role. His mantra is: Only beliefs can justify beliefs—only something with 
propositional structure like a belief can stand in a justifi catory relationship 
to something else with propositional structure, typically another belief. It 
is in this respect that Davidson calls himself a coherentist. 

 But he is also an externalist. Davidson holds that, in virtue of our senses, 
the world directly causes us to have beliefs. So to see a podium is to be 
caused to have a perceptual belief that here is a podium. The relationship 
between the perceiver and the world is causal, not conceptual—causal in 
the manner of producing beliefs about that world. It is in this sense that 
we should understand Davidson’s closing sentence from “On the Very Idea 
of a Conceptual Scheme”: “In giving up the dualism of scheme and world, 
we do not give up the world, but re-establish unmediated touch with the 
familiar objects whose antics make our sentences and opinions true or 
false.”  6   Since there is no conceptual content, only causation, in our interac-
tion with the world, the interaction itself can’t play a role in justifying be-
liefs; yet this is what the empiricist seeks by making our beliefs answerable 
to the world. Davidson’s argument here against the third dogma of empiri-
cism, the scheme–content theory of perceptual belief, is a version of the 
arguments against the Myth of the Given. Once the third dogma falls, so 
does the idea that there could be incommensurable conceptual schemes, or 
conceptual schemes at all, as long as these are understood as schematizing 
raw sensory data. Davidson critiques the third dogma both from the side of 
the scheme and from the side of the content; criticisms from the side of the 
scheme are most useful for showing the impossibility of incommensurable 
schemes, but it is Davidson’s externalism, his view that our perceptual rela-
tion to the world is causal, not conceptual, that does the brunt of the work 
in his argument against the third dogma itself. 
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 2 Gadamer’s Apparent Third Dogmatism 

 Gadamer and Davidson could be fruitfully compared on a number of 
points. Focusing on incommensurability makes sense; starting from quite 
different philosophical backgrounds, they both reject incommensurabil-
ity.  7   They share quite a few views in common; they both agree that lan-
guage is social, that language is required for thought, that an awareness of 
other minds arises along with the use of language and with the ability to 
think, and that were there no humans there would be no truth. Above all, 
both agree that questions about the nature of interpretation are at the heart 
of questions about meaning. Even Davidson, after reading sections of Ga-
damer’s  Truth and Method , said, “I defi nitely admire his work and I see quite 
evident resemblances.”  8   It is not surprising there are over a dozen articles 
comparing the two philosophers, yet their mutual rejection of incommen-
surability is rarely discussed, mainly owing to a common misunderstand-
ing of Gadamer’s views.  9   The resemblances between their positions mask 
signifi cant differences about the nature of language, fi rst-person authority, 
the nature of conversation, and, perhaps most deeply, the place of the his-
tory of philosophy for contemporary philosophizing. What I am most con-
cerned about and what I will be focusing on from now on is the possibility 
that beneath their shared rejection of incommensurability Gadamer has, in 
fact, just the kind of scheme–content theory of perception Davidson rejects 
in his arguments against the third dogma of empiricism.  

 Why think this? First, Gadamer belongs to the phenomenological tra-
dition. Although phenomenology should not be considered empiricist, it 
does hold, like empiricism, that careful attention to experience provides 
the main source of justifi cation or rejection for empirical beliefs. Such a 
view runs up against Davidson’s claim that experience is causal, not con-
ceptual, and as I pointed out it is Davidson’s externalism that does the 
work against the third dogma. Second, Gadamer has a theory that what we 
can understand alone is limited by our historical and cultural horizons; in 
dialogue with others (or with texts) with their own horizons we “fuse hori-
zons” when we come to a new understanding that sheds light on the limi-
tations of our previous understanding. Gadamer speaks of such changes 
as “gestalt switches,” which suggests that a kind of incommensurability 
persists between horizons. Finally, Gadamer claims that “language has a 
tendency towards schematization. As a language is learned, it creates a view 
of the world which conforms to the character of the speech conventions 
that have been established in the language.”  10   Here language is set up as 
the medium by which the world is made intelligible. Presumably, different 
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languages, with different conventions and different words, would create 
potentially incommensurable worldviews. 

 Frankly, the most straightforward way of reading Gadamer is that he has 
a scheme–content theory of perception. Different languages amount to dif-
ferent worldviews, and even within a language there are multiple traditions. 
Traditions shape our prejudgments, which in turn set the horizons, the lim-
its on what we experience and believe at a particular time. Through dialogue 
with others, we can become critically refl ective of our prejudgments, and, in 
turn, our traditions, and we “fuse” horizons when we acquire a broader un-
derstanding, one inaccessible simply from the original point of view. Since 
we need the encounter with others to show us the limitations of our points 
of view, the limitations themselves must not be seen solely from within the 
point of view. But that means the new point of view acquired through the 
fusion of horizons amounts to a new way of seeing both what we saw before 
and the limitations of what we saw before. Yet, if this were his position, 
his view that there cannot possibly be incommensurable schemes would 
then simply be a kind of optimism that translation and understanding are 
always possible, and he would have no resources for resisting relativism. The 
charge, by the way, that Gadamer’s view is actually relativist and the only 
thing keeping him from seeing that is a naive faith in the power of dialogue, 
is one of the most common criticisms leveled against Gadamer. 

 But despite how it looks, Gadamer does not have a scheme–content ac-
count of perceptual belief. He is right to reject incommensurability, and yet 
he does this while still holding a place for experience to justify or falsify be-
liefs. I want to show how he makes this work. In addition, we get two new 
non-Davidsonian arguments against incommensurability. To tell this story 
properly means looking carefully at the two claims—that “a language-view 
is a worldview”  11   and that every point of view is limited by a horizon—and 
recognizing that both “world” and “horizon” are technical terms in Ga-
damer’s philosophical hermeneutics, terms with phenomenological roots. 
But in the end what must be made clear is the role language plays in experi-
ence. We need to understand what Gadamer means by his claims that all 
experience has a “linguistic character”  12   and that “language is the medium 
through which consciousness is connected with beings.”  13   

 3 “Horizon” as a Technical Term in Gadamer’s Hermeneutics 

 Let’s start with Gadamer’s claim that 

 Every fi nite present has its limitations. We defi ne the concept of “situation” by say-

ing that it represents a standpoint that limits the possibility of vision. Hence essential 
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to the concept of a situation is the concept of a  “horizon.”  The horizon is the range 

of vision that includes everything that can be seen from a particular standpoint.  14   

 Different people, texts, cultures, and times have different horizons, and all 
understanding, according to Gadamer, occurs as a fusion of horizons. Some 
philosophers rightly object that if a horizon is a limit on what can be seen 
from a vantage point, then the claim that horizons fuse makes little sense. 
Anything that is to transform our horizon must already belong to our hori-
zon—to the extent it is outside our horizon it would be outside our limits 
of comprehension. The objection is similar to the one raised by Davidson, 
that were everything mediated by a conceptual scheme, we could never 
escape our conceptual scheme to understand how other schemes might dif-
fer. Gadamer replies by claiming that horizons are “open” and constantly 
changing—if we riff on the metaphor, we can see how that might be. After 
all, it’s quite easy to see beyond our present horizon. Simply walking a 
short distance or going to the top fl oor of a building changes the horizon. 
Moreover, most of us know quite well what lies beyond the horizon from 
past experience. Again, following the metaphor, horizons might function 
as a limit at a particular time, but they are also gateways to something ac-
cessible, and they move as we move. 

 Still, rather than trying to clarify Gadamer’s position by simply stressing 
different features of the metaphor of a horizon, we should seek an explica-
tion of exactly how a horizon functions in perceptual awareness, and how 
the openness and variability of horizons follow. For that we need to under-
stand the term “horizon” as a technical term in Husserl.  15   

 Husserl was concerned with a common phenomenon—we experience 
more than is given to our senses. Husserl pointed out that although our 
senses only give us incomplete information about an object, we perceive 
the object as a whole. Even though when looking at a chair we are only 
presented with one side of the chair, we perceive a chair, not a chair-side. 
We are not surprised when we move to see the chair has other sides to it, 
that it is three dimensional, and so on. In fact we would be quite shocked 
to fi nd out what we thought was a chair was only a chair-facade. Likewise, 
we can often tell who a person is based on very little sensory information. 
We can recognize someone from the back of his or her head; were he or she 
to turn around to reveal that we were mistaken, this itself is a sign that our 
perception of the back of the head included more than simply the back of a 
head. Were it otherwise we wouldn’t have been surprised to fi nd he or she 
was someone we didn’t expect. So perception always goes beyond what is 
physically presented to the senses. 
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 The horizon, according to Husserl’s technical terminology, includes all 
those aspects of an object that are not directly accessible to our senses, 
but make it possible to see an object as something. It is what is “co-given” 
in the perception of the object, which in turn guides our expectations of 
future experiences of the object. When we walk around a house we are 
not surprised to see it has sides, that it has a back, that it doesn’t elevate 
off the ground, that leaves do not knock it over when they brush against 
it, that when we look away and look back it remains the same, and that 
it did not just spring into existence immediately before we saw it. Being 
three-dimensional, persisting through time, withstanding the impact of a 
leaf—all these things belong to the perception of a house; they are all hori-
zonal elements of the perception. So obviously our perceptual horizons 
change, both as our perceptions change and as we acquire new perceptual 
expectations given our changing understanding of an object. On the one 
hand, it makes sense to call horizons limits, since they present the range of 
possible ways in which the object can be present, but they are also clearly 
constantly changing. In dialogue with others we encounter horizons that 
make something present in a different way than we are used to. Horizons 
fuse when these perceptual possibilities become part of our perceptual rep-
ertoire and we come to understand the contingent features of our previous 
horizons. 

 It belongs to the phenomenology of perception that we are not draw-
ing inferences from the perceptual information we receive such that, for 
example, we fi rst see a fi eld of color and then our mind organizes the color 
and infers that it is some object or person. We directly perceive some thing. 
Husserl, like all phenomenologists, is a kind of direct realist about percep-
tion. Typically having something disclosed to our consciousness as some-
thing generates the accompanying beliefs, but that is not automatically 
the case. Both Heidegger and Gadamer are careful to distinguish the non-
propositional yet conceptual awareness of something as something, what 
they call the hermeneutical-“as”-structure of perception, from the propo-
sitional expression of that awareness in language, what they refer to as 
the apophantic-“as”-structure of assertion. The propositional content of 
the belief piggybacks on the conceptual content of the disclosure, but the 
empirical belief is separate from the empirical disclosure of the object as 
something or other. 

 With a better understanding of how Gadamer is using “horizon” in Hus-
serl’s technical sense, we can get a clearer picture of his account of per-
ception and how he avoids the paradoxes that come with seeing horizons 
as limits. Nonetheless, someone might object that even in the account of 
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horizonal intentionality there remains the distinction between that which 
is present to our senses and that which is added by our minds to the sensa-
tion. Certainly for Husserl there was a kind of “absolute presence” discov-
erable within perception that was indubitable and that, with the proper 
technique, could be isolated and used to descriptively capture the essential 
features of the object. All this sounds like a version of the third dogma of 
empiricism. If Gadamer is going to reject the scheme–content distinction 
and still allow that our experience of the world is thoroughly informed by 
our concepts and habits, he is going to have to deny that there is such a 
given core to experience. He does just that. Here is a telling quotation: 

 Max Scheler, in his very living contacts with psychologists and physiologists of this 

epoch as with American pragmatism, and [Martin] Heidegger demonstrated with 

vigor that sense perception is never given. It is rather an aspect of the pragmatic 

approach to the world. We are always hearing, listening  to  something and extract-

ing  from  other things. We are  interpreting  in seeing, hearing, receiving. . . . So it is 

obvious that there is a real primacy of interpretation. Husserl refused to accept this 

analysis . . . and held that all interpretation is a secondary act.  16   

 Gadamer explicitly criticizes Husserl for holding that at its core perception 
is nonconceptual and therefore, for Gadamer, noninterpretive. Like David-
son, Gadamer rejects the Myth of the Given. Unlike Davidson his rejection 
is on phenomenological grounds, and Gadamer holds that perception is 
interpretive, and therefore conceptual, all the way down. 

 Gadamer goes beyond saying perception is conceptual; according to 
him it as also linguistic. The same criticism he levels against Husserl he also 
brings to bear against Scholastic nominalists (who, it should be added, are 
the forerunners of modern empiricists). 

 The linguistic character of the experience of the world, to which metaphysical think-

ing had originally oriented itself, became in the last analysis something secondary 

and contingent that schematizes the thinking gaze at things through linguistic con-

ventions and closes it off from the primordial experience of being. In truth however 

the illusion that things precede their manifestation in language conceals the funda-

mentally linguistic character of our experience of the world.  17   

 For Gadamer, language shapes perception all the way down; it does not 
play a secondary role in a two-step process. Of course, all this does not 
help him escape relativism, or the conclusion that there may be many 
incommensurable worldviews corresponding to different languages. Fur-
thermore, since for Gadamer experience is fundamentally linguistic, it is 
diffi cult to see how experience can function any longer in the legitimation 
of beliefs, much less as an arbiter across worldviews. If something is going 
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to provide a criterion for our use of words it itself should not be shaped by 
our use of words. Gadamer does not generate confi dence when he says the 
following: 

 It is true that those who are brought up in a particular linguistic and cultural tradi-

tion see the world in a different way from those who belong to other traditions. It 

is true that the historical “worlds” that succeed one another in the course of history 

are different from one another and from the world of today.  18   

 We need to turn our attention to Gadamer’s claim that language gener-
ates worldviews; in the process we will come to understanding of how Ga-
damer can say that (1) experience is fundamentally linguistic, yet still be a 
phenomenologist, and (2) take seriously the idea that our experiences can 
serve as a tribunal for our judgments. 

 First, however, someone might be tempted to reply that there is an ob-
vious biological fact here that Gadamer misses—we take in information 
through our senses and our brain makes sense of that information. Lan-
guage is in our brain, not our eyes, and our brain needs information from 
our senses to interpret—light stimulates our retinas and our brain interprets 
these stimuli in meaningful ways; why would one object to that descrip-
tion? There are clearly two stages here, the objection goes, and any story 
of perception must fi t this obvious biological fact. The reply is to focus 
our biological descriptions not on the level of sensory stimulus and brain 
response, but on the organism as a whole perceptively engaged in its en-
vironment. Visual information does not occur by happenstance. We have 
biological and social habits that shape how we are perceptually responsive 
to the world—we should keep in mind that sensation is not simply an ac-
cumulation of sense data, but a response to an environment based on past 
habits, ingrained as a result of biological and conceptual goals. According 
to Gadamer, all seeing is already “perceiving-something-as-something”;  19   
by this he means that by the time we are aware of something, we have an 
already established perceptual and conceptual relationship to the object. 
Considering the biological process of perception at this level of an organ-
ism in ongoing interaction with its environment shifts us away from the 
picture of conceptless, retinal data organized by our brains. It helps us to 
see how sensory input is already conceptualized in virtue of the way our 
bodies refl ectively and unrefl ectively orient themselves in their environ-
ment and in virtue of our habits of perceptual expectations. Another way 
to put the point is that the brain’s conceptual organizing activities occur 
not just at the level of perceptual information, but primarily and more fun-
damentally at the level of the organism. Yet here we are only talking about 
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organisms with conceptual capacities, and for both Gadamer and Davidson 
that means organisms with language. 

 4 “World” as a Technical Term in Gadamer’s Hermeneutics 

 Even if there is nothing uninterpreted, no pure given shaped by concepts, 
we can still inquire into the possibility that incommensurable languages 
might lead to incommensurable ways of interpreting the world. Gadamer 
suggests as much when at a key point in  Truth and Method  he sides with 
Wilhelm von Humboldt’s claim that different languages generate different 
worldviews. What, then, is Gadamer’s view? Language certainly functions 
in acquiring and shaping concepts, which in turn shape the horizonal 
character of perception, but Gadamer refers to something quite different 
when he talks about the linguisticality of experience and the way language 
opens up a world for us. Just as we had to treat “horizon” as a technical 
term that retains its meaning found in the phenomenological tradition, 
likewise, we need to treat “world” as a technical term rooted in the phe-
nomenological tradition. 

 In  Truth and Method  Gadamer says he has inherited from Scheler a dis-
tinction between inhabiting a world and inhabiting an environment (or a 
habitat). Beings incapable of language lack a world; what they have is an 
environment of stimuli to which they respond in impressively complex 
ways according to their various, sometimes confl icting biological impera-
tives. They are “embedded in their environment.”  20   Humans, since they are 
able to reason about their course of action, can conceptualize their situa-
tion and establish an orientation toward it that is not limited by the pres-
sures of their immediate biological imperatives. “For man rising above the 
environment means rising to a world. . . . This does not mean he leaves his 
habitat, but that he has another posture toward it—a free, distanced orien-
tation—that is always realized in language.”  21   The ability to refl ect, derived 
from the ability to use language, establishes a world in which they live, in 
explicit contrast to the environment in which nonhuman animals live. 

 Although there would seem to be overlap between a nonlinguistic ani-
mal’s perception if its environment and a human being’s perception of its 
world, in fact Gadamer holds that the nature of perception is fundamen-
tally different in these cases. Language transforms perception all the way 
down. Take, as an example, my cat. Even though the same objects might 
pass through my and my cat’s fi elds of vision—such as the empty cat-food 
bowl—I see the object as belonging to a world with an orientation accord-
ing to which I can discriminate features and recognize new possibilities. 
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I can see the situation as refl ecting reasons; the cat simply responds to 
seeing the object in its environment according to its place in its biological 
imperatives. A human being with full subjectivity experiences the world 
as available to reasoned refl ection, as available to articulation in language, 
and therefore as suitable as evidence for empirical beliefs. 

 Here is a sketch of how it works. When we acquire a language, we ac-
quire the ability to articulate our experiences in words. This ability shapes 
the horizon of every experience to include the possibility of expressing 
what we perceive in words. So to return to the earlier example, we not 
only see a house as having three sides, as persisting in time, and so on, we 
see it as something that can be expressed in words, at least in principle. 
Of course, at any given time we may not be articulate enough or have the 
words at hand in order to put what we experience into words, but the com-
municatability of experience in language now belongs to the experience 
itself. This opens up a kind of freedom to step back from the immediacy of 
the experience and generate a refl ective, articulate response—something 
nonlinguistic animals lack. It would never occur to a nonlinguistic animal 
to try to communicate its experiences in words, as the objects are not dis-
closed to them as things about which to speak. They are disclosed as things 
to eat, to run from, to jump on, to hide under, and so on. In this respect, 
animals are embedded in an environment rather than being agents in a 
world. 

 Importantly, the addition of language does not just supplement the non-
conceptual elements with conceptual elements, it introduces a whole new 
way of responding to experience, of taking up experience propositionally, 
in short, of making our experiences intelligible to us and others through 
language. Because we have opposable thumbs we directly experience ob-
jects as things to pick up; similarly, because we have language we directly 
experience objects as things to express in words. This is what it means to 
say that language shapes our perceptions all the way down, and this is what 
Gadamer means when he says that language “mediates” our relation to the 
world and that “our verbal experience of the world is prior to everything 
that is recognized and addressed as existing.”  22   Language mediates like our 
eyes mediate—we can’t see without them, and the wavelengths of light we 
can see is limited by them; but we still see things with them, not images of 
or representations of things. Because we can see, we experience the world 
with all our senses in a fundamentally different way from sightless crea-
tures. That the world, for Gadamer, is perceptually mediated through con-
cepts does not mean that the world is created by concepts any more than 
the fact the world is perceptually mediated through our having opposable 
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thumbs, thus as containing things to pick up, means that the world is cre-
ated by our being prehensile. 

 Unlike the view of some critical interpreters of Gadamer, he is not em-
bracing a form of linguistic idealism. We do not experience the world with 
subtitles; we regularly experience things for which we have no words. But 
Gadamer acknowledges that 

 [t]he fundamental linguisticality of understanding cannot mean that all experienc-

ing of the world can only take place as and in language. . . . who would deny that 

there are real factors conditioning human life, such as hunger, love, labor, and domi-

nation, which are not themselves language or speaking, but which for their part fur-

nish the space within which our speaking to each other and listening to each other 

can take place. This fact cannot be disputed.  23   

 His view, then, is that several elements, including biological needs, social 
customs, individual habits, and previous understandings, all shape the way 
the world appears to us. It also always appears to us as intelligibly express-
ible in language. Since our experiences are not determined by language, 
but simply call for articulation in language, perception is both conceptual 
all the way down and yet provides the friction with the world needed to 
confi rm, revise, or reject our beliefs. The claim that a language creates a 
worldview seemed to suggest a possibly incommensurable diversity of 
worldviews, but the important part of Gadamer’s claim is that language 
transforms an  environment  into a potentially intelligible  world . Unless we 
understand “world” as a technical term, we miss this point. 

 5 Conclusion: Returning to the Topic of Incommensurability 

 We now have a rough picture of how Gadamer understands perceptual 
belief acquisition. As conceptually informed purposeful organisms, we live 
in a world where all objects are experienced as something or other. The 
horizons of the object are the ways the object is made present to us in 
perception above and beyond the direct sensory presence of the object. In 
addition to the role played by language in shaping the concepts that guide 
the as-structure of the perception, we always perceive objects as potentially 
intelligible in language. It is the object’s disclosure through language and as 
potentially expressible in language that leads Gadamer to say that language 
mediates our relation to the world, even though we are directly aware of 
the world. It also links thinking with choosing the right word. It is not that 
we have a belief that something is the case and then we look for words that 
will best communicate that belief to others (this is analogous to students 
who claim to know what they want to say in a paper, they just have not 
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found the right words yet); instead, thinking about a subject and fi nding 
the right words to articulate a subject are one and the same process. Bring-
ing it into language, for Gadamer, really is the only way to make something 
intelligible. 

 There are two more pieces to add to complete Gadamer’s picture. First, 
language is public, never of our own making. As such we are never in a 
position of being sure that we are using language to properly articulate the 
matter at hand; we are never in a position to be sure we have properly made 
the object intelligible. Dialogue is the way we work with others to come to 
a shared understanding of a matter at hand: “Language is only fully what 
it can be when it takes place in dialogue.”  24   Second, we have no special 
faculty for making our own thoughts intelligible to ourselves; all anyone 
has for making anything intelligible, including their own thoughts, is lan-
guage. But that means, too, that we need to give up a kind of fi rst-person 
authority about our own beliefs. We know whereof we think only to the 
extent we can articulate our beliefs, and, of course, others are often better 
at articulating these things than we are. 

 Finally, Gadamer’s view has two consequences for the topic of incom-
mensurability. First, recall Davidson’s argument against partial incommen-
surability. There is no criterion by which we can tell when we come across 
a disagreement in conversation whether the disagreement is simply a dif-
ference in belief or a difference in conceptual scheme. This becomes even 
more complicated on Gadamer’s view. Perhaps because of his focus on radi-
cal interpretation, Davidson always thinks of communication as a trans-
fer of information; according to him, to engage in conversation is to try 
to fi nd the best words to communicate our beliefs to another person. The 
shared common language is the most useful tool, but it is not a necessary 
one. For Gadamer, conversation is more complicated. Since we also come 
to understand our own beliefs better in conversation, and since whenever 
we enter into dialogue it is with the knowledge that our interlocutor may 
know what we are talking about better than we do, conversations can’t be 
reduced to exchanges of information between fully self-aware interlocu-
tors. Rather, dialogue is an irreducibly social action of trying to come to 
an articulate understanding of a topic. We have seen how this connects 
to his theory about the linguisticality of experience and his views about 
the publicity of language. Yet a condition for engaging in dialogue is the 
rejection of incommensurability. We cannot at the same time embrace the 
possibility of incommensurability and hold that our conversation partner 
can fi nd the words to help us make our own beliefs more intelligible to 
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ourselves. We are never in a position to conclude that a disagreement in dia-
logue is evidence of incommensurability. Second, and more signifi cantly, it 
belongs to Gadamer’s theory of perceptual knowledge that we experience 
the world as always potentially intelligible through language. Nothing we 
experience, according to Gadamer, transcends the limits of language. But, 
of course, we often hear other people talking, we often encounter writings 
from other cultures; and these too we must experience as potentially intel-
ligible. Davidson claims that to encounter something as linguistic is suffi -
cient for knowing that it is translatable; Gadamer will similarly say that to 
encounter something linguistic is to encounter something potentially intel-
ligible. I quoted him as saying “It is true that those who are brought up in 
a particular linguistic and cultural tradition see the world in a different way 
from those who belong to other traditions.” The quotation continues, “In 
whatever tradition we consider it, it is always a human—i.e., verbally con-
stituted—world that presents itself to us. As verbally constituted, every such 
world is of itself always open to every possible insight and hence every ex-
pansion of its own world picture, and is accordingly available to others.”  25   

 The bottom line for Gadamer is that anything intelligible to anyone 
is potentially intelligible to everyone. So if it’s the case that different lan-
guages lead to different ways of conceptualizing experience, we only need 
to learn those languages to discover those conceptualizations. No way of 
making the world intelligible is ever precluded. In an interview with a Hun-
garian student he states it as clearly as one might hope. The student asks, 
“Are we prisoners of our mother tongue? The American anthropologist Hall 
maintains that everything human is fi rmly bound in our cultural dimen-
sion. How stiff is, however, our cultural dimension? Can we escape this?” 
Gadamer replies, “Yes, through learning a foreign language.”  26   All there is 
to add is that no language is unlearnable. 

 Although Gadamer and Davidson agree that there are no incommen-
surable conceptual schemes, as there are no conceptual schemes at all, 
the agreement masks a deeper disagreement about the relation between 
thought and the world. For Davidson, the relationship is causal, and this 
thesis is a key element in his argument against incommensurability. For 
Gadamer, the relationship is linguistic, and this thesis forms a key element 
in his argument against incommensurability. By bringing to light these 
fundamental differences, we may avoid too hasty assimilations of Gadam-
er’s and Davidson’s views. Bjørn Ramberg writes about Gadamer and Da-
vidson that “the commensuration of different philosophical positions is 
achieved, if at all, only slowly, by virtue of sensitive work carried out where 
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resistance is greatest.”  27   My aim here has been to make explicit a key differ-
ence to allow a comparison to fruitfully go forward. 
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 To those who are awake, there is one ordered world [κοσμοσ] common to all. 

 —Heraclitus, fragment 89 

 1 

 The essentially social nature of language, and not only of language, but 
also of thought, is one of the most basic ideas in the philosophy of Donald 
Davidson. It is an idea that Davidson articulated in various ways, most 
notably in the idea of triangulation, and which he also acknowledged as al-
ready present in the work of other thinkers, especially G. H. Mead (in whose 
work he also found a version of triangulation itself),  1   as well as in the later 
Wittgenstein.  2   It has not always appeared clear to all readers of Davidson’s 
work, however, just how this claim regarding the social nature of language 
and thought should be understood. 

 One of the reasons for this is that Davidson also rejected what is prob-
ably the most widely accepted account of the nature of the sociality that 
might be thought to be at issue here, namely, the idea that sociality is 
based in  convention —in a set of preexisting, shared rules.  3   In “A Nice De-
rangement of Epitaphs,” Davidson even goes so far as to suggest that 
“there is no such thing as a language”—at least not if by “language” one 
means a clearly defi ned, shared system of syntactic and semantic rules 
that exists prior to any particular linguistic encounter.  4   In “On the Very 
Idea of a Conceptual Scheme”—surely one of the most important, but 
also most abused and misread essays of twentieth-century philosophy—
Davidson had already presented an argument to a similar if not identi-
cal conclusion, through his undermining of the idea that there could be 
radical discontinuities in understanding of the sort proposed by various 
forms of radical relativism. As Davidson comments in his conclusion to 
that essay: 

  14   What Is Common to All:   Davidson on Agreement and 

Understanding 

 Jeff Malpas 
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 It would be wrong to summarize by saying we have shown how communication 

is possible between people who have different schemes, a way that works without 

need of what there cannot be, namely a neutral ground, or a common coordinate 

system. For we have found no intelligible basis on which it can be said that schemes 

are different. It would be equally wrong to announce the glorious news that all man-

kind—all speakers of language, at least—share a common scheme and ontology. For 

if we cannot intelligibly say that schemes are different, neither can we intelligibly 

say that they are wrong.  5   

 In rejecting the idea of a common conceptual scheme as the basis for 
communication or understanding, Davidson also rejects the particular idea 
of subjectivity with which that idea is associated: the idea of an inner men-
tal realm that is set apart from the world, “a concept of the mind with its 
private states and objects.”  6   There is no “inner” world that stands com-
pletely apart from the public world in which we speak and act, and there 
is no completely “external” world that already stands apart from us and to 
which we gain access through our ability to apply a set of private concepts, 
meanings, or rules. 

 One simple way of putting the underlying point that is at issue here is 
to say that what Davidson argues against in a number of his later essays 
is the idea that  understanding , whether of others or of the world, cannot 
depend on the existence of any form of preexisting, determinate, “inter-
nalized”  agreement . When it comes to language, this idea is expressed in 
the claim that linguistic understanding depends on speakers sharing a set 
of linguistic rules or conventions (the issue addressed in “A Nice Derange-
ment of Epitaphs”); when it is epistemology that is at issue, it is expressed 
in the claim that there must be some overall correspondence between our 
concepts or beliefs and the world (something explored in “A Coherence 
Theory of Truth and Knowledge”), or that also obtains between our beliefs 
and concepts and those of others (one of the concerns of “On the Very idea 
of a Conceptual Scheme”). All of these versions of the idea are explicitly 
rejected by Davidson. 

 It is not uncommon, however, to fi nd Davidson being read in ways that 
commit him to the view that, contrary to his arguments elsewhere, un-
derstanding does indeed depend on determinate, internalized, preexisting 
agreement, as that is given specifi c form in a common “human nature.” In 
their discussion of Davidsonian philosophy of language as applied to the 
philosophy of social science, for instance, Graham Macdonald and Philip 
Pettit claim that charity, along with the principle of “humanity,” which 
they present as continuous with it, “rests on a belief in the unity of human 
nature: a belief that people in different cultures are essentially similar” and 
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according to which “any differences there are across cultures, or at least any 
differences central to the attitudes and actions of people, should be expli-
cable by reference to different circumstances.”  7   The same idea is picked up, 
though in a slightly different way, by Anita Avramides. Focusing on David-
son’s own emphasis, most famously in “Thought and Talk,” on the having 
of the concept of belief as conditional for the having of thoughts,  8   Avra-
mides argues that the Davidsonian position leads inevitably to the conclu-
sion that “we have the concept of belief that we have because we are crea-
tures who ‘act in the world, and act on each other, and act in accordance 
with a common human nature.’”  9   

 It is certainly the case that Davidson has repeatedly emphasized the de-
pendence of the possibility of interpretation on a background of overall 
agreement. Thus he writes in a well-known passage from “Belief and the 
Basis of Meaning” that: 

 Widespread agreement is the background against which disputes and mistakes can be 

interpreted. Making sense of the utterances and behavior of others, even their most 

aberrant behavior, requires us to fi nd a great deal of reason and truth in them. . . . 

If the vast amount of agreement on plain matters that is assumed in communica-

tion escapes notice, it’s because the shared truths are too many or too dull to bear 

mentioning.  10   

 The question here is not whether agreement is necessary for understand-
ing, but rather the particular sort of agreement that is so required. In his 
“Introduction” to  Inquiries into Truth and Interpretation , Davidson makes this 
point explicit: 

 The aim of interpretation is not agreement but understanding. My point has always 

been that understanding can be secured only by interpreting in a way that makes for 

the right sort of agreement. The “right sort,” however, is no easier to specify than to 

say what constitutes a good reason for holding a particular belief.  11   

 What is at issue in much of Davidson’s discussion of these matters is 
actually the clarifi cation of the nature of agreement as it plays a role in 
understanding. What Davidson rejects in essays like “A Nice Derangement 
of Epitaphs” or “On the Very Idea of a Conceptual Scheme” is a way of 
thinking about agreement that sees it as based in an essentially subjective, 
even if shared, structure that is prior to any encounter, and that is also ca-
pable of determinate characterization. This way of thinking recurs again 
and again across many different domains and in many different forms, 
and is so commonplace that it is seldom questioned or even made explicit. 
In contrast, Davidson argues for a form of agreement that is not and can-
not be specifi ed in terms of any shared set of propositions, rules, concepts, 
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behavioral dispositions, practices, or “forms of life.”  12   I shall have more to 
say about this in the discussion below, but the short answer to the question 
as to the sort of agreement that makes for understanding, and that also 
underpins the social nature of language and thought, is that it is an agree-
ment consisting in our dynamic, active engagement with a set of worldly 
events and entities.  13   

 2 

 Although it is commonplace to fi nd many readers of Davidson treating the 
principle of charity as simply imposing an already determined set of beliefs 
onto those we interpret—so every one of our interlocutors believes just as 
we do (thus leading to the objection that charity embodies an ethnocentric 
approach to interpretation that erases difference)—charity as it appears in 
Davidson’s work always refers to a dynamic process rather than a static 
formula.  14   The charitable advice that we should assume overall agreement 
in beliefs (which on the Davidsonian account means the same as assuming 
the overall truth of beliefs), thus provides an initial specifi cation of beliefs 
that is intended to enable the interpretive process rather than complete it. 
Attributions of beliefs are played off against determinations of meaning, 
within a larger framework that also encompasses other attitudes and be-
havior, so as to enable us to make sense of our interlocutors in a way that 
is itself always subject to further articulation and revision. In this respect, 
we may say, using the language of “A Nice Derangement of Epitaphs,” that 
the overall interpretive “theories” that result from the process of radical 
interpretation are always  passing  theories, never prior.  15   

 The dynamism that characterizes the operation of charity as it is pre-
sented in Davidson’s early essays on radical interpretation carries over into 
Davidson’s later accounts of triangulation. Indeed, one might argue that 
the very use of the term “triangulation,” which in its original sense in-
volves the determination of location through the taking of lines of sight 
from each of two fi xed but distinct points and on to the object that lies at 
their intersection, already indicates a dynamic, active process that depends 
on difference as the means to arrive at commonality. Moreover, the lines 
of connection between speaker and interpreter, and between each of these 
and the object that lies between them, are not constituted merely through 
the speaker or interpreter’s passive reception of subjectively present sensory 
information or through the activation of a set of internalized responses. 
Instead, the connection of speaker to interpreter, of interpreter to speaker, 
and of both to the object, arises through the actions of the speaker and 



 What Is Common to All  263

interpreter in relation to the entities and events around them, as well as 
through their being causally affected by those same entities and events. 
Speaker and interpreter are implicated with one another, and with the 
world, through their mutual entanglement in the same complex structure 
of causation and action. 

 While Davidson’s own emphasis in his accounts of triangulation tends 
to be on the way in which the objects of belief are to be identifi ed, in the 
fi rst instance at least, with the common causes of belief, the objects of belief 
also appear as the focus of action. Indeed, this is why the proper objects of 
belief are not to be identifi ed with the proximal causes of belief—with the 
privately felt stimulation of our sensory surfaces that give rise to events in 
our nervous systems—but rather with their distal causes—with the pub-
licly accessible entities and events that are the causes of such stimulation. 
The objects about which we have beliefs are also the objects with respect 
to which our actions are variously oriented and directed. Through looking 
at the way in which action, perhaps grasped initially as mere behavior, is 
organized in relation to the entities and events that make up an agent’s en-
vironment, we can identify the objects toward which the agent acts and so 
begin also to identify the objects of the agent’s beliefs.  16   What we may not 
be able to do initially is identify the correct descriptions under which the 
agent’s beliefs are held of those objects or under which those objects are the 
objects toward which action is directed. However, so long as we do not rely 
only on single observations, and instead triangulate between observations 
while also attending to the intersections between our own actions and the 
actions of those we seek to understand, then we will not only be able to 
arrive at an identifi cation of the common causes of belief, but also be able 
to refi ne the descriptions of those causes as they are relevant to the beliefs 
and actions at issue. 

 The process here is almost exactly the same as the process that David-
son himself describes under the heading of “radical interpretation.” It is 
a process that is predicated on the assumption that what determines the 
descriptions that are relevant to an agent’s self-understanding is also what 
determines the understanding of the agent by another. This is not an as-
sumption that Davidson has always made explicit,  17   but it does underlie 
much of Davidson’s approach. The point that is at issue here, a point that 
Davidson employs specifi cally in relation to interpretation, connects with 
what initially appears to be a somewhat different point made by Straw-
son. In  Individuals , Strawson argues that the notion of objectivity requires 
the reidentifi cation of particulars, and that this requires a notion of an 
objective space in which particulars can be located, a space that is largely 
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independent of the one making the identifi cation and reidentifi cation.  18   
The identifi cation of some entity as an object of belief also requires a capac-
ity for reidentifi cation of that entity as the same object about which beliefs 
are held, and such identifi cation and reidentifi cation must be possible both 
for any single individual who has beliefs, and for any individual who at-
tempts to attribute beliefs to others. The possibility of belief, and of any 
contentful state, thus requires an objective but intersubjectively accessible 
world to which our own subjective attitudes can be related, in which the 
objects of our attitudes can be located, and within which our own actions 
can be situated. This is why intentional objects are always public objects 
(the point also applies as much to abstract objects, although analogously, 
as to the concrete).  19   

 The space within which the determination of the objects, and so also the 
contents, of belief arises is thus not the internal space of subjectivity, but 
rather the externalized, public space wherein the agent acts, and wherein 
the encounter with others also takes place. In discussing the idea of triangu-
lation, and comparing the Davidsonian emphasis on the distal with Quine’s 
early emphasis on the proximal, Dagfi nn Føllesdal writes: 

 Why, then, did Quine turn to stimuli? He saw, I think, clearer than it had ever been 

seen before, how intricate the notion of an object is. We cannot determine through 

observation which objects other people perceive; what others perceive is dependent 

upon how they conceive of the world and structure it, and that is just what we are 

trying to fi nd out. When we study communication and understanding, we should 

not uncritically assume that the other shares our conception of the world and our 

ontology.  20   

 Yet although we may not be able to determine which objects other people 
perceive through observation alone (or, more precisely perhaps, we cannot 
determine the  descriptions  under which objects are perceived), we can de-
termine the objects they perceive through recognizing the objects around 
which their actions are organized, not only as this is evident in regard 
to those actions taken on their own, but also as they overlap or interfere 
with our own actions, and our actions with theirs, and so are organized in 
relation to the  same  objects (even if given under different descriptions). 
In this respect, although we may not share the same descriptive vocabu-
lary (the same “ontology”) as our interlocutors, that does not mean that 
we do not stand in relation to the same objects, nor that we cannot use 
our own descriptive vocabulary in the process of coming to understand 
what may well be a different descriptive vocabulary on the part of our 
interlocutors.  21   
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 In his own discussion, Føllesdal acknowledges the importance of social 
considerations in coming to understand another. Yet he takes this to be a 
matter of attending to the intersubjective propositional structures within 
which perception is embedded.  22   The lesson that follows from study of the 
structure of triangulation is that the social is fi rst given not in terms of 
shared linguistic structures, but rather through the commonality estab-
lished in action. Normativity, on this account, is a process of mutual ad-
justment to one another that arises in the engagement between speakers, 
rather than a matter of conformity to any preexisting rule or principle. This 
means, however, that normativity arises through our orientation toward, 
and active engagement with, the world in which both we and our interlocu-
tors fi nd ourselves. Not only normativity, but also meaning and thought 
arise in this fashion. Thus Davidson writes that “Our thoughts neither cre-
ate the world nor simply picture it; they are tied to their external sources 
from the beginning; those sources being the community and the environ-
ment we know we jointly occupy.”  23   

 3 

 The way Davidson views the relation between agreement and understand-
ing, and especially his underlying rejection of understanding as based 
in any form of preexisting, determinate, internalized agreement, turns 
out to be closer to that of certain key fi gures within twentieth-century 
continental philosophy than to that of many of his analytic colleagues.  24   
One of the key shifts in hermeneutic theory, for instance, especially as 
developed by Hans-Georg Gadamer, and as adumbrated in the work of 
Heidegger, is that understanding cannot be based in any attempt to re-
think or reexperience that which is to be understood. This is, indeed, one 
of the central arguments of Gadamer’s magnum opus,  Truth and Method.  
In that work Gadamer sets a Hegelian conception of the nature and pos-
sibility of understanding against that of Schleiermacher. Directed at the 
interpretation of texts, Schleiermacher argued that understanding the 
meaning of a text was a matter of rethinking the thoughts of its authors 
(it is this idea that to a large extent was taken up and developed within 
nineteenth-century hermeneutics through the idea of  Verstehen —an idea 
that is still present within areas of sociological thinking through the in-
fl uence of Weber). Hegel, on the other hand, took understanding to be 
inevitably oriented to the present situation of the one who aims to un-
derstand—in historiography, for instance, this means that understanding 
always comes after the events it seeks to understand, and consequently it 
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cannot be based in any recapturing of the past, but instead derives from 
our present situation.  25   

 As Gadamer presents matters, following Hegel, and drawing on ideas to 
be found in Heidegger and Husserl, understanding is always based in our 
current situatedness, which allows us to encounter things from a particu-
lar perspective and with a particular set of interests—this is why Gadamer 
and Heidegger both insist on the essential historicality of understanding 
and the role of tradition.  26   Yet inasmuch as understanding always involves 
an awareness of the existence of such alternative views, so it is always di-
rected, in spite of its partiality, to the “object” or “matter” ( Sache ) at issue. 
In this respect, historical situatedness and tradition function, not as a base 
of determinate and prior agreement from which understanding proceeds, 
but rather as opening up a commonality that consists simply in a com-
monality of engagement between different interlocutors with respect to 
the same objects of concern.  27   In the work of Hannah Arendt, itself directly 
infl uenced by the phenomenological-hermeneutic thinking also found in 
Gadamer, this idea reappears as a key element in the constitution of the 
realm of common engagement that Arendt calls the “public realm” and also 
characterizes as the realm “of the real.” In what could be taken almost as 
a summary of the Davidsonian position itself, Arendt writes that: “Under 
the conditions of a common world, reality is not guaranteed primarily by 
the ‘common nature’ of all men who constitute it, but rather by the fact 
that, differences of position and the resulting variety of perspectives not-
withstanding, everybody is always concerned with the same object.”  28   In 
this way, our “perspectives” on the world turn out to be not a barrier to our 
access to the world or to others, but the very means by which such access 
is effected.  29   

 There is nevertheless a tendency to read Gadamer (as well as Heidegger 
and Arendt), in a way we have also seen arise in the reading of Davidson, 
as holding to the view that understanding does indeed depend on some 
form of agreement that must obtain prior to any particular encounter and 
takes the form of some determinate, often internalized content or structure. 
Indeed, Davidson himself misreads Gadamer in just such a fashion, taking 
issue with what he takes to be the Gadamerian claim that “agreement con-
cerning an object demands that a common language fi rst be worked out,” 
and arguing instead that “it is only in the presence of shared objects that 
understanding can come about.”  30   The apparent disagreement is particu-
larly signifi cant in this context, since it focuses on just the question that is 
here at issue, and it is notable that Davidson makes exactly the argument 
that accords with his own commitment to the idea that it is our common 
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engagement in the world that founds understanding and the determination 
of agreement: “Coming to an agreement about an object,” he writes, “and 
coming to understand each other’s speech are not independent moments 
but part of the interpersonal process of triangulating the world.”  31   Davidson 
is correct in the general claim he makes here, but he is mistaken in assum-
ing that Gadamer’s own conception of language stands opposed to such a 
claim. Although differently expressed, the Gadamerian position is indeed 
committed to much the same dynamic, dialogic conception as that which 
Davidson identifi es as at the heart of communication and understand-
ing. As Gadamer so evocatively puts it, language is itself “conversation” 
( Gespräch )—a conversation that is always oriented toward its object, toward 
some subject matter, and in which the very being of language is constantly 
articulated and rearticulated.  32   

 One of the points that the Gadamerian approach may be taken to draw 
particularly to our attention, however, and that Davidson may be thought 
to neglect, is the way in which the ongoing process that is understanding, 
which is also a process of constant determination of agreement, can also 
solidify into distinctive and apparently determinate forms—into what we 
often refer to in our ordinary usage, for instance, as “languages.” Thus a 
group of speakers engaged in constant linguistic interaction may recog-
nize themselves as speaking the “same” language precisely in virtue of the 
ongoing interaction in which they are engaged—in virtue, as it were, of 
their capacity for ready and regular convergence in linguistic behavior. This 
convergence is itself facilitated by, even though it is not founded in, the rec-
ognition, on the part of members of the community, of certain regularities 
that are evident in their behavior (regularities that may be misconstrued as 
enabling their interaction, rather than developing in that interaction). A 
process of self-identifi cation may then occur around the idea of a language, 
perhaps a set of practices, and also a history, taken to be common to that 
community. 

 Recognition of such community and commonality may well serve to 
reinforce the capacity for mutual understanding and engagement, even 
though it does not found it; but what is perhaps more signifi cant in the 
present context is precisely the way in which such recognized commonal-
ity, based always in modes of mutual action and interaction, functions to 
underpin notions of  identity  and  self-identity . The commonality at issue here 
is not only expressed in terms of the idea of language, but also in the idea of 
community as such, and in the idea of the world as itself constituted always 
in terms of a certain mode of appearings of things. Thus different commu-
nities, which understand themselves as communities, and so in terms of a 
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certain identity that belongs to them, will also view the world as ordered in 
a certain fashion, and the things that appear within the world as appearing 
in a certain way, and in a certain light. In summary, what we take to be im-
portant about the world, what aspects of things are taken to be signifi cant, 
is itself a result of the constant formation of agreement that occurs in and 
through the complex and ongoing interaction that is the process of under-
standing, and that involves, in the terms Davidson employs, the subjective, 
the intersubjective, and the objective.  33   

 In Gadamer, the importance of this level of commonality is evident in 
the emphasis given to language (an emphasis that appears to mislead Da-
vidson) and the role of tradition. It is an emphasis that can be seen to have 
its origins in Heidegger’s focus on what he refers to as “the happening of 
truth,” particularly as that is developed in the essay that Gadamer cites as 
playing a key role in the formation of his own thinking, “The Origin of the 
Work of Art.”  34   In the latter work, Heidegger looks to the way in which the 
self-identity of a community, and the appearing of the world within which 
the community orients itself, occurs through the ordering of things around 
certain common practices or things—in Heidegger’s essay it is the ordering 
of things around the Greek temple. It is noteworthy that for Heidegger 
especially, the commonality that is at issue here is always articulated, not 
through any internalized structure, but rather through modes of action and 
interaction that are oriented and organized in relation to the things around 
us. The commonality that is given in a certain form of the world, and a 
certain mode of self-identity that belongs to a community, is itself shaped 
and determined through the broader commonality that is our mutual ac-
tion and interaction as it occurs within the world as such—the world as it 
transcends any particular identity or mode of description within which it 
may be framed.  35   Although the matter is not one that can adequately be 
pursued as part of the present inquiry, what starts to become evident here 
is the complex connection, as developed in a number of Heidegger’s core 
works, between the concepts of truth and of world, and notions of commu-
nity, commonality, and action.  36   Moreover, although Davidson approaches 
these issues in a very different way, it should already be clear, as I have also 
argued at greater length elsewhere,  37   that something like a similar, if not 
identical, set of connections also appears in Davidson’s work. On the one 
hand, Davidson presents a view of truth that is metaphysical modest, if 
not quite defl ationary; on the other hand, he also embeds truth within a 
network of other concepts in a way that makes truth a central concept in 
the possibility of language, meaning, and understanding—truth turns out 
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to be a concept inseparable from the world as that common realm of action 
and encounter. 

 What emerges here, then, are two forms of agreement or commonality 
that each play different roles in relation to the possibility of understanding 
and the formation of self-identity. There is the commonality that resides 
in the possibility of common engagement and obtains independently of 
any agreement as it might exist in the form of a shared language, or shared 
attitudes, dispositions, or practices; and there is also the commonality that 
depends on such common engagement but is articulated in those modes of 
determinate agreement that take the form of a shared language, or shared 
attitudes, dispositions, or practices, and through which our notions of 
identity and self-identity are articulated. These two modes of commonal-
ity—two different modes of “agreement”—also interact with one another. 
Our engagement with the world always occurs in the light of the particular 
formations of commonality that determine our identity, and so constitutes 
our particular situatedness in the world (our particular relation to the enti-
ties and events around us), and yet is not restricted to those formations 
alone. Indeed, not only is our engagement in the world such that we can 
come to recognize perspectives different from our own precisely through 
our sense of self-identity coupled with the ability to identify others through 
our common engagement with the same objects, but we may also be led 
to reinterpret, perhaps to enlarge, our own sense of commonality through 
just such engagement. 

 Put topographically (which is to say, within the context of Davidsonian 
triangulation), we might say that whereas our involvement with a land-
scape, and our ability to engage with others within that landscape, always 
requires that we are located somewhere within it, the fact that we are so 
located does not prevent us from recognizing other possible locations, nor 
does it prevent us from relocating ourselves, so long as we can determine 
the relation between locations, so long as we can establish a “mapping” 
from one to another. The location in which we currently fi nd ourselves 
is that by means of which we are enabled to enter into the landscape in 
which we are located, but our engagement is not restricted to that location 
alone. In similar fashion, the determinate agreement that is formed in the 
process of sustained interaction with others and is the result of our under-
standing of them, though it may form the basis for our sense of identity 
with those others while also providing the framework within which our 
understanding of the world is articulated, is not itself what makes pos-
sible understanding in the fi rst instance, nor is it that which underpins 
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the ongoing process of understanding in any fundamental sense.  38   The 
commonality that is given in the self-identity of a community, and in a 
particular formation of the world, is a commonality that depends on our 
active involvement with the “same” entities and events, on our being im-
mersed in a single, if infi nitely complex, web of worldly interconnection. 
The latter form of commonality turns out to be a commonality that, while 
it remains always indeterminate, constituted as it is through activity rather 
than content, is actually that which enables the determination of both 
agreement and difference. 

 4 

 Davidson’s insistence on the idea that the agreement that grounds under-
standing must be an agreement based in our common engagement in the 
world, and not in shared propositions, rules, concepts, behavioral disposi-
tions, practices, or whatever, is something repeated across many different 
essays and contexts. Nevertheless, in some of his later essays, Davidson has 
also made certain remarks that appear to run counter to this insistence. 
There is, of course, no reason to suppose that Davidson should be immune 
to inconsistency on this or any other matter; nor is it crucial to the objec-
tives of the present inquiry that Davidson’s position remain the same across 
all his works—whatever reading we give to any contrary remarks in David-
son’s later writings, it should be clear that the overriding argument that is 
sustained throughout a large number of Davidson’s essays, as well as being 
a central theme in many of them, is that understanding does not depend 
on any preexisting, determinate, internalized agreement. Still, it is worth 
looking more closely at the comments in question here, since how those 
comments should be read turns out to be a little more complicated than 
may at fi rst sight appear to be the case. Moreover, the issues that emerge in 
relation to such a closer examination turn out themselves to be particularly 
instructive in the consideration of the issues at stake. 

 In “The Second Person,” Davidson provides an illustration of the struc-
ture of triangulation by reference to a simple learning situation—the ex-
ample he uses is taken directly from Kripke’s discussion of Wittgenstein on 
rule-following and concerns a situation in which a child learns to use the 
word “table.”  39   Davidson argues that it is our ability to identify similarities 
between our responses and those of the child that enables us to identify 
the table as the common cause of both our and the child’s responses, and 
so as being that toward which those responses are directed. As Davidson 
explains matters: 
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 The child fi nds tables similar; we fi nd tables similar; and we fi nd the child’s responses 

in the presence of tables similar. It now makes sense for us to call the responses of 

the child responses to tables. Given these three patterns of response we can assign 

a location to the stimuli that elicit the child’s responses. The relevant stimuli are 

the objects or events we naturally fi nd similar (tables) which are correlated with re-

sponses of the child we fi nd similar. It is a form of triangulation: one line goes from 

the child in the direction of the table, one line goes from us in the direction of the 

table, and the third line goes between us and the child. Where the lines from child 

to table converge “the” stimulus is located. Given our view of the child and world, 

we can pick out “the” cause of the child’s response. It is the common cause of our 

response and the child’s response. . . . if someone is the speaker of a language, there 

must be another sentient being whose innate similarity responses are suffi ciently 

like his own to provide an answer to the question, what is the stimulus to which the 

speaker is responding?  40   

 Given the considerations we have explored in the preceding pages, this 
passage, or more particularly, the last sentence in this passage, is some-
what puzzling. Davidson seems to claim that the basis for being able to 
recognize someone as speaking a language, and so also for being able to 
assign specifi c meanings to that person’s utterances, is that they have the 
same “innate similarity responses.” This is surely very close to the idea 
that what underpins understanding is some form of prior and internal-
ized agreement—inasmuch as it would seem to be “innate,” some form of 
“common nature.” Davidson makes similar remarks about the importance 
of shared “similarity responses” elsewhere. Thus, in replying to an essay 
by Kirk Ludwig, Davidson writes that: “Thought and language are features 
and functions of rationality. . . . But interpretation requires more similarity 
than this: we could only understand another creature that was tuned to 
some of the main features of the world we are tuned to”;  41   and in replying 
to Dagfi nn Føllesdal, Davidson tells us that “Quine came to think that it 
was because evolution had shaped our discriminative abilities to be much 
alike (rather than the details of our personal neural wirings) that linguistic 
communication was possible, and I am sure he was right.”  42   

 These sorts of comments, which appear only in some of Davidson’s later 
essays and replies, and always in connection with discussions of triangu-
lation, might well seem, on the face of it, to provide confi rmation of a 
Davidsonian version of the claim that understanding requires prior, in-
ternalized agreement. Yet read in such a way, these comments also seem 
clearly to be at odds with those long-standing elements in the Davidson-
ian position that have been the focus for my discussion here. Indeed, if 
understanding were a matter of shared “similarity responses,” then we 
could surely imagine cases in which responses were not shared, and so 
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could make sense of precisely what Davidson denies, namely, the idea of 
speakers whose language we could not understand—and just such an argu-
ment is sometimes advanced by those who see it as providing an obvious 
counter to the Davidsonian position.  43   What is going on here? Does Da-
vidson encounter a set of considerations that lead him to change his mind 
about the sort of agreement that makes for understanding and that need 
to be taken account of here? Or does consideration of the role of shared 
similarity responses and common discriminatory capacities indicate some-
thing else about the issues at stake and the manner in which they might be 
approached? 

 The example of triangulation that Davidson considers in “The Second 
Person” concerns our understanding of a child who may well be in the pro-
cess of acquiring a fi rst language. If we consider the role of shared similarity 
responses in such cases, then it should be clear that they play a quite deci-
sive role. Without a set of shared, innate responses it is hard to see how lan-
guage would ever be able to develop in the fi rst place. Certainly no isolated 
individual could ever acquire a fi rst language, and so the very possibility of 
language and communication must rest, in a certain sense, in some shared 
cognitive and behavioral heritage. What holds for fi rst-language acquisi-
tion, however, need not hold for the ongoing operation of understanding 
or for the acquisition of a second language. In particular, understanding in 
these cases does not depend on our having an already fi xed body of dis-
criminatory capacities that are both innate and shared. 

 Certainly it is the case that in order to understand another, whether or 
not the situation is one of fi rst-language acquisition, one must be able to 
match up one’s own responses with those of one’s interlocutor in ways that 
pick out the same object. We can do this in only if there is a high degree of 
convergence in the way we and our interlocutor are, as Davidson puts it, 
“tuned into” the world, and so the possibility of understanding can indeed 
be said to depend on agreement in the form of such shared “tuning.” Yet 
there is no necessity to conclude, from the mere fact that ongoing commu-
nication and understanding requires the ability for shared discrimination, 
that the capacity for discrimination is therefore based in, and restricted 
by, some biologically determined “nature.” Undoubtedly, if we cannot cor-
relate our behavior with the features of the world in a way that correlates 
with the behavior of some other creature, then that other creature will not 
be able to be understood by us. For the most part, of course, evolutionary 
history means that we will share, with many other creatures around us, and 
certainly with creatures of our own species, similar capacities that enable us 
to identify and track similar features of the world. But we need not rely only 
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on our evolutionary heritage in this regard. We can augment and extend 
our capacities to identify and track, and we can modify what we are tuned 
toward. Moreover, it is precisely our encounter with creatures that have dif-
ferent discriminative capacities that can lead us to augment our capacities 
in this way  44  —in much the same way that a diffi cult interpretative encoun-
ter may lead us to revise, and perhaps expand, our ideas about the world; 
in much the same way that the linguistic encounter with another may lead 
us to revise our “prior” theories of interpretation to arrive at a “passing” 
theory suitable to that encounter. 

 The fact that we do not currently share certain specifi c capacities, or 
indeed certain specifi c dispositions to respond, with another creature does 
not, then, rule out our interpretation or understanding of that creature, but 
it does mean there is an additional challenge to be overcome. Indeed, we 
fi rst need to satisfy ourselves of the likelihood that there is some feature of 
the world in relation to which a creature is responding, but to which we do 
not normally react in the same way, and then we need to be able to fi nd 
a way of correlating our responses with that same feature. Moreover, that 
this is something we are capable of doing is exemplifi ed by the wide range 
of cases in which we have been able to come to understand the behavior of 
creatures in spite of the fact that aspects of their behavior involve responses 
to quite different features of the world those to which we respond—bees, 
for instance, respond to features of the world, specifi cally the polarization 
of light, of which we normally have no awareness, while dogs and cats have 
olfactory and auditory sensitivities that go far beyond the human. What 
this shows is that what is crucial for understanding is not so much the par-
ticular responsive dispositions we have to start with, but the fact that we 
have some such capacities. 

 In this respect it is not the exact character of our access to the world that 
determines our capacity to understand, but, once again, the fact that we 
have some such access—and the nature of that access is that it is indeed 
access  to the world , and not restricted to some part or aspect of it. What 
does unite our responses—those of bees, cats, and dogs, and even human 
beings, is the fact that such responsiveness is shaped, through evolution in 
the case of the species and through learning in the case of the individual,  by 
environmental circumstance —it is shaped, in the broadest sense,  by the world . 
Perhaps this is actually what lies behind Davidson’s thinking here. Thus in 
“Epistemology Naturalized,” he writes that “It may be that not even plants 
could survive in our world if they did not to some extent react in ways we 
fi nd similar to events and objects that we fi nd similar.”  45   In that case, what 
is crucial is not so much the mere fact of a similarity of response, but of a 
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responsiveness that is similarly shaped—a similarity that is grounded in 
the world. 

 Read against this sort of background, it is not at all clear that Davidson’s 
remarks on the importance of shared similarity responses for the possibility 
of communication unequivocally represent a revision of his more general 
views on the nature of the agreement that is necessary for understanding 
as expressed elsewhere. Moreover, a closer examination of the role played 
by shared similarity responses or shared discriminatory abilities in fi rst-
language acquisition compared to the process of ongoing communication 
and understanding, suggests that there are important differences here that 
need to be taken into account, and that although they legitimate some 
respects in which such responses and abilities are necessary for the pos-
sibility of language and communication, there is another sense in which 
they do not. All too often, the failure to distinguish between the various 
cases at issue here leads to confusion as to the exact role and nature of 
agreement in making possible understanding. Perhaps Davidson can be ac-
cused of failing to prevent such confusion even if he does not fall prey to it 
himself. 

 5 

 Davidson’s work has always been demanding on the reader, and so there 
should be no surprise in discovering some complications in Davidson’s 
thinking about the role and nature of the agreement that makes for un-
derstanding. Yet the conception of understanding as a dynamic process 
that is essentially based in the interconnected engagement of speaker and 
interlocutor within the same worldly environment, and with respect to 
the same events and entities, is one that runs through much of Davidson’s 
writing from his early essays on radical interpretation to his later writings 
on triangulation. Although there is a sense of agreement that does indeed 
found the possibility of understanding—the agreement that consists in our 
common engagement in the world—the determination of agreement is 
something that occurs in the process of coming to understand, rather than 
being that on which it is based. Similarly, the formation of a determinate 
form of commonality of the sort that is expressed in the idea of a shared 
language, shared practices, or shared ideals and beliefs, notwithstanding 
the fact that it may feed into and reinforce the capacity for arriving at a 
shared understanding, is not itself that which enables such understanding. 
Even our shared biological heritage, though essential to language  acquisi-
tion , is not obviously essential to  understanding  as such. 
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 Davidson’s emphasis on the way understanding arises out of our active 
involvement in the world can be viewed as a reversal of the usual direction 
of explanation: Typically, philosophers have aimed to explain our engage-
ment with others or with the world on the basis of our subjectivity, but 
Davidson’s strategy has been to treat subjectivity as explicable only, if at all, 
on the basis of our engagement—subjectivity itself is thereby understood 
as part of a larger structure that also encompasses intersubjectivity and ob-
jectivity, and is nothing apart from this structure.  46   This is why both rela-
tivism and skepticism cannot, on the Davidsonian account, fi nd an initial 
footing—both positions assume that content can be given to a notion of 
an internalized structure or content, subjectivity, that is understood as po-
tentially disengaged from others and from the world. Yet if this means that 
relativism and skepticism cannot achieve any proper formulation, then nei-
ther can traditional epistemology, and neither can traditional accounts of 
the basis of knowledge or of understanding. 

 Davidson cannot, in this respect, be read simply as operating within the 
usual technical framework that governs so much contemporary analytic 
thinking (thereby giving some license to my own attempts to move the 
discussion in the direction of the hermeneutic and phenomenological). His 
approach is simple, in that it aims to keep to a certain everyday conception 
of the world and our relation to it and to eschew certain standard “philo-
sophical” presuppositions, but it is also radical, in that it implicitly presents 
a completely reenvisioned conception of the core issues concerning self, 
meaning, knowledge, and world—a vision that may be viewed as express-
ing a thoroughgoing “externalism” (although of an idiosyncratic form). It 
is precisely because of its simplicity and radicality that Davidson’s work has 
most often been underestimated and misunderstood by readers from both 
analytic and continental perspectives alike.  47   

 The idea that understanding can only proceed on the basis of some pre-
existing, determinate, internalized agreement, and that sociality and nor-
mativity must themselves be understood as based in agreement of this sort, 
is one of the most commonplace of philosophical assumptions, as well as 
being one of the most debilitating. Part of the radicality of Davidson’s posi-
tion is its rejection of this idea, and part of its simplicity is the turn back 
toward our own active engagement in the world as primary. It is thus that, 
at the conclusion to the “On the Very Idea of a Conceptual Scheme,” Da-
vidson can talk, in his famous phrase, of reestablishing “unmediated touch 
with the familiar objects whose antics make our sentences true and false.”  48   
It is through being in touch with those objects that we also come to be 
in touch with ourselves and with others. What is common to all, then, is 
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simply the shared connectedness that comes from our shared involvement 
in the world. As Heidegger writes, emphasizing the way in which even lan-
guage depends on this prior connectedness and involvement: 

 Words emerge from that  essential agreement  of human beings with one another,  in 

accordance with which they are open in their being with one another for the beings around 

them , which they can then individually agree about—and this also means fail to 

agree about. Only on the grounds of this originary, essential agreement is discourse 

possible in its essential function.  49   

 The agreement that enables understanding is precisely the agreement that 
consists in this  openness toward  the world, an agreement that can never be 
uniquely determined, since it is that on the basis of which any determina-
tion is possible. 
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   III   On Action, Reason, and Knowledge 





 1 The Ontological Backlash and the Reasons–Causes Debate 

 The mid-twentieth century was dominated by a particular view of the role 
and character of philosophical analysis. According to this view, philosophy 
is a high-level form of conceptual analysis, and the primary task of the phi-
losopher is to refl ect on the ways in which we speak and think about the 
world. This metaphilosophical view was encapsulated in the work of Ryle 
and the later Wittgenstein. Since then the philosophical climate has altered 
beyond recognition. The received view in the latter half of the twentieth 
century is poignantly captured in John Heil’s claim that “Honest philosophy 
requires what the Australians call ontological seriousness.”  1   On the wave 
of a renaissance of heavy-duty metaphysics, the key philosophical treatises 
that captured the metaphilosophical views dominant in mid-century have 
been dismissed as exercises in ordinary language that fail to engage with the 
substantive philosophical issues, and their authors have been accused of 
pursuing ontologically “free lunch” solutions to philosophical problems.  2   

 This return of “real” metaphysics has had a signifi cant impact on the way 
in which the question of the autonomy of the  Geisteswissenschaften  (human 
sciences) has been formulated. In the heyday of linguistic philosophy, the 
autonomy of action explanation was thought to pose an exclusively con-
ceptual question about the methodologies at work in different explanatory 
practices. At the same time, the role of the philosopher was seen as that of 
disentangling the different meanings that the term “cause” or “because” 
possesses in different explanatory contexts. From this metaphilosophical 
perspective, once conceptual clarity had been achieved, the philosopher’s 
job was done. Indeed, it was the attempt to go beyond conceptual analysis 
to address issues of ontology, whether, for example, “mind matters,” that 
was held to generate insoluble philosophical problems.  3   The ontological 
backlash against the linguistic turn spelled the demise of a conception of 
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philosophy as high-level conceptual analysis and of the concomitant un-
derstanding of the challenges facing anyone intent on defending the au-
tonomy of the  Geisteswissenschaften . Such a defense could no longer confi ne 
itself to a refl ection on methodological practices; it also had to address the 
ontological implications of drawing a signifi cant distinction between the 
 Naturwissenschaften  and  Geisteswissenschaften . In the philosophy of action 
it was Davidson who was primarily responsible for changing the question 
of the relationship between reasons and causes from a purely conceptual 
question about the methodologies at work in different explanatory con-
texts to an ontological question about the possibility of mental causation. 
Davidson brought about a paradigm shift in the reasons–causes debate by 
arguing that no defense of the methodological autonomy of action expla-
nation could ignore the metaphysical question of mental causation. For Da-
vidson rational explanations are, methodologically speaking, distinct from 
causal explanations, because the former have a normative dimension that 
the latter lack. But reasons must, ontologically speaking, be causes, or else 
it would be hard to see how mind could “matter.” While agreeing with the 
previous generation of nonreductivists that identifying reasons with causes 
(conceptually speaking) would be tantamount to committing a naturalistic 
fallacy, Davidson argued that reasons and causes must be (ontologically) 
identical if the threat of epiphenomenalism is to be avoided. As a result, Da-
vidson’s nonreductivism differed substantially from that which prevailed 
in mid-century, for it diverted the debate away from the purely conceptual 
plane on which it had been previously conducted. For Davidson, to leave 
the discussion on a purely conceptual plane would be precisely to seek for 
what Kim calls an ontologically “free lunch” solution to the problem of 
mental causation. 

 In the following, I explore the kind of nonreductivism defended by 
Davidson and compare it with that which predominated in mid-century. 
In particular I contrast Davidson’s argument for the autonomy of the hu-
man sciences with the one developed by R. G. Collingwood  4   as presented 
through the interpretative efforts of W. H. Dray.  5   I suggest that Davidson’s 
arguments against the anticausalist consensus that dominated the fi rst half 
of the twentieth century were not conclusive and that the success of causal-
ism in the latter half of the century is largely to be explained by a return of 
heavy-duty metaphysics and an ontological backlash against the linguistic 
turn. Yet, although Davidson’s arguments against the previous generation 
of nonreductivists may not be conclusive, Davidson’s undeniable merit 
was to keep alive a kind of nonreductivism that is grounded in a distinc-
tion in kind between normative and descriptive sciences, rather than in 
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a distinction in degree between sciences with greater or lower predictive 
power, a form of nonreductivism that has its historical roots in a Kantian 
rather than empiricist tradition. 

 2 The Changing Face of Nonreductivism 

 For the generation of nonreductivists that preceded Davidson, to be a non-
reductivist was tantamount to being a noncausalist. This, at least, was the 
perceived implication of endorsing the view that the explanation of action 
is a form of rationalization that involves establishing a logical or concep-
tual link between the  explanans  and the  explanandum  rather than an em-
pirical connection derived from observation and inductive generalization. 
Thinkers such as Dray, as an interpreter of Collingwood, Melden,  6   and von 
Wright,  7   were united by the view that whereas the explanations at work in 
natural science are causal, those at work in the sciences of mind are ratio-
nal, and, crucially, that to acknowledge this difference is to accept the claim 
that “reasons are not causes.” There was no such thing as a nonreductiv-
ist who was also a causalist, because to deny the slogan “reasons are not 
causes” meant  ipso facto  to deny the autonomy of the  Geisteswissenschaften . 
Thus, for example, Hempel, whose 1942 essay “The Function of General 
Laws in History”  8   had reignited the debate for and against unity in the sci-
ences, argued in favor of reductivism by arguing in favor of causalism. He 
claimed that the kind of explanations that historians provide only appear 
to have a different logical form from causal explanations. They appear to 
have a different logical form because they are mere “explanation sketches.” 
The full explanation (if historians ever bothered to give it) would have the 
same logical structure as explanation in natural science. For Hempel, once 
the apparent methodological differences between explanations in history 
and the natural sciences are explained away, we can see that explanations 
in terms of reasons have in fact the same logical structure as causal explana-
tions and thus that so-called rational explanations are merely incomplete 
causal explanations. Nonreductivists such as Dray, by contrast, defended 
the autonomy of the sciences of mind by rejecting causalism. They argued 
that Hempel had missed the point; rational explanations are not incom-
plete explanations of the same (causal) kind, but different kinds of explana-
tions. Whereas rational explanations are normative, causal explanations are 
descriptive. History is a hermeneutic, not an empirical science: Historians 
are concerned with making sense of actions (and they do so by establish-
ing a logical or conceptual connection between an action and the reason 
that explains it), not with predicting or retrodicting behavior on the basis 
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of observations of how agents normally react to certain antecedent con-
ditions. Whatever the disagreement, both those who denied the slogan 
“reasons are not causes” and those who endorsed it agreed that the issues 
at stake were logical or methodological, not ontological. The philosophical 
problem was whether the structure of explanation in the sciences of mind 
is ultimately the same as that of the nomological explanations employed in 
the sciences of nature,  not  whether rational and causal explanations com-
pete for ontological space. In sum, prior to Davidson, nonreductivism was 
more or less synonymous with noncausalism. 

 The general perception of the reasons–causes debate changed with Da-
vidson, who provided two arguments intended to sever the link between 
nonreductivism and anticausalism. The fi rst appeared in “Actions, Reasons, 
and Causes,”  9   the second in “Mental Events.”  10   In “Actions, Reasons, and 
Causes” Davidson attacked the noncausalist position endorsed by his pre-
decessors by arguing that if reasons were not causes they would remain 
mere rationalizations, and if they remained mere rationalizations we would 
be unable to capture which among the various possible rational explana-
tions that could be adduced to make sense of an action properly capture 
the internal monologue that moved the agent to act. Davidson’s demand 
that the practical syllogism should capture the internal monologue of the 
agent substantively differs from the claims made by previous nonreduc-
tivists, for a number of reasons. First, the notion of descriptive adequacy 
had played no role for the previous generation of nonreductivists. Dray, 
for one, had rejected the view that making sense of an action requires 
knowing what goes on in somebody else’s head, on the grounds that such 
a requirement ascribes to historians telepathic powers that they neither 
have nor need because understanding actions involves asking oneself how 
one would have acted against the background of certain beliefs and desires 
rather than accessing the agent’s psyche. Further, the previous generation 
of nonreductivists would have argued that one cannot mix and match 
descriptive and normative explanations, because if an explanation is an 
explanation of action it must be normative. An agent may perform deeds 
for which there correspond no valid practical syllogisms (he or she may 
act in a certain way because he or she is tired, angry, etc.). In this case, the 
explanation will be a descriptive psychological explanation, not a norma-
tive rational explanation, or, in other words, not an explanation of action 
in the sense of  res gestae . These, as Collingwood put it, “are not the actions, 
in the widest sense of that word, which are done by animals of the species 
called human; they are actions in another sense of the same word, equally 
familiar but narrower, actions done by reasonable agents in pursuit of ends 
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determined by their reason.”  11   Introducing the requirement for descrip-
tive adequacy (truthfulness to the agent’s psychological processes) over 
and beyond that of rational coherence blurs the boundaries between logic 
and psychology and leads to a kind of classifi cation across categories.  12   For 
reasons of space I will say no more about this fi rst argument, an argument 
that is usually regarded as providing independent support for Davidson’s 
anomalous monism. I will focus instead on a second argument that he 
develops in “Mental Events.” 

 Here the main motivation for advocating a shift from the anticausalist 
position captured by the slogan “reasons are not causes” to a causalist posi-
tion is directly related to the problem of epiphenomenalism. If reasons were 
not causes, so Davidson argues, they would be rationally necessary but lack 
existential import and therefore, in the last analysis, be epiphenomenal, 
thus failing to explain how mind could make a causal difference. In other 
words, if reason explanations were pure rationalizations, they would ex-
press no more than what Hume called “relations of ideas,” and as such they 
would have no ontological relevance. Anomalous monism is developed in 
response to the problem of epiphenomenalism that allegedly plagues Da-
vidson’s anticausalist predecessors. 

 Anomalous monism, Davidson claims, addresses the problem raised by 
the Kantian antinomy of freedom and determinism and seeks to solve it 
by reconciling three apparently incompatible premises: (1) the common-
sense premise that mind matters (that mental events are causally related to 
physical events); (2) the methodological premise that explanation proper 
requires strict laws (that singular causal relations are backed by strict laws); 
and (3) the antinaturalist premise that there is an is–ought divide and thus 
the impossibility of reducing the normative/rational explanations of ac-
tions to the descriptive/causal explanations at work in the natural sciences 
(no psychophysical laws). 

 If there were strict psychophysical laws, it would be easy to see how 
mind could matter: Mind would matter because mental events would be 
nomologically reducible to physical events. Once mental events are reduced 
to physical events, they are subject to the same form of (causal/descriptive) 
explanation employed to investigate nature. This reductivist solution to 
the problem of mental causation, however, would also fail to safeguard the 
anomalous (normative) character of the mental. Anomalous monism seeks 
to provide a solution that (a) preserves the anomalous/normative character 
of the mental by denying the existence of bridge laws, (b) vindicates the 
commonsense premise that mind matters, thus rebutting epiphenomenal-
ism, and crucially (c) does not relinquish the methodological premise that 
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causal explanations require strict laws, and with it the aspiration of natural 
science to provide complete explanations of reality. 

 Anomalous monism seeks to reconcile these three premises in the con-
text of a dual-aspect monistic ontology. Thus, while addressing the problem 
raised by the Kantian antinomy of freedom and determinism, Davidson of-
fers a very different solution from Kant. Where Kant ontologically divided 
the noumenal from the sensible world, even if only by way of a thought 
experiment (to consider oneself as an agent is to view oneself as a member 
of an intelligible world),  13   Davidson ontologically unites what he separates 
methodologically and seeks to defend the autonomy of action explanation 
within the context of an ontological reunifi cation. In doing so, Davidson 
introduces an ontological dimension in the argument for the autonomy of 
the human sciences, a dimension that, as I have argued, was absent in the 
previous generation of nonreductivism, where the discussion had been con-
ducted on a purely conceptual plane and the debate between causalists and 
noncausalists was strictly methodological. With the introduction of this 
ontological dimension into what used to be a purely conceptual debate, a 
number of questions that would not have previously arisen now require an 
answer, questions such as: “what kind of monism is anomalous monism?”; 
“is it neutral or is there a level of description that is ontologically more basic 
than the other?”; “if there is a level of description that is ontologically more 
basic than the other, is it not the case that the ontologically less basic level 
will ultimately remain epiphenomenal?” Questions such as these lie at the 
basis of what has been dubbed the “standard interpretation”  14   of Davidson’s 
anomalous monism. According to this interpretation, anomalous monism 
is a kind of nonreductive physicalism that maintains that although mental 
events are different in kind from physical events, they are token-identical 
with them. Type difference preserves methodological nonreductivism by 
denying the existence of psychophysical laws; token identity ensures onto-
logical reduction and in so doing enables anomalous monism to escape the 
threat of epiphenomenalism. On the standard interpretation, the distinc-
tive advantage of anomalous monism vis-à-vis the previous kind of purely 
conceptual nonreductivism would be that the token-identifi cation of men-
tal events with physical events entails that mental events are not “causal 
danglers” and thus that mind does indeed matter. Insofar as all mental 
events are token-identical with physical events, they are causally effi ca-
cious, because the latter are the kind of things that paradigmatically enter 
into causal relations. Yet, as many have been quick to point out, if David-
son’s anomalous monism is a form of nonreductive or token physicalism, it 
merely shows that mental events are causally effi cacious as physical events, 
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not that they are causally effi cacious  qua  mental. Anomalous monism is 
thus a form of type-epiphenomenalism.  15   

 3 Epiphenomenalism and the Metaphysical Status of the Causal Relation 

 When an interpretation is called “standard,” it is usually meant that it is 
unrefi ned, crude, or simplistic. And this is what has indeed been said of 
the interpretation of Davidson as a nonreductive physicalist. Davidson, so 
it has been argued, is no physicalist, not even of a nonreductive kind, for 
he holds “physical” and “mental” to be predicates or types that apply to 
the  explanandum  of the natural and human sciences, respectively, not to 
particulars  simpliciter . Davidson is simply not interested in providing a char-
acterization of reality as being ultimately mental or physical. His monism is 
thus genuinely ontologically neutral between the mental and the physical. 
Davidson’s argument against the epiphenomenality of the mental rests not 
on prioritizing a physicalist over a spiritual ontology, as proponents of the 
standard interpretation have assumed, but on the claim that causal rela-
tions hold between particulars irrespectively of how they are described (as 
mental or as physical). On this more nuanced reading of anomalous mo-
nism, there is an important distinction to be made between causal relations 
and causal explanations, a distinction that is not adequately acknowledged 
by reading Davidson as a nonreductivist with an ontological commitment 
to physicalism. Causal explanations apply to particulars insofar as they 
form the  explanandum  of the sciences of nature and are described as physi-
cal. But  causal relations , as opposed to  causal explanations , apply to particu-
lars independently of how they are described. Whereas causal explanations 
and rational explanations are intensional relations that hold between the 
 explanans  and the  explanandum  of the human and natural sciences, respec-
tively, the causal relation is an extensional relation that holds between par-
ticulars  simpliciter . This is indeed how Davidson responds to those critics 
who, on the basis of the standard interpretation, accuse him of being an 
epiphenomenalist  malgré lui .  16   

 It is unclear, however, that even this more nuanced interpretation of 
Davidson can save anomalous monism from the charge of epiphenomenal-
ism, for, if Davidson’s nonreductivism rests on a dual-aspect ontological 
monism it cannot ultimately be exempt from providing an answer to the 
question: “which intensional explanation (rational or causal) is true of par-
ticulars  simpliciter ” or, in other words, “do causal relations resemble rational 
or causal explanations?” Given that rational and causal explanations can-
not both be true of the same bare particulars, the problem of explanatory 
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exclusion raises its head once again, and with it the threat of epiphenom-
enalism. Anomalous monism may thus be unable to avoid the problem 
of explanatory exclusion even if Davidson’s monism does not declare a 
preference for either the view that reality is ultimately physical or that it 
is ultimately mental. If these considerations are correct, then Davidson’s 
nonreductivism is subject to the very drawbacks he ascribed to his prede-
cessors and fails to provide a strong dialectical motivation for abandoning 
the anticausalist consensus that characterized the previous generation of 
nonreductivists. In fact, one might go so far as to argue that, contrary to 
what Davidson claims, pre-Davidsonian nonreductivism was not vulner-
able to the problem of explanatory exclusion and the concomitant threat of 
epiphenomenalism precisely because, being of a purely conceptual nature, 
it claimed that rational and causal explanations explain different catego-
ries of things, that is, they have a different  explanandum  and as such they 
are not in competition with each other. The ghost of epiphenomenalism, 
which Davidson invoked in order to advocate a shift from an anticausal-
ist to a causalist position, arises only if one takes the argument for the 
autonomy of the human sciences beyond considerations concerning ex-
planatory practices and introduces the notions of “bare particulars” and 
of “real relations.” It is precisely because Davidson’s anomalous monism 
allows for the distinction between merely intensional/explanatory and 
extensional/real relations that the question of correspondence becomes a 
legitimate philosophical question and explanatory exclusion a problem to 
be reckoned with. These considerations would suggest not only that the 
epiphenomenalist threat fails to apply to fi rst-generation nonreductivism, 
but that the problem of epiphenomenalism is generated by the very kind 
of nonreductivism Davidson advocates. 

 Yet, although this more nuanced interpretation, with its appeal to a 
distinction between causal relations and causal explanations, may be ul-
timately unable save anomalous monism from the charge of epiphenom-
enalism, Davidson’s extensionalist reply does enable us to identify more 
accurately the issue at stake between Davidson and his anticausalist prede-
cessors. The antiepiphenomenalist move that Davidson makes in response 
to his critics relies on a realist claim about the nature of the causal relation, 
as it takes causal relations to be “transcendentally real.” As we have seen, 
for Davidson’s predecessors, the debate concerned explanation, not causa-
tion, and to articulate a defense of the autonomy of the human sciences 
it was suffi cient to show that such sciences, being normative rather than 
descriptive, enjoy a distinctive methodology. To believe that one could say 
anything of particulars independently of the investigative goals of a science 
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was presumptuous insofar as it required one to jump outside one’s own 
philosophical skin. Collingwood, for example, claimed that there are differ-
ent senses of causation at work in different explanatory contexts and that 
these different senses of causation correspond to the investigative goals of 
different sciences.  17   In history, which for Collingwood is a hermeneutic 
science concerned with meaning, the term “cause” is used in sense I to 
indicate a motive that makes sense, rationally speaking, of an action. In 
the practical sciences of nature, such as medicine and engineering, which 
are concerned with the manipulation and control of the environment for 
the sake of human well-being, the term “cause” is employed in sense II, to 
indicate an “event or state of things by producing or preventing which we 
can produce or prevent that whose cause it is said to be.”  18   Finally, in the 
theoretical sciences of nature, such as physics, which abstract from human 
interests, the term “cause” is employed in sense III, and “that which is 
caused is an event or state of things and its cause is another event or state 
of things such that (a) if the cause happens or exists, the effect must happen 
or exist even if no further conditions are fulfi lled, (b) the effect cannot hap-
pen or exist unless the cause happens or exists.”  19   So far, Davidson might 
have agreed. But, and this is a crucial caveat, for Collingwood, as indeed 
for the generation of nonreductivists united by the slogan “reasons are not 
causes,” there is in fact no such thing as a science that studies particulars 
independently of how they are described in a given investigative context 
and thus no meaningful sense that could be attached to the distinction 
between causal explanations and causal relations. 

 Davidson’s extensionalist reply to the charge of epiphenomenalism 
makes clear that the bone of contention between him and his anticausalist 
predecessors concerns the metaphysical status of the causal relation. David-
son’s predecessors claimed that the debate is about explanation, not causa-
tion, because they were antirealists about the nature of the causal relation. 
Davidson, by contrast, claims that the debate cannot merely concern expla-
nation, because he is a realist about causal relations. It is Davidson’s realism 
about causal relations that resonated with many contemporary critics of 
the slogan that “reasons may not be causes.” Thus, for example, Crane con-
demns an emphasis on explanatory practices that neglects to engage with 
the ontological dimension of the action–event distinction by claiming that 

 The issue is one about causation, not explanation. There are many ways of explain-

ing events and processes in the physical world; but if the completeness of physics is 

true, then there is one special kind of  cause . To state the problem, then, requires us 

to distinguish between causation and explanation, since the completeness of physics 

is a claim about causation.  20   
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 Even more aggressively, E. Lepore and B. Lower have dismissed Colling-
wood-style anticausalism as exemplifying the then-fashionable but no lon-
ger seriously tenable views that belonged to the era of “little red books”: 

 During the heyday of neo-Wittgensteinian and Rylean philosophy of mind, the era 

of little red books, it was said that propositional attitude explanations are not causal 

explanations and that beliefs, intendings, imaginings, and the like are not even can-

didates to be causes. Indeed, to treat mentalistic language as describing causes or 

causal processes is, it was said, a logical error. We have come a long way since then. 

The work of Davidson, Armstrong, Putnam, and Fodor (among others) has reversed 

what was once the orthodoxy and it is now widely agreed that propositional attitude 

attributions describe states and episodes which enter into causal relations.  21   

 In sum, Davidson’s extensionalist reply to the charge of epiphenomenalism 
draws attention to the fact that the issue at stake between Davidson and his 
anticausalist predecessors concerns the metaphysical status of the causal re-
lation. The causalist consensus that has come to dominate the philosophy 
of action in the aftermath of Davidson is premised precisely on the view 
that causal relations are ontologically real relations, not merely intensional 
relations holding between particulars insofar as they are brought under 
some description or other. 

 4 Method and Metaphysics 

 Pre-Davidsonian nonreductivists would simply not have allowed for the 
notion of a bare particular and of extensional relations holding between 
particulars  simpliciter . For Davidson’s predecessors, method determined 
metaphysics in the sense that if a particular is explained rationally, it falls 
under the category of “action” ( res gestae ). If a particular is explained induc-
tively, it falls under the category of “event.” In other words, the concepts 
of “event” and of “causal explanation” are reciprocal concepts, because 
to explain something as an event is to explain it causally. And the same 
applies  mutatis mutandi  to the concepts of “action” and of “rational expla-
nation,” because to explain something as an action is to explain it ratio-
nally. Thus, Davidson’s predecessors would never have claimed that the 
class of actions is a subset of the class of events or, to paraphrase Davidson 
slightly, that “whilst all events are physical, not all events are mental.”  22   
In Collingwood’s view, for example, “actions” and “events” are catego-
rial descriptions of reality that apply universally to all actions and to all 
events. For historians, “all actions are expressions of thought” precisely 
because by “action” one means particulars that are explained rationally 
and which have already been identifi ed as falling under the domain of 
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enquiry of the  Geisteswissenschaften . For natural scientists, by contrast, “all 
events are governed by general laws” precisely because that is what one 
means by an “event,” that is, a particular that has been identifi ed as falling 
under the domain of inquiry of the  Naturwissenschaften . Unlike Davidson, 
Collingwood developed his nonreductivism in the context of a descrip-
tive metaphysics, which he referred to interchangeably as a metaphysics 
without ontology or a metaphysics of absolute presuppositions. Within 
the context of this metaphysics, questions of truth and falsity can only be 
settled within the investigative parameters of a science. In claiming that 
truth and falsity are relative to the kind of questions one asks and the pre-
suppositions one makes, Collingwood placed meaning in the driving seat of 
philosophical analysis and ruled out the possibility that questions of truth 
and falsity could be raised independently of the investigative goals of a sci-
ence. Nor is this all. Collingwood also dismissed the traditional conception 
of metaphysics on the grounds that the identifi cation of metaphysics with 
the study of what is real independently of the set of questions and presup-
positions that characterize a form of investigation is premised on the er-
roneous assumption that in the order of logical priority truth comes before 
meaning and thus that it is possible to refer to a particular independently of 
the categorial descriptions of reality that determine what kind of thing one 
is discussing in the fi rst place. Collingwood identifi ed metaphysics under-
stood traditionally as an attempt to grasp reality in itself and dismissed the 
possibility of knowing real relations on the grounds that there can be no 
such thing as a science of “pure being.” A science of pure being, he claimed, 
would be a science without a subject matter, for the subject matter of a sci-
ence is determined by the kind of questions it asks and the kind of presup-
positions it makes. Metaphysics is thus possible only as a science of absolute 
presuppositions whose task is to make explicit the categorial descriptions of 
reality that are at work in different explanatory contexts.  23   Crucially, rather 
than abandoning metaphysics in favor of linguistic analysis, Collingwood 
sought to correct a misunderstanding about what metaphysics truly is, a 
misunderstanding that is ultimately traceable to the question concerning 
the proper relationship between truth and meaning. It is a divergence on 
these key issues, and whether one’s metaphysics should be “real” or descrip-
tive, that underpins the debate between Davidson’s nonreductivism and 
that of his anticausalist predecessors. Davidson’s anticausalist predecessors 
developed their nonreductivism within the context of a descriptive meta-
physics whose goal was to render explicit the presuppositions we make 
when we employ the term “cause” or “because” in different explanatory 
contexts. And they denied that there is any sense that can be attached to 
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the distinction between causation and explanation on the grounds that 
particulars can only be identifi ed and reidentifi ed in virtue of how they 
are described. Their denial that reasons are causes is part and parcel of a 
descriptive conception of metaphysics in which questions of meaning are 
logically prior to questions of truth. Davidson by contrast developed his 
nonreductivism in the context of a different conception of metaphysics, 
one in which truth is ultimately independent of meaning. Thus, while he 
agreed with his anticausalist predecessors that the explanation of action is 
a hermeneutic enterprise, he did not believe such methodological consid-
erations to be of metaphysical signifi cance, since within Davidson’s meta-
physics questions of truth are independent of questions of meaning. 

 5 Concluding Remarks 

 Whether or not one thinks the reasons–causes debate to have been con-
clusively settled either in favor of causalism or anticausalism, it is clearly 
to Davidson’s merit to have kept alive a kind of nonreductivism that is 
grounded in the view that the distinction between the human and the 
natural sciences is a distinction in kind, between normative and descriptive 
sciences, rather than a distinction in degree, between sciences with differ-
ent levels of predictive power. As we have seen, for Davidson the anomalous 
character of the mental has to do with its normative nature and has very 
little in common with the claim that the laws of the special sciences, unlike 
those of physics, are hedged by  ceteris paribus  clauses and are consequently 
unable to deliver precise predictions. Thus, although Davidson’s anoma-
lous monism may have slung the door open for causalism, his causalism is 
fundamentally different in character from the one endorsed by functional-
ists such a Fodor  24   who believe the relevant distinction to be not so much 
between normative and descriptive sciences as between sciences such as 
physics whose laws are strict, on the one hand, and sciences whose laws 
are hedged by  ceteris paribus  clauses, sciences such as chemistry, biology, 
geology, and psychology, on the other.  25   Later attempts to defend the au-
tonomy of the human sciences by arguing in support of the causal effi cacy 
of psychological explanations have much more in common with a tradition 
that springs from Mill and views the philosophically relevant distinction 
to be between the exact and inexact sciences rather than the sciences of 
mind and nature.  26   Davidson’s nonreductivism, unlike that of later causal-
ists, arose in response to the Kantian antinomy of freedom and determin-
ism and located the philosophically relevant distinction at the crossroads 
between theoretical and practical reasoning. To this extent Davidson agreed 
with the previous generation of nonreductivists that there is a genuinely 
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methodological divide between the sciences of nature and mind, and his 
argument for the causal effi cacy of the mental was formulated against the 
background assumption of the disunity rather than the unity of science. 
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 Davidson’s early papers on philosophy of action were immensely infl uen-
tial and no doubt largely responsible for there being a “standard story”: 
Actions are those bodily movements caused and rationalized by beliefs and 
desires. It is not false to say that Davidson asserted that claim, but propo-
nents of the standard story understand it somewhat differently than he did. 
His writings, I shall argue, spawned a widely accepted view that differs from 
his own in a number of respects.  1   

 Wittgensteinian critics of the standard story generally assume that Da-
vidson accepted it, as do its defenders, who invariably cite him as their 
inspiration and often credit him for rooting the story in physicalism. Jae-
gwon Kim, for instance, writes that Davidson’s “main task has been that of 
fi nding for mind a place in an essentially physical world . . . [in which] we 
fi nd nothing but bits of matter and increasingly complex aggregates made 
up of bits of matter.”  2   

 But both critics and defenders overlook the substantial infl uence of Eliz-
abeth Anscombe’s work on Davidson, who took her  Intention  to be “the 
most important treatment of action since Aristotle.”  3   Although usually 
viewed as having replaced an account like Anscombe’s with the standard 
story, Davidson rather thought that such an account was consistent with 
a causal account of action. He also thought that the latter was consistent 
with signifi cant claims of other philosophers infl uenced by Wittgenstein—
von Wright, for example, or Kenny, Melden, and Hampshire—whom 
he read and learned from, as he did from Wittgenstein himself, noting 
“those long hours I spent years ago admiring and puzzling over the  Inves-
tigations .”  4   He was critical of their work, and in the last analysis his view 
was quite distinct from theirs; but an adequate interpretation of his philos-
ophy of action must nevertheless see it against the background of all these 
philosophers. 

  16   Interpreting Davidson on Intentional Action 

 Frederick Stoutland 
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 1 

 The most consequential misunderstanding of Davidson’s account of action 
rests on missing the import of his distinction between causal  relations  and 
causal  explanations . His well-known claim, that to differentiate an agent’s 
acting  because  of a reason from her merely  having  a reason requires a causal 
“because,” is often misunderstood since merely asserting that reasons cause 
actions blurs that distinction. Causal relations hold  only  between  events  
(hence Davidson called this “event causation”), and they obtain no matter 
how the events are described, so that sentences ascribing them are  exten-
sional . Ascriptions of causal relations need not, therefore,  explain  phenom-
ena: Saying truly that what Karl referred to last night was the event-cause 
of what happened to Linda a year ago does not explain what happened to 
Linda a year ago. 

 Although event causation holds only between particulars, Davidson 
thought it involves generality, hence his thesis of the “nomological char-
acter of causality”: If events are causally related, there must be a  strict law  
instantiated by true descriptions of the events.  5   We need not know those 
descriptions, but since laws are strict only if the events described belong to 
a  closed system  (one such that whatever can affect the system is part of the 
system being described), and since, Davidson held, only physics describes 
a closed system, all strict laws belong to (a completed) physics.  6   Because 
Davidson held that events are physical if they have a physical description, 
he also held that all causally related events are physical. 

 It does not follow that event causation does not involve mental events: 
Since events are mental if they have a mental description, and since events 
are causally related no matter how described, mental events can be causally 
related to either physical or mental events.  7   What does follow is that  reasons  
are not causally related to actions, since the beliefs and desires Davidson 
took to be reasons are not events. “‘Primary reasons’. . . are certainly not 
events. . . . Beliefs and desires are not changes. They are states, and since I 
don’t think that states are  entities  of any sort, and so are not events, I do not 
think beliefs and desires are events.”  8   

 When Davidson asserted that reasons cause actions, he meant they 
causally  explain  actions: His view was that  rational explanation is a kind of 
causal   explanation . An explanation relates not to events but to sentences 
(propositions, facts), since to explain phenomena is always to explain 
them  as  such and such, that is, under a description (so that explana-
tion sentences are  intensional ).  9   The point of an explanation is to render 
phenomena intelligible, and what does so under one description of the 
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phenomena may not do so under another. Moreover, the same phenom-
enon may have different kinds of explanation, each explaining it under a 
different description.  10   

 Not all explanation is causal; to be  causal  an explanation should, ac-
cording to Davidson, meet three conditions.  11   First, its  explanandum  should 
describe either an event or a state whose existence entails an event. If the 
 explanandum  is that the bridge is slippery (a state), it follows that it became 
slippery, which is an event. 

 Second, its  explanans  should either describe an event  causally related  to 
the  explanandum  or entail that there is an  associated  event  12   so causally 
related. That is, if A causally explains B, “A” describes either an event caus-
ally related to B or an event associated with it that is so causally related. 
What “associated with” denotes will vary. The description of A may entail 
a description of the associated event: For example, if the car skids because 
the road is icy (a state), the associated event is the car’s contacting the ice. 
Or there may be a generalization connecting A with the associated event: 
If the slippery road explains the car accident, the associated event is the 
car’s skidding. Or the associated event may occur without anyone knowing 
what it is. 

 Third, the explanation depends on an empirical generalization that con-
nects a description of the cause with a description of the effect but which is 
a rough generalization and not a strict law. Davidson held that causal expla-
nations must involve generality but do not cite strict laws since their point 
is to explain phenomena when we do not know, or because there cannot 
be, strict laws covering the phenomena. Since Davidson often called these 
strict laws “causal laws,” he said that the causal  concepts  involved in a causal 
explanation do not fi gure in causal  laws . “It is causal  relations , not [causal] 
concepts that imply the existence of [strict] laws. . . . Causal  concepts  don’t 
sit well with strict causal laws because they enable us to evade providing 
strict laws.”  13   While physics has lots of causal  laws , “it is a sign of progress 
in a science that it rids itself of causal concepts.”  14   

 Davidson held that  rational  explanations meet these conditions. They 
meet the fi rst because their  explananda  describe actions, which are events. 
They meet the second because, although an agent’s reasons for action are 
states and not events, the  explanans  of a rational explanation (like that 
of causal explanations generally) entails that there is an event  associated 
with  the reason that is causally  related  to the action. Sometimes the reason 
 entails  the associated event: If Mark bought a book because he believed it 
important for his work, the associated event is his coming to believe that. 
Sometimes the context determines the event: If I wave to you because you 
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are my neighbor, the event is my recognizing you across the street. Or we 
may not know what the event is, but there is, nevertheless, an event that 
causes the action at a particular time and place. 

 They meet the third condition because desires are dispositional states, 
and hence ascribing a desire to an agent entails a rough generalization con-
necting the desire with a description of her action. “A want is, or entails, 
a certain disposition to act to obtain what one wants. That someone has a 
certain disposition may be expressed as a generalization or law governing 
the behavior of that person. . . . [It means] we can say of someone who has 
a desire or end that he will tend to behave in certain ways under specifi ed 
circumstances.”  15   These generalizations are lawlike because they support 
claims about what someone  would  do  were  he to have those desires, but they 
are not strict laws since they require  ceteris paribus  conditions. 

 They are empirical but in the special sense of being implicit in the con-
cept of desire: To know someone’s desire is  thereby  to know a rough gener-
alization about what she would tend to do given certain conditions. What 
is empirical is whether someone has a certain desire; if she does, her ac-
tion will necessarily ( ceteris paribus ) exemplify a rough generalization.  16   The 
latter is very low level, however, since what someone with a given desire 
would tend to do depends on her belief about how to fulfi ll it, and the gen-
eralization applies only to someone who has the relevant belief. “The laws 
implicit in reason explanations are simply the generalizations implied by 
attributions of dispositions. But then the ‘laws’ are peculiar to individuals 
at particular moments.”  17   

 Although such low-grade generalizations yield little explanatory force, 
Davidson insisted that “the main  empirical  thrust of . . . a reason explana-
tion [comes from] the attributions of desires, preferences, or beliefs,”  18   and 
he refused to give these generalizations a more signifi cant role by extending 
their scope to what  all  agents would do under certain conditions. Any list 
of such conditions that made a generalization about what all agents would 
do plausible, would also make the generalization nonempirical. It cannot 
be empirical, for example, that  anyone  who has a desire for fresh air and 
believes opening the window will provide it, opens the window, provided 
he meets a list of conditions. If someone appeared to have the desire and 
belief and to meet the conditions but had no tendency to open the window, 
we would conclude, not that the generalization was false, but that we were 
mistaken about his attitudes, about our list, or about whether he met the 
conditions. We must not look to empirical generalizations to understand 
the force of rational explanations. 
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 2 

 If we take seriously the distinction between causal relations and causal 
explanations, Davidson’s claim that reasons cause actions looks different 
than often supposed. It does not mean that reasons are event-causes, but 
that they are states whose contents causally  explain  actions, a claim David-
son defended against two criticisms. The fi rst appealed to Hume’s thesis 
that causal explanations require general laws, the criticism being that since 
there are no general laws covering reasons and actions (no laws connecting 
content descriptions of reasons with descriptions of actions as intentional), 
reasons cannot causally explain actions. Von Wright accepted that criticism 
because he accepted Hume’s thesis, but since Davidson rejected the thesis, 
he could claim that rational explanations are causal (in a non-Humean 
sense) even if there are no general laws connecting reasons and actions. 
Davidson and von Wright agreed, therefore, that rational explanations re-
quired no covering laws, but disagreed on what it is for an explanation to 
be causal.  19   

 The second criticism (also credited to Hume, who asserted that cause 
and effect are distinct existences) was that conceptual connections exclude 
causal connections, and hence the conceptual connections between rea-
sons and actions entail that reasons do not causally explain actions. David-
son recognized such connections, but rejected the criticism by appealing to 
the distinction between causal relations and causal explanations. The claim 
that cause and effect are distinct existences applies only to  events  and hence 
only to causal  relations  between events.  Conceptual  connections hold, not 
between events, but between sentences (propositions) or descriptions and 
hence are relevant only to causal  explanations . The claim that causes and 
effects cannot be conceptually connected is, therefore, either nonsense or 
false. It is nonsense to speak of  events  as conceptually connected, while it is 
false to claim that  descriptions  of events (even if causes and effects) cannot 
be conceptually connected. It is a conceptual truth, for instance, that the 
cause of E causes E, but the connection between the  descriptions  “the cause 
of E” and “E” is distinct from the causal relation between the  events  de-
scribed. Whether descriptions are conceptually connected is independent 
of whether the events described are causally related. 

 Davidson saw conceptual connections between reasons and actions 
as crucial to rational explanation. He wrote, for instance, that “There is 
a conceptual connection between pro attitudes and actions. . . . When 
we explain an action, by giving the reason, we do redescribe the action; 
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redescribing the action gives the action a place in a pattern, and in this 
way the action is explained.”  20   Indeed, he held that there is no principled 
distinction between what  constitutes  action and what  explains  it. “Explana-
tion is built into the concepts of action, belief, and desire. . . . We already 
know, from the description of the action, that it must have been caused by 
such a belief-desire pair, and we know that such an action is just what such 
a belief-desire pair is suited to cause. . . . Beliefs and desires explain actions 
only when they are described in such a way as to reveal their suitability for 
causing the action. . . . [They] explain an action only if [their] contents . . . 
entail that there is something desirable about the action, given the descrip-
tion under which the action is being explained.”  21   

 Why did Davidson hold that such explanation is  causal ? After all, expla-
nation always aims at understanding phenomena—at rendering them in-
telligible—which can be achieved in different ways. One might redescribe 
the phenomena, specify their parts, spell out their function in a system, 
articulate the role they play in a narrative—or construct a causal explana-
tion of them. Why count explanations that meet Davidson’s three condi-
tions as  causal ? 

 John McDowell claims that an explanation is causal “if the under-
standing it supplies is causal understanding,” which rational explana-
tions provide because they involve “responsiveness to reason [which] 
makes a difference to what happens—a causal difference.”  22   An explana-
tion yields causal understanding if it describes the  explanans  in a way that 
makes it intelligible why the  explanandum —as described— came ,  ceased , or 
 continued  to be. This allows for different kinds of causal explanation. On 
Davidson’s view, rational explanations provide causal understanding in 
that they describe, redescribe, or interpret an agent’s acting, not instead 
of, but as a way of explaining  why  she acted intentionally as she did. They 
specify the reasons that made a difference in what she did and as a result 
in what happened. They are, therefore,  causal  even though they cite no 
exceptionless general laws or identify a reason with the event that causes 
the action. 

 3 

 Davidson’s account of rational explanation includes a condition central 
to the standard story that Wittgensteinian accounts omit, namely, that 
as causal it involves a causal  relation . Although reasons are states and not 
events, Davidson thinks they explain actions only if there are associated 
events that cause the actions. 
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 Most defenders of the standard story fi nd no diffi culty in this condition. 
They think the distinction between causal relations and explanations is 
irrelevant since beliefs and desires are easily construed as events, either by 
turning the nouns—“beliefs” and “desires”—into verbs—“believing” and 
“desiring”—or by speaking of  coming  to believe or desire, which are changes 
and hence events. In my view, both moves are objectionable. 

 The former changes labels but does not alter the status of beliefs and 
desires, which Davidson insisted are states and not events. It is, in any case, 
the  contents  of the attitudes that play the crucial role as reasons for action, 
and they are not event-causes. 

 Davidson himself suggested the latter move, but it is problematic. 
Whether a reason explains an action is independent of its coming to be. 
Furthermore, even if my coming to have a belief or desire is an event as-
sociated with my reason, it is seldom the reason for which I act. If I buy a 
book because it is important for my work, my reason for buying it is not 
my coming to believe that but the content of the belief I have come to 
have. In any case, Davidson did not require that the associated event be 
conceptually connected with the reason. For instance, the event-cause of 
an agent’s waving at someone may be his recognizing her across the street, 
but his reason for waving is his desire to be friendly to his neighbor. Be-
sides, since the event-cause of an action may, Davidson held, be unknown 
to the agent, it is evident that such an event does not increase the force of 
an explanatory reason. 

 Davidson insisted, nevertheless, that although reasons are not event-
causes of actions,  23   there must be event-causes associated with explanatory 
reasons. He had, apparently, three reasons for this, which, however, I do 
not fi nd persuasive. 

 The fi rst is that a rational explanation should account for an agent’s act-
ing at a time and place, and hence there must be an event causing the ac-
tion to occur at that time and place. This strikes me as weak: Even if there is 
such an event, it is irrelevant to the many explanations that do not account 
for an agent acting at a particular time and place. Buying a book because 
I needed it for my work does not explain why I bought it when or where I 
did (for which there may be no  rational  explanation). If time and place  are  
signifi cant, they will be integral to the reason for the action: If I bought the 
book at Border’s before 10:00 because of their short-term sale, then the time 
and place of my action are explained by my wanting to save money, not by 
an event that caused the action then and there. 

 The second is that Davidson thought the difference between an agent 
merely  having  a reason and her acting  because  of it is not in the content of 
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the reason but is additional. My reason to buy a book is that I need it for 
my work. If I do not buy the book, I merely have that reason, but if I buy it 
because of it, then there is an associated event that causes my buying the 
book. The reason is the same in both cases, but in the second there is an 
event-cause in addition to the content. 

 Davidson, unlike defenders of the standard story, did not think this ac-
count  explains why  an agent acted because of some reason. Any explanation 
of that is not part of a rational explanation, since the latter “provides no 
reason for saying that one suitable belief-desire pair rather than another 
(which may also have been present in the agent) did the causing,”  24   that is, 
was associated with an event that caused the action. Davidson elucidated 
what we  mean  by the assertion, “She acted because of reason R,” but he 
gave no account of why she acted because of reason R rather than another 
reason.  25   

 Davidson did not hold that  verifying  that an agent acted because of a cer-
tain reason requires verifying that an associated event caused the action (or 
that the associated event and the action have descriptions instantiated by a 
strict law). His view that what an agent did and her reason for doing it are 
conceptually connected means that they cannot be verifi ed independently. 
This sets up an interpretive circle, and there is no appeal except to inter-
pretation in order to verify whether an agent acted  because  of a reason.  26   
Having established a plausible interpretation of an agent’s reasons and ac-
tions, we do not establish  in addition  that there was an associated event that 
caused her action, since (Davidson claimed) the interpretive conclusion 
that she acted because of a certain reason  entails  that there was an event 
associated with that reason that caused the action. 

 This meets one objection to Davidson’s account but strengthens an-
other, since it implies that knowing there is an associated event comes  after  
having established an explanation of the agent’s action, which means the 
associated event is irrelevant to the force of the explanation. To claim that 
such an event is entailed is unobjectionable, simply because “associated 
event” is so broad there can hardly fail to be one. If we are more specifi c, 
however, the idea looks implausible. Consider actions like driving to Chi-
cago or writing a paper, each of which is  an  action done for a reason. We 
can speak here of  an  action only if we count a complex and disorderly 
cluster of events as  an  event that is an action, whose event-cause must also 
consist of such a cluster. We could get the appropriate cause and effect only 
by implausibly cutting and stretching the notion of event. To respond that 
this is a mere consequence of the requirement that there be such causes and 
effects simply undermines the requirement. 
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 4 

 Davidson’s third reason for his claim about associated events is that it yields 
a plausible account of the relation between rational and nomological ex-
planation. Given that if an agent acts for a reason, there is an event that 
causes her action, and given Davidson’s view of the nomological character 
of causality, it follows that there are physical descriptions of the event and 
of her action that instantiate a law of physics. This shows that rational ex-
planations not only do not confl ict with the laws of physics but are linked 
with them. 

 This is often construed as physicalism because it is thought that David-
son took events to be causes  in virtue of  having physical descriptions and 
hence concluded that all events that are causes or effects are physical rather 
than mental. Kim, for instance, argued that Davidson held that mental 
events as such are causally impotent since they have causal force only be-
cause they have physical descriptions, which “renders mental properties 
and kinds causally irrelevant. . . . [They are] causal idlers with no work to 
do,”  27   which is epiphenomenalism about the mental. This assumes, how-
ever, that events are causes  because  they have physical descriptions that 
instantiate the laws of physics, a claim that Davidson rejected along with 
all its variants—that events are causes  in virtue of  their physical properties, 
 because  they fall under physical kinds, or  qua  being physical—as inconsis-
tent with events being causes no matter how described, the latter entailing 
that “it makes no literal sense” to speak of events as causing things because 
of, or in virtue of, anything.  28   

 By the nomological character of causality, Davidson meant that A’s caus-
ing B  entails  that there are physical descriptions of A and B that instantiate 
a law of physics. His defense of this was that events require  real  changes, 
which are not relative to how a situation is described, a point he illustrated 
by Goodman’s discussion of predicates like green, grue, blue, and bleen. An 
object, Davidson wrote, may “change” from being grue to being bleen, but 
that is not a real change, for the real color of the object stays the same. De-
scriptions of real changes involve projectible, lawlike predicates, and since 
causal relations obtain only between real changes, there are causal relations 
only where there are laws, which shows that “singular causal statements . . . 
entail the existence of strict laws [of physics].”  29   

 That summary does not do justice to Davidson’s paper,  30   which de-
fended a subtle Kantian view, but I’m not persuaded that a causal relation 
between events entails a law of  physics  covering the events. He wrote that 
“The ground fl oor connection of causality with regularity is not made by 
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experience, but is built into the idea of objects whose changes are caus-
ally tied to other changes. . . . Events are as much caught up in this highly 
general net of concepts as objects.”  31   Accepting that obscure claim does not 
imply that whatever regularity causality involves entails laws of  physics  and 
hence physicalistic (not merely physical) predicates.  32   

 In any case, arguing that there are causal relations only where there are 
strict laws is quite different from  grounding  rational explanations in the 
laws of physics, and Davidson rejected the latter in denying that events are 
causes  because of  physical laws. His account of the role of event causation 
in rational explanation was not intended to develop or defend physical-
ism. It is, moreover, different from the standard story because the latter 
makes event causation central to explanation of action, whereas in Da-
vidson’s account it is, as I have argued, peripheral to causal explanation. 
I would disregard it,  33   which brings his account closer to Wittgensteinian 
ones, but even if it is kept, Davidson’s view lends no support to claims like 
Hartry Field’s “that there is an important sense in which all facts depend 
on physical facts and all good causal explanations depend on good physi-
cal explanations.”  34   

 5 

 Unlike most defenders of the standard story, Davidson held that “there is 
an irreducible difference between psychological explanations that involve 
the propositional attitudes and explanations in sciences like physics and 
physiology.”  35   He accepted Collingwood’s view that “the methodology of 
history (or, for that matter, any of the social sciences that treat individual 
human behavior) differs markedly from the methodology of the natural 
sciences.”  36   The former belongs, as Sellers put it, to the logical space of rea-
sons, the latter to the logical space of laws. Davidson noted three signifi cant 
differences between these two kinds of explanation. 

 The fundamental one is the  normativity  of rational explanations, which 
has two dimensions.  37   One is that ascriptions to an agent of beliefs, desires, 
intentions, intentional actions, and the like must preserve the rationality 
(or intelligibility) of the agent and hence meet standards of consistency 
and correctness: There cannot  be  attitudes or intentional actions that do 
not meet such norms. The other is that rational explanations appeal to 
reasons for action, which are considerations that bear normatively on an 
agent’s acting by showing it to be good in some sense. Both are lacking in 
the physical sciences, which “treat the world as mindless,”  38   making it irrel-
evant whether the subject matter investigated meets normative standards. 
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Phenomena treated as mindless do not occur because it would be good (or 
apparently good) if they did. 

 The second is that rational explanations can be verifi ed only by  interpre-
tive  inquiry that resembles interpreting a text. We want to understand a text 
in its own terms but we do not know what those terms are unless we already 
understand the text (the “hermeneutical circle”). So with action: We want 
to explain an agent’s actions in terms of her own standards of rationality or 
intelligibility—in terms of what she takes to be suffi cient reasons to act—
but we do not know what those standards are unless we already know what 
she is doing intentionally and hence her reasons for so acting. Assuming 
we  share  standards of rationality would be idle, for that simply assumes we 
already know what her standards are. Nor can we appeal to the standards 
of others to show that our standards are correct, because we must assume 
that our own are correct in order to determine the standards of others. 
“The interpreter has . . . no other standards of rationality to fall back on 
than his own. . . . There is no going outside this standard to check whether 
we have things right, any more than we can check whether the platinum-
iridium standard kept at the International Bureau of Weights and Standards 
in Sevres, France weighs a kilogram.”  39   

 The physical sciences are different, for “when we try to understand the 
world as physicists . . . we do not aim to discover rationality in the phenom-
ena,”  40   and hence we use standards that we share with other investigators 
and that must be agreed on before using them. 

 The physical world and the numbers we use to calibrate it are common property, the 

material and abstract objects and events that we can agree on and share. But it makes 

no sense to speak of comparing, or coming to agree on, ultimate common standards 

of rationality, since it is our own standards to which we must turn in interpreting 

others. This should not be thought of as a failure of objectivity but as the point at 

which questions come to an end. Understanding the mental states of others and un-

derstanding nature are cases where the questions come to an end at different stages. 

How we measure physical quantities is decided intersubjectively. We cannot in the 

same way go behind our own ultimate norms of rationality in interpreting others.  41   

 The third difference is that rational explanations are  fi rst-person  explana-
tions: they appeal to, and hence require that we identify, what the agent 
took herself to have done and to be her reason for doing it. They are fi rst 
person because the normative signifi cance of states of affairs—their practi-
cal signifi cance as reasons for an agent’s action—is manifest only when 
viewed from that agent’s point of view. Understanding why someone takes 
a Stockhausen concert to be a reason to go to Chicago requires understand-
ing what it is about that concert that appeals to him—requires grasping, 
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without necessarily accepting, that person’s point of view. The physical 
sciences, by contrast, aim at a kind of understanding and explanation that 
does not depend on understanding the agent’s own point of view. Neuro-
scientifi c explanations, for instance, cite brain states, cellular structures, 
computational mechanisms, and the like that experts in the fi eld under-
stand but that may be unintelligible to the agents whose behavior is being 
explained. 

 That rational explanations are fi rst person is consistent with their being 
interpretive, because the aim of the interpreter in using his own standards is 
to interpret other agents’ understanding of their own actions. It is also con-
sistent with  radical  interpretation, which is a third-person point of view but 
a feature not of rational explanation but of Davidson’s approach to mental 
phenomena. Its purpose is to show that meaning, thought, and action are 
socially grounded and hence publicly accessible: “What a fully informed 
interpreter could learn about what a speaker means is all there is to learn; 
the same goes for what the speaker believes.”  42   What a fully informed inter-
preter could learn is precisely the features of meaning, thought, and action 
that are fi rst person, and hence Davidson denied that fi rst-person phenom-
ena are private, internal, or known only to introspection. The third-person 
point of view does not exclude the fi rst but is a philosophically perspicuous 
way of understanding it: “The point of the study of radical interpretation is 
to grasp how it is possible for one person to come to understand the speech 
and thoughts of another, for this ability is basic to our sense of a world in-
dependent of ourselves, and hence to the possibility of thought itself.”  43   

 6 

 These considerations show that Davidson rejected physicalistic reductions 
of rational explanations and did not attempt to ground them in the laws 
of physics. But it is widely thought that he embraced nonreductive physi-
calism as a consequence of his commitment to supervenience, and he has 
undoubtedly motivated many philosophers to accept such a view. I think, 
nevertheless, that the monism entailed by Davidson’s conception of super-
venience is not physicalism even of the nonreductive kind. 

 Davidson characterized physicalism as an antirealism that “tries to 
trim reality down to fi t within its epistemology,”  44   writing that “I have 
resisted calling my position either materialism or physicalism because, un-
like most materialists or physicalists, I do not think mental properties (or 
predicates) are reducible to physical properties (or predicates), nor that we 
could, conceptually or otherwise, get along without mental concepts. . . . 
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Being mental is not an eliminable or derivative property.”  45   He rejected 
both physicalism and dualism—physicalism because entities can have 
both mental and physical predicates, dualism because there is but one 
kind of entity. Showing how to reject both was one of his most signifi cant 
achievements. 

 He fi rst formulated supervenience as follows: “Mental characteristics are 
in some sense dependent, or supervenient, on physical characteristics. Such 
supervenience might be taken to mean that there cannot be two events 
alike in all physical respects but differing in some mental respect, or that an 
object cannot alter in some mental respect without altering in some physi-
cal respect.”  46   This implies that “a change in mental properties is always 
accompanied by a change in physical properties, but it does not imply that 
the same physical properties change with the same mental properties.”  47   He 
later wrote  48   that his fi rst formulation is “easily misunderstood” in using 
“dependent on” as equivalent to “supervenient on,” which suggests that 
an object’s physical predicates  explain  its mental predicates. But he denied 
that supervenience is explanatory, agreeing with Kim that “Supervenience 
itself is not an explanatory relation. . . . It is a ‘surface’ relation that reports 
a pattern of property covariation.”  49   

 But Davidson did not agree with Kim’s further claim that supervenience 
suggests “the presence of an interesting dependency relation that might 
explain it.” He gave as a “noncontroversial example of an interesting case” 
the supervenience of semantic on syntactical predicates:  

 A truth predicate for a language cannot distinguish any sentences not distinguish-

able in purely syntactical terms, but for most languages truth is not defi nable in such 

terms. . . . [This] gives one possible meaning to the idea that truths expressible by 

the subvenient predicates “determine” the extension of the supervenient predicate, 

or that the extension of the supervenient predicate “depends” on the extensions of 

the subvenient predicates.  50   

 The scare quotes are Davidson’s, for he did not mean “depend” or “de-
termine” to be explanatory: The supervenience of semantic on syntactic 
predicates suggests no underlying explanation, nor does the supervenience 
of the mental on the physical. The latter holds simply because a change in 
mental predicates  accompanies  some change in physical predicates, but not 
vice versa, which, as Davidson noted, is a very weak relation. 

 Davidson did hold that “supervenience in any form implies monism”  51   
because, if entities having distinct mental predicates also have distinct 
physical predicates suffi cient to distinguish the former, then all entities 
have physical predicates. Davidson said this meant the  identity  of mental 
events with physical events, but this is identity of tokens, not of types; his 
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conception of supervenience rules out the latter because the same mental 
predicates may be accompanied by different physical predicates. Moreover, 
if a mental event is identical with a physical event, the latter is also identi-
cal with the former (identity being symmetrical). The only physical events 
not identical with mental events are events without mental descriptions,  52   
but the latter are not mental and hence are not events physical events  could  
be identical with. 

 Davidson’s monism would be a version of physicalism only if physical 
predicates were more  basic  overall than mental ones. They are more basic in 
that every entity has a physical predicate but may not have a mental one, 
which implies that if you destroy everything physical, you thereby destroy 
everything mental but not vice versa. They are also more basic in that phys-
ical predicates are supervenient on mental predicates but not vice versa, but 
that has no consequences for explanation: Explanations (and causal rela-
tions) can run from the physical to the mental and from the mental to the 
physical, and whether a physical or mental explanation (or cause) is more 
basic depends on the context. In an overall sense, physical predicates are 
not more basic than mental ones, which means that Davidson’s conception 
of supervenience allows for monism without commitment to physicalism 
of any kind.  53   

 7 

 Davidson understood the assertion that “Actions are those bodily move-
ments caused and rationalized by beliefs and desires” differently from the 
way most proponents of the standard story do. Having considered how he 
understood “caused and rationalized by,” I want now to consider his under-
standing of “actions are bodily movements.” 

 He wrote in a well-known passage that “Our primitive actions, the ones 
we do not by doing something else, mere movements of the body—these 
are all the actions there are. We never do more than move our bodies: the 
rest it up to nature.”  54   Proponents of the standard story often see this as 
central to Davidson’s supposed project of fi nding for mind a place in a 
physicalistic world with (in Kim’s words) “nothing but bits of matter and 
increasingly complex aggregates made up of bits of matter.” They think 
Davidson claimed that actions  consist of  the bodily movements of neuro-
physiology and hence are nothing but complex aggregates of bits of matter. 
While actions are  described  in other ways,  what  are described are mere bodily 
movements. In Quine’s terms, the  ontology  of action is physicalistic, while 
everything else is  ideology . 
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 On this reading, mere bodily movements count as actions only if they 
are also caused (in the right way) by an agent’s (coming to have) beliefs, de-
sires, or intentions. Thus Mele: “A necessary condition of an overt action’s 
being intentional is that (the acquisition of) a pertinent intention ‘proxi-
mately causes the physiological chain’ that begins concurrently with, and 
partially constitutes, the action. . . . The causal route from intention acqui-
sition to overt bodily movements in beings like us involves a causal chain 
initiated in the brain.”  55   This involves “mental causation”—neural events 
cause beliefs, desires, or intentions that cause the physiological chain that 
causes bodily movements—and hence raises the classical problem of how 
mental–physical causation is possible, which many defenders of the stan-
dard story would resolve by appeal to nonreductive physicalism. Thus Mele, 
again: “Causalism is typically embedded as part of a naturalistic stand on 
agency according to which mental items that play causal/explanatory roles 
in action are in some way dependent upon or realized in physical states 
and events.”  56   

 In brief, defenders of the standard story typically attribute to David-
son the view that action consists of mere (physicalistic) bodily movements 
caused (in the right way) by mental events. Although they may not regard 
his ontology of mental events as physicalistic, they think his ontology of 
 action  surely is. 

 There are numerous reasons for rejecting this as Davidson’s view. As I 
have argued, he was not a nonreductive physicalist and he did not think 
that action explanation is dependent on physical explanation or that causal 
relations are fi xed by anything. He denied that mental causation is a prob-
lem, writing that “the mental is not an ontological but a conceptual cat-
egory,”  57   that is, a matter of how events are described. Since event causation 
is not dependent on how events are described, whether an event is mental 
or physical does not affect its causal relations to other events. 

 Moreover, he regarded beliefs, desires, and intentions not only as states 
rather than events but as states of persons not of brains (or minds): “Be-
liefs, desires and intentions belong to no ontology. . . . When we ascribe 
attitudes we are using the mental vocabulary to describe people. Beliefs and 
intentions are not . . . little entities lodged in the brain.”  58   Since changes in 
attitudes are events, they can fi gure in event causality, but 

 Since beliefs, desires, and intentions are not entities, it is a metaphor to speak of 

them as changing, and hence an extension of the metaphor to speak of them as 

causes and effects. What happens is that the descriptions of the agent changes over 

time. The relevant entity that changes is the person. . . . The only thing that changes 

when our attitudes change is us.  59   
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 Such changes no doubt have causes and effects, but to think that the former 
are neural events in the brain, or that the latter are physiological changes 
that produce bodily movements, is vastly oversimplifi ed, if not far-fetched. 

 For Davidson, the role of beliefs, desires, and intentions is to rationally 
 explain  actions and hence also the bodily movements essentially involved 
in them (as  bodily  actions). This is fundamentally not a matter of event 
causation, but of causal  explanation  in the logical space of reasons,  60   and it 
is in the light of this that we should consider Davidson’s claim that “our 
primitive actions . . . mere movements of the body . . . are all the actions 
there are.” 

 A primitive act is one  not  done by doing some other act, hence one we 
must do whenever we act, on pain of a vicious regress of being unable 
to act until we have already acted. This formulation is misleading, how-
ever, because Davidson’s view (which he ascribed to Anscombe) was that 
an agent whose act has many results acts only once, although her acting 
has as many descriptions as it has results. A primitive act is, therefore, not 
numerically distinct from the acts done by performing it: Whether an act 
is primitive depends on how it is described, so the notion is  intensional . If 
I illuminate the room by pulling on the light cord by moving my arm, I 
act only once, but my acting has three descriptions: The fi rst two describe 
what I did  by  (because caused by) moving my arm, but the fi rst does not 
describe anything I did by which I moved my arm—does not describe my 
arm’s moving as the result of anything I did—and hence, unlike the other 
descriptions, it is primitive.  61   

 Described as primitive, my act may have a rational explanation (I moved 
my arm because of my desire to illuminate the room), but while it has many 
results, it is (as primitive) not described in terms of any of them. Nor is it 
(as primitive) described in terms of its cause, although as intentional it had 
a cause: “If my arm going up is an action, then there must also be an inten-
tion. But in my view, the intention is not part of the action, but a cause 
of it.”  62   By “cause” here, Davidson surely meant “causally explain,” since 
intentions are states and not events and since, if the intention were only 
an event-cause of the movements, it would cause them no matter how they 
were described, in which case it would not account for their being inten-
tional under some descriptions but unintentional under others. 

 Actions described as primitive, therefore, are intentional under  some  de-
scription, and if primitive actions  are  bodily movements, the latter are also 
intentional under some description. Davidson held that whether we use 
“bodily movement” transitively—“S moved his body”—or intransitively—
“S’s body moved”—we describe the same event,  63   and hence if moving my 
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body at  t  is intentional, so is my body’s moving at  t : It is an intentional 
bodily movement. 

 When Davidson wrote that “our primitive actions . . . mere movements 
of the body . . . are all the actions there are [and] the rest is up to nature,” 
he did not, therefore, mean by “ mere  movements of the body” the nonin-
tentional bodily movements of neurophysiology. He meant that actions are 
primitive if  merely  described as movements of the body, which must, since 
they are the movements of an agent who moves her body intentionally, 
be intentional under some description. And when he said that such bodily 
movements are all the actions there are, the rest being up to nature, he 
did not mean that we only move our bodies. He meant that we illuminate 
rooms, destroy buildings, start wars, make revolutions, and so on  by  mov-
ing our bodies, but that whether we succeed is up to nature because it is 
not up to us whether moving our bodies will actually result in rooms being 
illuminated, wars beginning, and so on. It is when such things do result 
from intentionally moving  our  bodies that they are actions  we  perform, and 
it is because intentionally moving our bodies is not the result of any act of 
ours that “moving our bodies” is a primitive description.  64   

 This, then, is my reading of Davidson’s claim that all actions are primi-
tive and hence  merely  movements of the body. We can put that as the claim 
that actions  consist of  bodily movements only if we recognize that he meant 
“bodily movements  intentional  under a description.” Bodily movements 
are, of course, nonintentional under many descriptions, but since, in his 
view, all actions are intentional under some description, the bodily move-
ments of which they consist are also intentional under a description. They 
are movements of our limbs—our arms, legs, fi ngers, and so on—which, if 
we are not disabled, we move intentionally, something we cannot do with 
our fi ngernails, kidneys, or hearts, which are not limbs since it is not their 
nature to move or be moved intentionally. 

 It follows that Davidson is not committed to a physicalist ontology of 
action, because on his view whatever is intentional under a description 
has a mental predicate. Physicalists may think that is  ideology  and not  on-
tology , the latter concerning  what  is described, namely, the bodily move-
ments of neurophysiology. But this ignores Davidson’s view that although 
events occur under any description, whether they are mental or physical 
depends on how they are described. Bodily movements described as in-
tentional are mental; described as neurophysiological they are physical. It 
may be responded that nothing has yet been said about  what  is described, 
to which Davidson might respond with Anscombe: “The proper answer to 
‘What is the action, which has all these descriptions?’ is to give one of the 
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descriptions, any one, it does not matter which; or perhaps it would be bet-
ter to offer a choice, saying ‘Take which ever you prefer.’”  65   The claim that 
 what  has all these descriptions is just the movements of neurophysiology 
can only mean that descriptions in those terms are  basic —that they yield 
the essential nature of bodily movements—whereas descriptions under 
which bodily movements are intentional are not basic. But Davidson did 
not take the logical space of laws to be more basic overall than the logical 
space of reasons; indeed, the latter is the basic level for understanding ac-
tion, since there is no action where there is no intention. It is essential to 
having limbs that one can move them intentionally: They are limbs only 
in name if one cannot do that. 

 Davidson’s ontology of action (like Aristotle’s and Spinoza’s) is “onto-
logical monism accompanied by an uneliminable dualism of conceptual 
apparatus. . . . There is only one [kind of] substance [but] the mental and 
the physical are irreducibly different modes of apprehending, describing, 
and explaining what happens in nature.”  66   There are no nonphysical enti-
ties—none that cannot be described as physical—but this is not physical-
ism, because all actions are intentional under some description and hence 
are (also) mental. 

 8 

 There are two objections to Davidson’s account of action I want to discuss, 
one by defenders of the standard story, one by its critics. The fi rst concerns 
the problem of  deviant causal chains , which is taken to arise because an 
agent’s beliefs and desires can cause his bodily movements without their 
being actions. An example is Davidson’s climber, who “might want to 
rid himself of the weight and danger of holding another man on a rope, 
and he might know that by loosening his hold on the rope he could rid 
himself of the weight and danger. This belief and want might so unnerve 
him as to cause him to loosen his hold, and yet it might be that he . . . 
[did not do] it intentionally.”  67   The problem is that the climber’s move-
ments are not caused in “the right way,” which calls for a specifi cation 
of conditions necessary and suffi cient for a causal chain to constitute the 
agent’s bodily movements as action, hence intentional under a descrip-
tion. Davidson contended that we cannot give conditions “that are not 
only necessary, but also suffi cient, for an action to be intentional, using 
only such concepts as those of belief, desire, and cause.”  68   Many have at-
tempted, nevertheless, to specify these conditions, sometimes by appeal 
to scientifi c investigation. 
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 His position on this issue is complex.  69   Were we to take him to mean by 
“cause”  event causation , then we surely could not give the conditions nec-
essary and suffi cient for a bodily movement to be intentional using only 
concepts of belief, desire, and cause. Since event causation obtains between 
events no matter how described, an event-cause, however complex, cannot 
constitute an event as an intentional action, because an action is not inten-
tional no matter how described, but intentional under some descriptions 
and unintentional under others. No event-cause can account for the latter, 
regardless of what conditions are put on it. 

 Davidson takes “cause” here to mean  causally explain , and hence the 
problem arises because of his contention that in order for an agent’s belief 
and desire to causally explain his action, not only must their contents be 
his reasons for acting, they must be associated with an event that causes 
the bodily movements that are intentional under a description yielded 
by his belief and desire. Thus, if the climber’s belief and desire causally 
explain his intentionally letting go of the rope, their contents must not 
only be his reason for letting go but must be associated with an event that 
causes the bodily movements intentional as “letting go.” In the deviant 
case, the agent’s bodily movement are caused by his becoming nervous 
(associated with his belief and desire), and they are not, therefore, inten-
tional under the description “letting go.” The diffi culty is that the bodily 
movements for which his belief and desire are a reason are not the same 
bodily movements caused by the event associated with his belief and de-
sire. That requires that the bodily movements are caused in the right way, 
that is, that their cause is  appropriately associated  with his reason for act-
ing. Davidson despaired of specifying the conditions for such an appropri-
ate association and, indeed, given his overall view, he could not specify 
them, because that would require the kind of lawful connections his view 
ruled out. It was not a problem that could be solved and hence not worth 
pursuing.  70   

 There is another way of viewing Davidson’s discussion of the climber 
that I fi nd more interesting. The climber has a belief and desire whose 
content he takes to be suffi cient reason for him to act and that causes his 
body to move, but it is not a reason  because of  which he acts. The problem 
is whether we can fi ll in the gap between taking the content of a belief and 
desire to be suffi cient reason to act and really acting because of that rea-
son. If we do act because of it, then we may rightly claim that the reason 
causally explained our action, but we have adequate grounds for that only 
 after  we have acted. Before we act there is no assurance that what we take 
to be the strongest reason to act will actually explain our action, whereas 
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after we act we can make that claim, at least about ourselves, and normally 
be right. 

 Davidson considered fi lling the gap with additional factors that would 
link reasons to act with acting for those reasons but concluded that “it 
is largely because we cannot see how to complete the statement of the 
causal conditions of intentional action that we cannot tell whether, if we 
got them right, the result would be a piece of analysis or an empirical 
law for predicting behavior.” An  empirical  law would require stating “the 
antecedent conditions in physical, or at least behavioristic terms,” which 
presumes psychophysical laws of the kind Davidson rejected and would 
rule out explanation in mental terms. An  analysis  would let “the terms of 
the antecedent conditions . . . remain mentalistic, . . . [but] the law would 
continue to seem analytic or constitutive” and hence not explanatory. If 
we were able to fi ll in this gap, we would eliminate the “need to depend 
on the open appeal to causal relations. We would simply say, given these 
(specifi ed) conditions, there always is an intentional action of a specifi ed 
type.”  71   

 The scientist in us may regret that gap, but as autonomous agents we 
should, in my view, prize it. It enables an explanation to be both causal 
and normative, since the open-ended nature of causal claims permits the 
adjustments in our ascriptions of attitudes and actions that may be neces-
sary to preserve an agent’s rationality. Moreover, it rules out causal laws 
connecting an agent’s beliefs and desires with his action, thereby meeting 
one condition for agent autonomy. 

 The other objection comes from critics of the standard story, who think 
Davidson’s view cannot accommodate the knowledge of an agent’s own 
actions that Anscombe called “practical” in contrast with “theoretical” 
or “speculative” knowledge. I contend that this criticism misses the mark 
(though I agree with critics that practical knowledge should play a more 
central role in an account of action than it does in Davidson’s account). 

 Anscombe’s “certain sense of the question ‘why?’ [that] is given applica-
tion” to events that are intentional actions is “refused application by the 
answer: ‘I was not aware I was doing that.’”  72   Although we act in many 
ways of which we are not aware, we act  intentionally  only if we are aware of 
our acting in that way. Anscombe claimed such knowledge is not based on 
observation—either perceptual or introspective—for then it would be theo-
retical, which would make it mysterious since it is not confi ned to knowing 
our own beliefs, desires, or intentions, but includes some knowledge of 
what we are doing in the world, hence what happens (under a descrip-
tion). Knowledge by observation of what happens is theoretical, but what 
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is essential to intentional action is  practical  knowledge—knowledge of what 
happens because we  do  what happens. 

 Rosalind Hursthouse nicely put Anscombe’s account this way: 

 Practical knowledge is “the cause of what it understands.” . . . The intentional action 

must match the knowledge in order to be that action. Suppose I am intentionally 

painting the wall yellow. Then my knowledge of what I am doing makes it to be the 

case that it is so. I am so doing because (in virtue of the fact that) I know it. . . . When 

I am in error, the mistake lies in the performance, not in a judgment about what I 

am doing. . . . [The agent’s knowledge] is conceptually guaranteed by the nature of 

intentional action itself. An intentional action essentially is that which is determined 

by the agent’s knowledge.  73   

 That is to say, what makes it the case that I am intentionally painting the 
wall yellow is that I know I am doing it under that description: It would not 
 be  that intentional act if I did not know (without observation), in doing it, 
what I am doing. 

 Hursthouse thinks no causal account of action (one that  defi nes  an inten-
tional act as one with the right kind of cause) can allow for practical knowl-
edge making it the case that the agent is acting intentionally: “Since agent’s 
knowledge could not make it the case that the action had certain causes, 
the intentional action could not essentially be an action with this further 
feature.” Nor can it allow for expressions of intention, for example, my 
expressing my intention to paint the wall yellow next week, which is not a 
prediction because if I fail to paint the wall yellow, I make an error not in 
judgment but in performance (or I may change my mind). But “on the cau-
salist view, an agent’s knowledge-of-his-present-or-future-intentional-action 
 must  be speculative knowledge of action-caused-by-certain-mental-items.”  74   

 This objection applies to the standard story but not to Davidson’s ac-
count, for two reasons. First, Hursthouse thinks of causal accounts in terms 
of causal relations, not causal explanations. Her objection that an agent’s 
knowledge “could not make it the case that the action had certain causes” 
is surely true if it means that prior causes of the action could not be deter-
mined by the agent’s knowledge in acting. That, however, misses David-
son’s view that causal  explanation  is basic to action, since reasons explain 
actions only under descriptions, whereas causal relations are indifferent to 
descriptions. Although Davidson thought that there must be an event as-
sociated with an explanatory reason, the agent need not know that event, 
which, therefore, plays no role in his knowledge of what he is doing or in 
determining the description under which his acting is intentional. 

 Second, Davidson held, as noted above, that there is a conceptual connec-
tion between the reason that explains an agent’s acting and the description 
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under which he acts intentionally, and hence the reason determines what 
the action it explains  is  ( qua  intentional) just  because  the action is causally 
explained by the reason. Hence to know the reason for which one is acting 
 is  (except in unusual cases) to know what one is doing intentionally. 

 This is not theoretical knowledge, because agents know the reasons for 
which they are acting not by observation but simply by taking consider-
ations to be reasons for acting (on Davidson’s view, by having beliefs and 
desires). This is a matter not of agents noticing the reasons for which they 
act, but of their acting for those reasons. Nor is knowledge of the intention 
with which one acts theoretical: If what one does is not what one intends 
to be doing, then the error is in what does; one is wrong about what one is 
accomplishing, not because one has an erroneous belief, but because what 
one did was not what one intended. 

 Conclusion 

 My aim has been to pry Davidson’s account of action apart from the stan-
dard story and shield it from criticisms aimed at it that too often do not 
apply to his account but to the standard story. I do not think his account 
in unfl awed; indeed, I think that in the end both the deep assumptions 
that underlie it and the belief-desire model of reasons for action that it 
incorporates should be rejected. But it is much better than most of its crit-
ics think—an extraordinary philosophical achievement that escapes facile 
objections, is philosophically penetrating and instructive, and one that no 
adequate account of action can ignore. He should be recognized, even by 
philosophers in a broadly Wittgensteinian tradition, as a collaborator in 
resisting physicalism and other extravagant metaphysical theories while 
insisting on careful distinctions, argumentative precision, and a larger vi-
sion of the aim of philosophy. 
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 The question of the objectivity of moral judgments, or the nature of moral disputes 

is, then, as much a question about how the content of moral judgments is deter-

mined as it is a question about the nature and source of moral values. 

 —Donald Davidson, “The Objectivity of Values”  1   

 1 The Problem of Value in the Social Sciences 

 It is commonplace to observe that the so-called  problem of value , which es-
sentially concerns the apparent confl ict between such value-ladenness and 
the claim to objectivity and truth, affects the social and not the natural 
sciences. Nevertheless, there is much disagreement about how this problem 
should be understood. Both the problem of the value-ladenness of social 
science and the associated distinction between the social and natural sci-
ences have a long tradition that goes back to ideas within German phi-
losophy of the nineteenth century. Wilhelm Windelband fi rst introduced 
the idea of a purely  methodological  classifi cation between the social and 
natural sciences, in his “History of the Natural Sciences” of 1894.  2   Arising 
within a neo-Kantian framework, Windelband’s position was a develop-
ment of Wilhelm Dilthey’s distinction between  Verstehen  (understanding), 
which is associated with  Erleben  (experience) and  Geist  (mind), and  Erklären 
 (explanation), which is associated with nature. The  Geisteswissenschaften  
aim at  Verstehen , whereas the  Naturwissenscaften  aim at  Erklären.  From the 
perspective of this distinction, nature is viewed as merely an aspect of the 
external world, whereas  Erleben is  the original unity of consciousness and 
world. While the focus of the natural sciences is the world as presented 
in its externality, the object of the  Geisteswissenschaften  is human behav-
ior ( Verhalten ), which is itself the nexus that connects life,  expression , and 
 understanding .  Verstehen , in the  Geisteswissenschaften , does not refer to 
some form of direct insight into an unchanging essence, but is instead 
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an  Ausdrucksverstehen , an understanding essentially oriented toward  expres-
sions , as these arise out of the context of life in a way that also enables an 
articulation of their meaning ( Bedeutung )  3  —although not in the sense of 
“meaning” ( Bedeutung =reference) employed by Frege. 

 The problem of value within the realm of the social, as expressed in the 
idea of value-ladenness, is especially important in the line of thinking in-
augurated by Windelband and continued by Heinrich Rickert and most no-
tably Max Weber, who famously set forth the ideal of value-free social science. 
Yet how exactly is the idea of value-ladenness to be understood? How is the 
issue of value-ladenness, and the supposed compromise of objectivity, to 
be addressed? Donald Davidson’s “unifi ed theory of meaning and action” 
has a particular relevance to these questions. Davidson provides the means 
to explain the necessary implication of value—in the form of evaluative 
attitudes—in the domain of social inquiry. Furthermore, through the inter-
connection of the evaluative with the cognitive, the Davidsonian approach 
also suggests a way to understand how the intrusion of the evaluative need 
not be taken to compromise the possibility of objectivity, although, on a 
modifi ed reading of that approach, it also suggests limits to the extent of 
social scientifi c understanding 

 Among philosophers and social scientists, the arguments for value-
ladenness in the domain of social inquiry are well known. They can be sum-
marized as follows: (1) social scientists are themselves social agents, and as 
such, they have individual interests and commitments; (2) social scientists 
are also members of social groups, and so share in, and are oriented by, the 
collective dispositions and attitudes of those groups; and (3) the cognitive 
and evaluative attitudes whether of social scientists, or of social agents in 
general, are always interdependent. It is this last point, and the feature of 
attitudes that it highlights, that leads most directly to the conclusion that 
the scientifi c inquiry into the social is inherently value laden. 

 To ascribe attitudes of any sort to a speaker we need to bring into play 
fulfi llment conditions for the semantic interpretation of utterances—in 
its simplest form, this means we need to connect the utterances (and ac-
tions) of the speaker with the conditions under which those utterances 
would be true.  4   Interpretation begins with the principle that the speaker 
and interpreter can each refer to the same entities and events, and that the 
interpreter can connect their interpretations to the utterances and actions 
of the speaker by means of such commonality of reference. The entities 
and events at issue here must include, of course, the utterances and ac-
tions of the speaker, since it is the behavior, linguistic and nonlinguistic, of 
the speaker that is the focus for interpretation and by means of which the 
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speaker’s attitudes are expressed. The identifi cation of attitudes is insepa-
rable from the interpretation of behavior, and knowing the attitudes of a 
speaker therefore requires associating instances of behavior with those atti-
tudes. Where behavior changes, the attitudes ascribed to an agent may also 
require modifi cation. The ascription of attitudes, which is a commonplace 
element of social life, is something we learn as a part of normal socializa-
tion. The social frames of reference within which we learn to ascribe atti-
tudes provide the basis for our grasp of the intelligibility of behavior and for 
the identifi cation of attitudes. This is true both for epistemic attitudes such 
as belief and also for evaluative attitudes such as desire. Since the context 
for attitude ascription is fi rst and foremost a social and, therefore, also a 
communicative context, we can conclude that there is an essential sociality 
and communicability that pertains to attitudes as such. The necessary inter-
connection of attitudes with behavior can itself be seen as a expression or 
consequence of the social or communicative context in which attitudinal 
ascription arises. 

 In what follows, I fi rst explore the extent of a unifi ed approach to at-
titudes and behavior. I then move on to analyze how it is that we develop 
the ability to use propositional attitudes to explain action, and to explore 
the interconnection of cognitive with evaluative attitudes. My response to 
the problem of the value-ladenness of the social sciences is derived from 
the claim that much of our talk about value-ladenness mislocates and mis-
identifi es the relevant properties of the social world, and that this can be 
seen to be evident on the basis of the Davidsonian account of the character 
of attitudes and their relation to behavior. Finally, in opposition to both 
standard Humean and realist construals of the nature of moral judgments, 
I will argue that evaluative utterances are not to be construed as expressing 
purely subjective preferences, and that they nevertheless also differ from 
cognitive beliefs in terms of their conditions of justifi cation. Although the 
attribution of both evaluative and cognitive beliefs is always dependent on 
the social-behavioral context, I will contend that the nature of this depen-
dence in the case of evaluative attitudes is different from that which obtains 
in the case of cognitive attitudes. In conjunction with this, I will argue that 
the Davidsonian principle of charity must be constrained by a principle of 
tolerance that takes into account the possibility of signifi cant divergence 
in evaluative attitudes. 

 In the fi nal analysis, the participation of people in common forms of 
behavior—shared ways of life—is an important and necessary condition 
for the interpretation of attitudes in general, whether evaluative or cog-
nitive. Interpretation only arises as an issue within such shared ways of 
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life, and such involvement provides both the impetus and the ground for 
interpretation as such. In this respect, my position (and so also, aspects of 
my reading of Davidson’s position) will connect with aspects of the original 
neo-Kantian position I discussed briefl y at the outset, since it will be my 
contention that inasmuch as interpretation is a matter of the identifi cation 
of attitudes as these arise and are articulated within certain socio-behavioral 
frameworks, so interpretation can indeed be understood as a matter of gain-
ing access to forms of  Ausdrucksverstehen , “expressive understandings,” that 
connect attitudes, behavior and social context. However, what matters is 
not simply that they interconnect, but also the manner of their intercon-
nection—and when we look to evaluative as against cognitive attitudes, the 
manner of their interconnection is signifi cantly different. 

 2 The Extent of the Unifi ed Theory 

 According to Davidson, the relations that obtain between beliefs cannot 
be understood independently of the relations that obtain between beliefs 
and desires, that is, between cognitive and evaluative attitudes.  5   The  unifi ed 
theory  of thought, meaning, and action can thus be extended to include 
evaluation.  6   Only creatures that have desires can also have beliefs. Desires 
take as their object a state of affairs that can be expressed propositionally. 
The propositional content of a desire in turn requires that the agent be 
committed to a network of beliefs, beliefs about the nature of certain states 
of affairs, their realizability, and so on. Moreover, to have beliefs is, in fact, 
to have a full panoply of evaluative attitudes including desires, intentions, 
moral convictions, obligations, and so on, all of which are propositional, 
and which are both affected by and affect behavior. Taken together, propo-
sitional attitudes cause, rationalize, and explain intentional actions. Speak-
ers express evaluative attitudes in utterances (such as prescriptions, praise, 
condemnation) about what is desirable, correct, right, and so on. Referring 
to evaluative attitudes is also one way of explaining actions. 

 Does the concept of a necessary degree of consistency and coherence in 
the system of one’s cognitive attitudes also apply to evaluative attitudes? 
Is it methodologically possible to show a parallel between the attribution 
of cognitive and evaluative attitudes? Moreover, how are the theory of in-
terpretation and the partially external individuation of the content of atti-
tudes connected with the objectivity of value judgments? How is it possible 
to claim that values are just as objective as beliefs without attributing to 
them a positive ontological status, or, to put it another way, without taking 
values as pseudo-entities? 
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 For Davidson, the interpretation of evaluative attitudes is coupled with 
the interpretation of cognitive attitudes: 

 The connection between cognitive and evaluative attitudes is made evident from 

the perspective of radical interpretation as a result of the fact that the same  sentences  

are objects of beliefs and desires. It is attitudes toward the  same  sentences that is the 

key here. The same sentences are the objects of both belief and desire: this reinforces 

the claim that the interpretation of the evaluative attitudes proceeds along the same 

general lines as the interpretation of the cognitive attitudes.  7   

 Davidson unifi es the semantics of evaluative sentences and the semantics 
of sentences with cognitive content (a truth-value). The propositional con-
tent of attitudes is identifi ed by an interpreter in the form of sentences. 
Understanding sentences means being able to specify their propositional 
content in terms of beliefs and desires. Davidson asks: 

 But what about explicitly evaluative sentences about what is good, desirable, useful, 

obligatory, or our duty? The simplest view would be, as mentioned before, to identify 

desiring a sentence to be true with judging that it would be desirable it were true—in 

other words, to identify desiring that “Poverty is eradicated” be true with embracing 

the sentence “it is desirable that poverty be eradicated.” And it is in fact hard to see 

how these two attitudes can be allowed to take entirely independent directions.  8   

 Davidson also draws into his considerations the following distinction be-
tween evaluative attitudes and reasons for action: “judging that an act is 
good is not the same as judging that it ought to be performed, and cer-
tainly judging that there is an obligation to make some sentence true is 
not the same as judging that it is desirable to make it true.”  9   This leads 
him to identify the  common ground  necessary for evaluative judgments and 
attitudes. Differences between the beliefs, desires, and evaluations of dif-
ferent individuals can only occur within a shared frame of reference. The 
circumstances of the arrangement of values in this framework are relative 
to particular places, times, and social contexts. The attribution and identi-
fi cation of values is relative to the social situation within which intelligible 
redescription takes place, since this situation comprises the background 
assumptions that inform interpretation. The situation and background as-
sumptions may change, but having some such context is necessary for the 
ascription and interpretation of evaluative attitudes. Yet these assumptions 
should not be seen as either foundational or transcendental. 

 Davidson’s holism of belief and meaning goes hand in hand with the 
holism of cognitive and evaluative attitudes. The externalist view found in 
Davidson encompasses the theory of evaluative and cognitive judgment be-
cause both are similarly determined by the objects to which they refer. The 
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objects of belief and of desire are thus the causes of belief and, in a sense, of 
desire. Since these objects are common to both the speaker and the inter-
preter, values are, on the Davidsonian account, tied to things.  10   To be able 
to attribute evaluative attitudes to a speaker, one must, therefore, be able 
to recognize objects common to oneself and the speaker. The commonality 
of the objects to which a speaker and interpreter refer constitutes the basic 
condition for interpretation (be it of evaluative or cognitive attitudes) and 
exemplifi es the connection between the interpretation of utterances (mean-
ing) and the identifi cation of evaluative attitudes (desire). 

 3 How Do We Learn Propositional Attitudes? 

 We generally learn to ascribe attitudes at the same time as we develop the 
ability to plan actions, take responsibility, and distinguish between causes 
and effects. Thoughts and actions work together; for example, desires com-
bine with beliefs to bring about action. By learning our fi rst language from 
others we acquire a linguistic frame of reference that enables us to explain 
and make sense of mental states (thoughts) and actions. But this process is 
 not  “theoretical” in character, since the ascription of attitudes to an agent 
is not based on any axioms or laws regarding the antecedents of action that 
is grasped abstractly. We learn to ascribe attitudes by learning the semantic 
features of words like “intention,” “decision,” “will,” “desire,” and “belief” 
at the same time and in the same circumstances in which we also learn 
how to explain actions. Learning to explain actions amounts, to a large 
extent, to being able to ascribe attitudes (such as beliefs and desires) to an 
agent. Explaining action involves the identifi cation of the appropriate at-
titudes that accompany an action. For example, I cannot be said to know 
the meaning of “grief” if I do not know how grief connects to certain pat-
terns of behavior. 

 On what basis is one able to grasp the conditions for the correct use of 
attitudinal terms? This can be elucidated by examining prototypical situa-
tions in which the meaning of mental expressions and the explanation of 
action is given at one and the same time. The ascription of belief and desire 
requires the interpretation of utterances and actions. Based on prototypical 
situations we ascribe evaluative and nonevaluative attitudes to the agent. 
We ascribe nonevaluative attitudes (beliefs) by applying epistemological 
principles, for example, that agents have their own sets of beliefs about how 
they are situated within the environment. We ascribe evaluative attitudes 
based on similarities to our  own  system of values and how such attitudes 
are understood and perceived by others. Evaluative beliefs effect desires 
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because desire implies  something that is desirable , that is, the object or event 
to which we ascribe value. A particular behavior does not necessarily jus-
tify inferring any particular attitude; for example, someone’s wearing black 
clothing is not suffi cient for us to infer that the wearer is grieving. Instead, 
we come to recognize the act of grieving as instantiated  in  the wearing of 
certain clothing. There is, therefore, a certain complementarity that obtains 
between the  identifi cation  and the  verifi cation  conditions of the ascription of 
attitudes. Moreover, in order to interpret actions one must be able to iden-
tify actions under the appropriate descriptions. Understanding actions is, to 
a large extent, a matter of assigning actions to their appropriate categories. 
These categories are, of course, socially determined—they are learned in 
particular social contexts.  11   

 As we learn how to make conceptual distinctions such as that between 
 refl exes  (which are nonintentional) and  actions  (which are intentional), we 
gain confi dence in the ascription and interpretation of attitudes. An un-
derstanding of intention is therefore crucial to the interpretation of action. 
We identify an action by saying what  the agent was intending to do . Grasping 
how to make such distinctions is complicated by the fact that the ascription 
of intentions depends on the ascription of beliefs and other propositional 
attitudes. Intention consequently presupposes beliefs about the possibil-
ity of action (and alternative actions) in the given circumstances. We can 
only make sense of the concept of intention inasmuch as we are ourselves 
acquainted with the concept of successful action. Being generally success-
ful in action, however, requires having mostly true beliefs. Intentional ac-
tions may be projected by our attitudes, but they must be brought about by 
 decision . A mere desire is not yet a decision, and even the combination of 
desires and descriptive beliefs may be insuffi cient to trigger action. People 
may even frustrate their own desires for more or less conscious reasons. 

 Often a failed attempt can serve as an opportunity to modify our at-
titudes and thereby increase the likelihood of future success. In this sense, 
actions are a result of  trying . The following characterization is helpful to 
understand the situation of acting: 

 If an agent intends to perform the action A in the situation S, it is pos-
sible to assume that the agent holds the following beliefs: 

 1. that is the agent is in S (the situation as given under certain descriptions); 
 2. that the agent does not have any attitudes opposed to A suffi cient for 
the agent to want to refrain from doing A; 
 3. that the agent has the ability to do A; 
 4. that the agent is not prevented from performing A; 
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 5. that the agent will perform A if and only if the agent tries to perform A 
(actions are the result of  trying ); and 
 6. that the agent’s attempt to do A could succeed. 

 The agent and interpreter have to understand the distinction between the 
attempted action and the achieved action, and this also needs to be under-
stood in relation to the action as it might be redescribed and reinterpreted 
in typical situations. One must distinguish, then, between  intending  and 
 succeeding,  while recognizing that  succeeding is  to be contrasted, at least in 
the case of action, with mere  attempting.  Furthermore, one must distinguish 
between  successful  and  unsuccessful attempts  for each class of action and its 
ascription. This is relevant to both interpreter and agent. The agent must, 
in his or her own case, be able to distinguish between what is intended 
and what is accomplished. The cognitive distinction between  trying  and 
 intending  is one of the crucial conceptual components of a theory of agency, 
and this is why fi rst-person authority (which presupposes that speakers and 
actors know what they mean and intend) plays such an important role as 
an epistemic condition for the possibility of the understanding of others.  12   

 But do we have privileged knowledge of our own actions? For Elizabeth 
Anscombe, the assumption of such knowledge is erroneous. She calls such 
knowledge “knowledge without observation.”  13   But to characterize fi rst-
person authority in terms of such knowledge leads to misunderstandings. 
An agent’s knowledge of the performance of a certain action (where the per-
formance is a performance of the agent and so is known in the fi rst person 
with the authority that bestows) must be distinguished from the knowledge 
that the performance has a certain effect. The latter is empirical knowledge. 
An action has a meaning (trying) that is given in answer to the question 
“What is the relevant description of the agent’s action?” For Davidson, try-
ing is of no importance, because 

 it may seem a diffi culty that primitive actions do not accommodate the concept of 

trying, for primitive actions are ones we just do—nothing can stand in the way, so to 

speak. But surely, the critic will say, there are some things we must strive to do (like 

hit the bull’s eye). Once more the same sort of answer serves. Trying to do one thing 

may be simply doing another. I try to turn on the light by fl icking the switch, but I 

simply fl ick the switch. Or perhaps even that is, on occasion, an attempt. Still, the at-

tempt consists of something I can do without trying; just move my hand, perhaps.  14   

 Davidson’s argument results from a point of view in which one ascribes 
actions  directly  to an agent.  15   If one raises one’s arm, then normally one 
knows that this is what one does. But there is no other evidential basis for 
the knowledge that one raises one’s arm other than the fact that one raises 
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one’s arm—the only evidence is, one might say, the experiential knowledge 
of one’s own arm raising which is also a trying. In such cases, the agent has 
knowledge without observation, because the agent’s trying is distinct from 
the observable action that is performed. The description “trying” refers to 
mental states as well as bodily movements. In this situation, an agent has 
knowledge without observation because the  attempt —itself an item of be-
havior—is distinct from the action that can be observed objectively. Thus 
the knowledge of “trying” must be understood as distinct from knowledge 
of “having done.” On the level of belief, the distinction between what 
counts as trying and acting is the epistemic basis of fi rst-person authority 
and so underpins the relationship between the agent and their thoughts. 
Different reference relations are not impossible a priori—we individuate 
mental states and their referents by means of  explanatory  (intelligible)  rede-
scription  in particular cases.  16   Explanatory redescription of actions assumes 
that the agent functions as an agent and has some grasp of his or her own 
capacity for agency. Self-knowledge and an understanding of one’s similar-
ity to others are crucial for distinguishing between intentional and nonin-
tentional behavior. This requires propositional attitudes containing mental 
and social predicates. Mental concepts must be understood as social, and 
social concepts must be understood as mental. Furthermore, in Davidson’s 
naturalized epistemology, explanatory redescription unifi es the theory of 
interpretation, decision, and evaluation with the externalism of common 
causes. 

 Beliefs and evaluative attitudes are situated within a social frame of refer-
ence that provides the means by which our actions and utterances as well 
as those of others are understood. Self-consciousness and self-reference in-
volve reference to others since the constitution of my own consciousness 
involves understanding the manner in which I am similar to others as well 
as the manner in which I am distinct from them.  17   Acquiring knowledge of 
the nature of beliefs and intentions cannot be dissociated from the acquisi-
tion of conceptual distinctions and moral terms. We are not at the mercy 
of our dispositions, however, but can contemplate our actions from various 
angles, and thereby redescribe and reinterpret them. We typically individu-
ate actions by specifying intentions within particular contexts. In order 
to act intentionally, an agent must possess propositional attitudes (beliefs, 
desires), conceptual distinctions such as truth–falsity and success–failure, 
and the ability to determine whether the conditions necessary for the per-
formance of particular actions obtain (awareness of circumstances). The 
ability to interpret an agent’s action similarly depends on grasping this cog-
nitive framework of agency. The interpretation of behavior, linguistic and 
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otherwise, thus requires the ability to identify (by both the agent/speaker 
and the interpreter) the  types  of situation (and so the types of action) in 
which particular actions belong.  18   

 Davidson’s investigation of the communicability of evaluative attitudes 
and how they relate to cognitive attitudes leads him to emphasize the im-
portance of one’s  own  value standards, and of the norms of  coherence  and 
 consistency , in evaluative attribution. This is in line with the externalistic 
individuation of the content of the uttered sentences in relation to com-
mon objects. These norms are the basis of the interpersonal comparison of 
values and decisions, and it is impossible for us to extricate ourselves from 
them. Necessarily, the interpreter relies on his  own  values in interpreting 
and comparing the values of others. 

 Davidson sees something “fundamentally wrong” with the standard 
picture of the interpersonal comparison of values according to which “we 
fi rst decide what the interests of each person are; then we compare those 
interests in strength; then we judge or decide what should be done.”  19   For 
Davidson, “There is no reason we cannot judge the relative strengths of our 
own interests and those of others, or compare the interests of two others. 
My point has been that we do not have to establish, argue for, or opt for, 
a basis for such judgments. We already have it.”  20   Therefore, within the 
structure of interpersonal comparison of values, we can make a distinction 
between  the norm of consistency (rationality) and the idea of what is valuable in 
itself, but the judgment we exercise in such cases is not based on anything that is 
freely chosen : “What I call a “basis” for interpersonal comparison cannot be 
something that is freely chosen, something that may be accepted by one 
person or society, but not by another.”  21   The basis of evaluative comparison 
cannot be chosen, since it is that which directs and explains our judgments 
and decisions. 

 As Davidson presents it, the basis on which interpersonal comparison 
rests thus appears rather like Heidegger’s notion of  Seinsverständnis  (un-
derstanding of being), because this “basis” is not a medium or an entity.  22   
Gadamer has developed a hermeneutic of the  Wirkungsgeschichte  of shared 
understanding that consists in  Horizontverschmelzung  (the fusion of hori-
zons).  23   In this respect, Davidson can be seen as closely aligned with the 
hermeneutic tradition (a tradition that includes Vico, Dilthey, Heidegger, 
and Gadamer), which emphasizes the connection between the interpreta-
tion of texts and utterances, and the understanding of behavior in general, 
and also emphasizes the necessary self-refl exive character of such under-
standing. Moreover, this tradition is one, it should be noted, that connects 
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directly with the neo-Kantian tradition that is exemplifi ed by thinkers such 
as Windelband and Dilthey.  24   

 4 Tolerance and the Relativity of Evaluation 

 What is the difference between evaluative and cognitive attitudes, and how 
are they related? People discern a wide range of disagreement between their 
 own  evaluative attitudes and those of other people. My evaluation of some 
state of affairs, object, or event need not be the same as the evaluation that 
others make; within limits, such differences can be tolerated, since they do 
not undermine the validity of my own evaluation or that of others. I call 
this the  principle of tolerance  in contrast to the principle of charity.  25   It is a 
principle that recognizes and allows for a certain degree of divergence in 
evaluative attitudes that refl ects, among other things, the different socio-
behavioral contexts in which attitudes and evaluations arise. 

 The disagreement that seems so readily discernible between our own 
evaluative attitudes and those of other people is itself suggestive of a char-
acteristic difference between evaluative and cognitive attitudes. Whereas 
cognitive attitudes, especially those that relate most directly to aspects of 
the everyday world, have a high degree of acceptance across speakers, evalu-
ative attitudes fare much worse in this regard. Indeed, one might argue that 
whereas most of our everyday cognitive beliefs, and so perhaps most of our 
cognitive beliefs in general, are common across different sociobehavioral 
contexts, most of our evaluative beliefs, even our everyday evaluative be-
liefs, are not shared in the same way at all. Just consider the huge variation 
in the evaluative beliefs that motivate behavior between the various com-
munities that make up the primarily multi-cultural societies that are so char-
acteristic of countries such as the United States, Great Britain or Germany 
(to say nothing of the difference that obtain between more geographically 
distant communities). Indeed, it is precisely recognition of such evaluative 
diversity that has led modern liberal theory to emphasis the importance of 
purely procedural rationality as underpinning any just system of political 
order. The fact of evaluative diversity and the distinction between evalu-
ative and cognitive attitudes are not given much attention by Davidson. 
Instead, his tendency is to treat the degree of disagreement in respect of 
evaluative attitudes as on a par with that which affects cognitive attitudes. 
But there seems no warrant for this assumption, especially not given the 
prima facie evidence to the contrary. Moreover, although evaluative and 
cognitive attitudes are interconnected, jut as they are interconnected with 
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other attitudes, including desires, this should not blind us to the signifi cant 
differences that seem, on empirical grounds, to obtain here. 

 Davidson’s neglect of the differences between evaluative and cognitive 
attitudes and his treatment of evaluative attitudes as determined in much 
the same way as cognitive attitudes suggest that his position is close to 
that of moral realism—although given his dislike of the language of real-
ism and antirealism, as expressed elsewhere, the designation is probably 
one he would reject. Characterized semantically, realism takes assertions to 
have determinate truth-conditions, and moral realism would apply this to 
evaluative as much as to other statements. A realist approach to values can 
be stated as follows: “moral judgments are viewed as  factually cognitive , as 
presenting claims about the world which can be assessed (like any then fac-
tual beliefs) as true or false, and whose truth or falsity are as much possible 
objects of human knowledge as any other factual claims about the world.”  26   
In addition, one might say that “The realist treats evaluative judgments as 
descriptions of the world whose literal signifi cance (viz. truth-conditions) 
makes no reference, or generally makes no reference, to human desires, 
needs, wants or interests.”  27   Moral realism thus stands opposed to the sub-
jectivist approach exemplifi ed by the standard Humean position, aligning 
evaluative with nonevaluative beliefs, and treating the intelligibility (or 
rationality) of evaluative beliefs in the same way as nonevaluative attitudes. 
On the moral realist approach, the moral properties that are the object of 
moral attitudes are genuine properties of things and actions.  28   

 What arguments can we make against moral realism? Why shouldn’t 
the descriptive usage and specifi cation of evaluative words like “good,” 
“wrong,” and “bad” be analyzed in the same way as descriptive concepts 
used as predicates in assertions? There can be no doubt that, generally 
speaking, the justifi cation of evaluative and prescriptive predications does 
involve the verifi cation of certain empirical properties. Verifying whether 
something is “good” or “bad” depends upon using descriptive characteriza-
tions. A speaker who seeks to justify a value judgment has to show that the 
evaluated thing exhibits certain properties. If we suppose that a speaker 
could completely justify the evaluation by specifying particular properties, 
the justifi cation of a value judgment would be methodologically identical 
with the justifi cation of empirical assertions. Evaluative sentences would 
have the same cognitive status and means of verifi cation and justifi cation 
as nonevaluative or descriptive sentences—they would, in fact, be a kind 
of descriptive sentence. 

 In fact, there seems to be good reason to think that the justifi cations of 
descriptive and evaluative sentences are not equivalent, and that evaluative 
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sentences cannot, therefore, be treated in the same way as descriptive sen-
tences. We can see how this might be so in a way that also draws on aspects 
of Davidson’s own position. Davidson emphasizes the interconnectedness 
of attitudes, and of attitudes with behavior. This might be taken to imply 
that evaluative and cognitive attitudes can therefore be treated as having 
similar justifi catory and evidential grounds; but it also suggests that we 
should pay close attention to the way in which different attitudes con-
nect up in different ways to one another, as well as to other attitudes and 
behavior, since such differences in connection may well imply differences 
in, among other things, the forms of justifi cation and evidence that are 
relevant to those attitudes. Davidson’s own emphasis on the way in which 
certain standards of rationality stand in the background here does not affect 
the possibility that the way those standards of rationality are worked out in 
particular cases may vary enormously—Davidson’s account of rationality 
involves a very “thin” conception of what it is to be rational. 

 Davidson holds that there is no simple connection that relates prefer-
ences regarding the truth of different sentences and the values that would 
be realized if the sentences were true. The implication of this is that the 
meaning of evaluative terms such as “good” or “obligatory” need not al-
ways be the same. This seems an inevitable consequence of the fact that 
evaluative attitudes do not relate to social context in the same way as cogni-
tive attitudes. There is no doubt that the social context affects the attribu-
tion of all attitudes through the way in which it is relevant to the ascription 
of meanings to utterances. But in the case of evaluative attitudes, the social 
context is also directly relevant in determining the attitudes held. Unlike 
cognitive attitudes, evaluative attitudes are best understood not as referring 
to properties that belong to things, but instead as referring to particular 
domains of social activity in which certain behaviors are given a positive 
or negative ascription. Certain variations on social context—such as one 
may fi nd between, for instance, different ethnic communities—will also 
imply variations in the evaluative attitudes that are relevant to those social 
contexts, as they also imply variations in the domains of social activity. 

 Recognizing the difference between evaluative and cognitive beliefs and 
their differing relations to social context, we can understand how the lack 
of agreement with respect to evaluative beliefs need not affect cognitive 
beliefs. In other words, if evaluative and cognitive attitudes and evaluative 
and cognitive sentences are understood as standing in different relations 
to one another and to other attitudes and behavior, then the empirical fact 
of evaluative difference can be understood in a way that does not impugn 
Davidson’s unifi ed approach to attitudes and behavior. Moreover, in one 
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important respect, evaluative and cognitive attitudes remain similar: Both 
are subject to  correction , since both arise and are articulated within neces-
sarily a broader social context. The possibility of such correction is what 
underpins the idea of objectivity. Evaluative attitudes can thus be objective, 
not because of the way they relate to objects, but because of the way they 
connect to practices of evaluation, action, and decision, which are con-
strained by particular domains of social activity, but which may also vary 
between social groups or practices. 

 Davidson’s “unifi ed theory” can thus be understood in a way that en-
ables us to understand attitudes as interconnected with one another and 
with action. Yet precisely because these are complex and multiple, we can-
not and should not assume that all attitudes, and especially not all evalu-
ative attitudes, can be understood as fi tting within a single overarching 
system. How we attribute attitudes depends on the social context in which 
those attitudes arise, and the particular evaluations we express depend on 
the way in which our actions are oriented within different domains of activ-
ity. Other writers have emphasized the way in which Davidson’s “unifi ed’ 
approach requires that we understand attitudes as resistant to any com-
pletely consistent ordering  29  —different attitudes connect up with other at-
titudes and with actions in ways that are often localized and “territorial.”  30   
To whatever extent this may be true of cognitive attitudes (and epistemo-
logical considerations may mitigate against it), this certainly seems true 
of evaluative attitudes. The differences in ethnic and cultural groupings 
within even our own societies is itself indicative of the differences in evalu-
ative attitudes that may obtain even alongside similarity in cognitive at-
titudes. It is the fact of such difference that implies that, in interpretation, 
charity alone is never enough—tolerance is also essential. 

 I began this essay with the problem of values as it arises within the 
social sciences. Davidson provides us with a way of seeing how values nec-
essarily enter into social scientifi c inquiry, but Davidson also holds that 
this does not impugn the objectivity of such inquiry. What we have seen 
in the discussion above is that the interpersonal comparison of values is 
based on judgments that are certainly open to correction—by reference to 
the “common standards” that prevail among other members of the groups 
to which we belong—and so these values have a sense of “objectivity” 
that properly belongs to them. This is a direct consequence of the fact 
that evaluative attitudes, and the concept of desirability to which they 
are inevitably connected, are learned and are meaningful only in relation 
to particular contexts of behavior and social interaction—and because, 
unlike cognitive attitudes, evaluative attitudes are precisely attitudes that 
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concern our orientation within such social and behavioral contexts. Yet 
this also has the consequence, which Davidson does not adequately ac-
knowledge, that the standards at issue here may differ, as the social and 
behavioral context differs. There is thus a multiplicity of socially deter-
mined evaluative perspectives—a position that can be viewed as a ver-
sion of global multiculturalism—even though there is not a multiplicity 
of social “worlds” in which we are somehow imprisoned. In this second 
case tolerance would be not possible, because difference would never even 
appear. The possibility of divergence in evaluative attitudes can only be 
made sense of within a framework in which we also recognize the inter-
connectedness of attitudes, evaluative and cognitive, and the complex-
ity and diversity of the principles and standards by which they are so 
connected. 
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 Introduction 

 Davidson’s “The Very Idea of a Conceptual Scheme”  1   was a powerful and in-
fl uential paper. It largely ended a prolonged discussion of the rationality of 
other cultures,  2   undermining particularly the claim argued at the time that 
there was a universal, non-culture-relative core of rationality and protocol 
sentence-like description that provided grounds for judging the rational-
ity of other cultures.  3   It blunted the impact of some of the more exuber-
antly relativistic interpretations of the implications of Thomas Kuhn’s  The 
Structure of Scientifi c Revolutions.   4   But the paper introduced one of the least 
well-understood Davidsonian arguments, his attack on what he called “The 
Third Dogma of Empiricism,” after Quine’s “Two Dogmas of Empiricism.”  5   
The third dogma was the scheme–content distinction. The paper is basic 
to understanding the later Davidson. Its treatment of error pointed directly 
toward Davidson’s most controversial claims, in “A Nice Derangement of 
Epitaphs,”  6   about the nonexistence of “language” as the term is usually 
understood: The model for the interacting language speaker correcting for 
error is generalized from the model of the translator in “The Very Idea.” 

 Davidson himself thought the implications of the argument were radi-
cal, and he specifi cally thought that the paper was opposed to the kind 
of Kantianism that was present when it was written and has since, under 
slightly different forms, become conventional wisdom in Anglo-American 
philosophy, in which normative concepts constitute the world for us. Vari-
ants of this view range from the idea that normative concepts are subject 
to either a small or large amount of local linguistic variation to the idea 
that there is a large common core of reason that anyone in any culture 
who is properly brought up will come to recognize as binding. The essay 
was directly concerned with the kind of conceptual relativity supposedly 
warranted by the variation in concepts between languages. But as Davidson 
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put it in the essay, the argument showed that it was also unintelligible to 
say “that all mankind—all speakers of language at least—share a common 
scheme and ontology.”  7   

 The way his paper has come to be interpreted in much of the subsequent 
discussion assimilates it to a form of conventional wisdom to which it was 
opposed. This occurred through two main steps. The fi rst was to read Da-
vidson as having established the necessity of some sort of logical or ratio-
nal core to human thought that is transcultural or culturally invariant by 
showing that translatability was transitive, that is, that my translation from 
language  L  to language  P  would not be a translation if it did not include 
the translations into  L  from language  N . This reading is based on a sup-
posed dilemma: If the relation of translatability was not transitive, it would 
imply the possibility of incommensurable schemes, and if it was transitive, 
it would imply that our standards are the only standards,  8   which in turn 
implied that there was after all a universal scheme. If Davidson is consistent 
in rejecting the possibility of incommensurable schemes, it would mean 
that Davidson was in fact a scheme–content thinker himself, and his res-
ervations about the scheme–content distinction were a matter of detail. 

 The detail was vaguely understood in terms of the idea of independence. 
What Davidson had shown was that there could be no understanding of 
schemes and content independently of one another. Accordingly, one in-
terpretation was that he was proposing a novel “interdependence” model 
of the relation between the two.  9   Another interpretation deradicalized it 
in a different direction, by suggesting that his point had to do with “the 
metaphors that sustain the picture of an independent scheme and worldly 
content”  10   rather than the idea itself. The reinterpretation made Davidson’s 
argument about content rather than about schemes. Davidson’s explicit 
denial that there was “a neutral ground, or a common coordinate system” 
between schemes,  11   was taken to rule out an independent realm of “con-
tent,” but it was not taken to rule out an independent realm consisting of 
a common “scheme.” Indeed, it was reinterpreted in terms of the Kantian 
idea that, as John McDowell puts it, the world “cannot be constituted in-
dependently of the space of concepts, the space in which subjectivity has 
its being.”  12   The distinction between denying our ability to step outside the 
conceptual—the Kantian thesis—and denying the scheme–content distinc-
tion, meaning denying common content, common schemes, and the inde-
pendence of scheme and content alike—Davidson’s thesis—was taken to 
be a distinction without a difference. The reinterpreters assumed that the 
languages of the conceptual and of normative reason are inescapable and 
ineliminable by any argument about schemes, because Davidson could not 
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have possibly, or intelligibly, meant to challenge this foundation of con-
temporary philosophy. 

 The conventional accommodation or renormalization of Davidson’s ar-
gument was made plausible through a feature of Davidson’s argument in 
this same paper: the claim, as it became interpreted, that massive error about 
widely held beliefs is impossible. If this is the case, that is, if skepticism about 
signifi cant ordinary beliefs is itself necessarily incoherent, this fact can in 
turn be taken to imply that various commonplace metaphysical views about 
ordinary beliefs are warranted. If the separate and autonomous existence of 
the world and the normative authority of reason are such facts, or are en-
tailed by such facts, these facts, together with the idea that there is some sort 
of universal rationality, take us back to and support a basically Kantian pic-
ture of the metaphysical structure of the world, in which universal rational-
ity interacts with a world that we can’t be very wrong about. What Davidson 
saw as radical, in short, became, through these reinterpretations, validation 
for the default antinaturalist philosophy of the present. Davidson, on this 
account, becomes the thinker who undermined Quine’s arguments in “Two 
Dogmas of Empiricism” from within, reestablishing the synthetic a priori 
in the new guise of the notion of normativity. On this view, Davidson’s ac-
knowledgment that rationality, intentionality, and belief are “normative,” 
together with his rejection of massive error, commits him to some variant 
of the Kantian doctrine of normativity of Sellars,  13   Haugeland,  14   Brandom,  15   
and McDowell,  16   perhaps with some idiosyncratic variations with respect to 
the precise location of the normative, for example, or of the nature of the 
interaction between the normative and the nonnormative. 

 Davidson’s own argument that meaning, intentional ascriptions, and 
rationality are mutually dependent, and that they arrive together in the 
description of intentional action, seems congenial to this reading, because 
it serves to make these idiosyncratic differences less signifi cant. Davidson 
might locate the normative in the universal psychological properties of the 
interpreting agent rather than in language, as in Brandom, or in some sort 
of nomic realm whose normative constraining character must be recog-
nized, as in McDowell. But meaning, intentional ascriptions, and rational-
ity all must be there in some fashion. The rest is detail. 

 The oddity of this outcome is worth refl ecting on. The target of the origi-
nal paper was the scheme–content distinction itself. The Kantian form of 
this distinction was an especially visible part of this—the term “scheme” is 
an echo of Kant’s language. The picture of the rational ordering mind orga-
nizing the Kantian manifold was transmitted to Kuhn via the neo-Kantian 
historians of science, such as Alexandre Koyre, whom Kuhn admired and 
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who played a large role in the background of Kuhn’s use of the notion of 
paradigms. So the Kantian tradition is clearly the target of Davidson’s paper. 
What made the paper so radical, as Richard Rorty routinely pointed out 
in conversation, was the way in which the argument against the scheme–
content distinction could be extended throughout the history of philos-
ophy, to undermine such variants as the concept–percept distinction, the 
word–world distinction, and so forth. The unradical result described above—
that it is taken in support of the current “idealist” variants of the scheme–
content distinction—is in open confl ict with Davidson’s initial point. 

 In what follows I will try to restore this original point. I will not be con-
cerned with the details of this “idealist” reinterpretation of Davidson, but 
I will try to show why he thought the argument of his paper had radical 
implications, and explain what it had radical implications for. Its target, I 
will argue, is the whole commonplace normative conception of concepts. 
His approach was to show why this conception was unnecessary and deeply 
problematic. Explicating the argument requires more than textual anal-
ysis: The arguments to which “The Very Idea” is now being assimilated, 
such as those of McDowell, Brandom, and Haugeland, were not available 
at the time the paper was written and were in part devised to take advan-
tage of Davidson’s claims, so the original paper does not respond directly 
to them, and can even be construed, with effort, to support them. But the 
original point can, with a bit of contextualization, be reconstructed, and 
once reconstructed, can be seen to be the basis of the even more radical 
claims made in such later papers as “A Nice Derangement of Epitaphs,” 
“The Third Man,” and “The Social Aspect of Language.” It is an oddity of 
this discussion, though not an entirely mysterious one, that some of the 
relevant distinctions between Davidson and the normativists map onto, 
and are reproduced in, social theory. Brandom, at the beginning of  Making 
It Explicit , quotes Weber’s phrase “the disenchantment of the world,” and 
offers a project of reenchantment in its place. Sellars’s appeal to the idea of 
collective intentionality, which was in turn a core of his ideas about norms, 
was consciously echoing Durkheim. As we will see, the differences between 
Davidson and the normativists follow this familiar fault line between theo-
ries of obligation: those that invoke collective facts and those which rely 
on individualist social theory. 

 1 What Is Impossible? 

 There is a kernel of truth to the conventional appropriation of the argument 
of “On the Very Idea of a Conceptual Scheme.” The paper does rest on an 
impossibility argument, about intelligibility and the limits of intelligibility, 
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and the argument has complex implications, far beyond the issue of con-
ceptual relativism. But the implications are not congenial to the Kantian 
picture, as Davidson knew, and he contrasted it to the views of the main 
Kantian of the time, P. F. Strawson. The argument develops from an obser-
vation about incommensurability: that 

 Whorf, wanting to demonstrate that Hopi incorporates a metaphysics so alien to ours 

that Hopi and English cannot—as he puts it “be calibrated,” uses English to convey 

the contents of sample Hopi sentences. Kuhn is brilliant at saying what things were 

like before the revolution using—what else?—our post-revolutionary idiom.  17   

 Davidson’s point is that it is impossible to do otherwise. If we were faced 
with genuine incommensurability—speakers with a truly alien conceptual 
scheme—we would not even be able to understand them suffi ciently to 
say so. 

 Davidson’s approach to the issues goes through the problem of evidence: 
The evidence of “different schemes” takes the form of sentences. It is nor-
mally understood that having languages is associated with having a con-
ceptual scheme in such a way that differences in one imply differences in 
the other. Benjamin Whorf, for example, uses linguistic evidence from the 
Hopi to make claims about their conceptual schemes, and the literature on 
conceptual differences in science emphasizes shifts in the meaning of terms 
in the context of different theories. If we restate the idea of incommensu-
rability and intelligibility at the level of the linguistic evidence, it becomes 
a claim about translatability, specifi cally about what could count as a suc-
cessful translation and what follows from failures of translation. As David-
son puts it, “it seems unlikely that we can intelligibly attribute attitudes as 
complex as [the ones that would allow us to recognize something as speech 
behavior doing something as complex as making an utterance the speaker 
believed in] unless we can translate his words into ours.”  18   The limits of 
intelligibility, in short, are the limits of translation. Failure in translation 
makes for, and is evidence of, failure in understanding. 

 Davidson considers two possible kinds of failure of translatability, par-
tial and total, and argues fi rst “that we cannot make sense of total failure,” 
and then examines cases of partial failure.  19   The case against total failure 
provides the kernel for the conventional interpretation. But the case of par-
tial failure has the more radical implications. The impossibility argument 
arises in connection with purported cases of total failure of translation: The 
conclusion of the argument is that the only evidence in the fi rst place that 
an activity is speech behavior is evidence that it can be interpreted in our 
language, whether directly or through translation. This turns out to have a 
crucial implication for the transitivity of translation: To ascribe the speech 
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behavior “translating” to someone in translating into yet a third language 
requires us to translate the translation, since otherwise we would not be 
able to say whether we were properly translating their utterances as transla-
tion. In short, we need to know that they are not faking translation. This 
criterion holds for the rest of translation. This is the argument that seems 
to lead back to a universal core of rationality. But Davidson also makes an 
argument that seems to point in the opposite direction, toward the detail-
oriented capacities of interpretation that are central to ordinary human 
interaction and understanding, as when he observes that translation re-
quires a command of a “multitude of fi nely discriminated intentions and 
beliefs” to interpret speech as a form of human conduct. This is an impor-
tant tension in his argument to which we will return. It is resolved by his 
normativist interpreters in the direction of normative universal rationality 
or the normative conceptual preconditions for language. But these options, 
as we have seen, seem to be ruled out by, and are indeed the target of, the 
argument itself. 

 The next step in the argument involves the contrast between mutual 
“contamination” of meaning and theory, that is, about what is claimed 
to be true—something that follows from giving up the analytic–synthetic 
distinction.  20   What appear to be “changes in meaning” between scientifi c 
theories, an essential element of the claim that paradigms are incommen-
surable, always also involves changes in what is said to be true. Failure of 
translation thus means failure to translate as true claims made with the 
same terms, so that one must say either that the meanings of the terms 
rather than the terms themselves must be different or that the previous 
claims were false. But the appeal to meanings turns out to be less than 
helpful, and indeed to be empty: “Meanings,” in the sense of meanings in 
the head, are inaccessible. We don’t know whether people mean the same 
thing as we do by the same words; we know only what they do and say. 
And thus the idea that truth is relative to a conceptual scheme turns out 
to mean nothing more than that the truth of a sentence is relative to the 
language in which it belongs.  21   

 There is another oddity. The argument of the paper does not support 
the idea of a universal core of rationality common to all cultures. Indeed, 
it explains why the idea—promoted at the time by Martin Hollis,  22   who 
was concerned with the closely related question of whether we could attri-
bute beliefs to people who did not possess modus ponens—could be given 
no determinate content. The reasons are Quinean. Translation operates on 
sets of logically and semantically linked sentences, which are open to mul-
tiple interpretations, in which the truth or falsity of any given sentence 
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is relative to the role that sentence plays in the set as a whole, a role that 
can be omitted or altered depending on the roles played by the rest of the 
sentences and their content. Consequently, “possessing modus ponens” is a 
feature not of the content of the heads of the natives whose beliefs are being 
interpreted, but of the translations we use to make sense of them. Whether 
the translations ascribe modus ponens to them or not refl ects choices made 
by the translator that could have been otherwise and still have produced 
intelligibility. Without such universally rational content there is nothing 
universal for the universalizing version of the Kantian project to work with, 
which gives us a reason to doubt this interpretation of Davidson. 

 2 The Quinean Background 

 As is evident from this reference to holism, Davidson’s paper, and his work 
in this area in general, deals with a series of problems left over from Quine. 
In describing his position I have used Quinean language, for the most part, 
and done so intentionally—separating the Quinean elements from the Da-
vidsonian ones cannot be done without an understanding of the issues 
that Davidson is addressing, and avoiding, in his paper. Quine left an un-
resolved problem: how to reconcile the fact that (a) the data for under-
standing human action and language were necessarily behavioral, for the 
language learner as well as for the interpreter and translator learning from 
scratch with (b) the widespread philosophical (and general) use of notions 
of intention and meaning, and (c) the raw fact that people do seem to be 
able to interpret one another, learn one another’s languages, and do so in 
terms of intentions and meanings. 

 Quine himself was willing to treat this question as a matter of what 
would be found in a fully naturalized scientifi c account of these matters. 
This meant that notions like meaning and intention needed to be regarded 
as theoretical terms in an as yet uncreated predictive theory of behavior. But 
in their usual form they did not work very well in this role: Behavioral evi-
dence was insuffi cient to produce a reasonably determinate fact of the mat-
ter of either meaning or intention. So interpretation was left hanging by 
Quine. Moreover, the relativistic consequences of Kuhn seemed to follow 
from Quine’s attack on the analytic–synthetic distinction, which undercut 
the idea of universal a priori rational standards by relativizing consider-
ations previously regarded as a priori to the status of part of a “theory” that 
faced the evidence as a whole. This, together with the underdetermina-
tion of theory by data, implied that there might be a number of theories 
that had different logical elements, had different true sentences, but were 
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equally predictive, and that this was an irreducible situation. The germs 
of the idea of underdetermination and the relativism of logical elements 
and mathematical framework were already present in logical positivism. 
But Quine showed that these issues could not be dealt with merely by us-
ing such notions as convention to characterize the theoretical elements in 
question. This left a variety of puzzles about meaning: If the truth of the 
sentences is relative to the theory as a whole, didn’t this imply that mean-
ings changed between theories, and were thus incommensurable, making 
the notion of scientifi c progress impossible to formulate neutrally, as Paul 
Feyerabend pointed out?  23   

 Davidson’s approach to interpretation took for granted the same eviden-
tial base. But he dealt with it in a different way. He took over from G. E. M. 
Anscombe the notion of “under a description,” and proceeded by treating 
intentional and meaning questions as arising under a particular descrip-
tion. The description, it is important to note, is in some sense a description 
of choice, an option (though exactly in what sense is an important consid-
eration to which we will return). We could describe in the language of phys-
ical or neurophysiological science instead. But if we did this the problem 
of interpretation would be inaccessible to us. The question for Davidson 
involved the conditions of interpretation, that is, of getting a reasonably 
determinate answer to questions about intentions and meanings using the 
behavioral evidence we necessarily work with. “Radical interpretation” was 
simply interpretation under these conditions without other background 
knowledge, such as prior knowledge of the meanings of utterances, which 
is to say interpretation with the raw behavioral evidence alone. The ques-
tion was what more would be needed to make any sense of this evidence in 
terms of meanings and intentions, or to put it differently, the implications 
of the choice of description in terms of intentions and meanings. 

 Davidson’s answer was rationality, which enabled the attribution of in-
tentions on the basis of behavioral data and knowledge of the meanings 
of the utterances that are part of the behavior, if there are any. The model 
is this: If I can take an utterance as a sincere expression of belief, and have 
data about behavior, I can infer meaning; if I have knowledge of meaning 
and behavior, I can infer intention; and if I have knowledge of meaning and 
intention, I can predict—to a suffi cient extent at least—behavior. But none 
of this inferential machinery works unless the agents being interpreted are 
in some sense rational, and thus behave in accordance with their intentions 
and beliefs. One question this raises is the status of the notion of rational-
ity here: In what sense is it optional? If it is necessary for talk about inten-
tion and meaning, is it not necessary  simpliciter , and thus just an example 



 Davidson’s Normativity  351

of synthetic a priori truth? Isn’t the argument  a reductio  of Quine’s “Two 
Dogmas” rather than an extension consistent with it? This reasoning is the 
core of the idealist interpretation of “The Very Idea.” Davidson’s appeal to a 
“normative” notion of rationality seems like a straightforward capitulation 
to the notion of scheme. 

 The argument is superfi cially compelling. The idea is that the possible 
intransitivity of translation would be a refutation of the idea that there 
were no such things as incommensurable conceptual schemes, and that 
transitivity of explanation would require that we had, so to speak, all the 
resources for translating all languages in advance, because only this condi-
tion for the possibility would exclude the possibility of fi nding a language  A  
that the speakers of  B  could translate from speakers of C, who could trans-
late into  B , but could not translate into  A . The thought behind this is that 
whatever is needed to translate into  A  already has to be there in  C . In the 
usual forms of this argument, this amounts to saying that “we” now must 
have whatever resources are necessary to translate out of any conceptual 
scheme. This in turn raises the question of whether speakers of some other 
language  D  might not have this capacity, specifi cally whether speakers of 
the language of a primitive society might be incapable of translating into 
and thus understanding our language. And since this does not seem to be 
an empirical question, and Davidson’s argument is not at fi rst blush an 
empirical argument, it must be a question not about what they could do 
but about what they possibly could do—justifying the Kantianization of 
the issue. 

 Davidson has a different and much more limited argument: If the speak-
ers of  C  happen upon speakers of  B  translating  A , if they could indeed 
translate  B , they would,  ex hypothesis , be able to translate these translations 
of  A  as well. Why would this follow but not necessarily imply the suffi -
ciency of a single starting point for translation? The point is basic to David-
son’s understanding of translation in this text: A translation is not merely a 
“translation manual” consisting of sentence correspondences. It is instead 
a combination of correspondences and explanations of the failures of cor-
respondence that occur when something is accounted true in one language 
and false in another. These explanations take the form of what J. L. Mackie 
in a different context called “error theories.” The example Davidson gives 
is a paradigmatic error explanation: 

 If you see a ketch sailing by and your companion says “Look at that handsome yawl,” 

you may be faced with a problem of interpretation. One natural possibility is that 

your friend has mistaken a ketch for a yawl, and has formed a false belief. But if his 

vision is good and his line of sight favourable it is even more plausible that he does 
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not use the word yawl quite as you do, and has made no mistake about the position 

of the jigger on the passing yacht.  24   

 The hypothesis that he uses the word differently, in this particular behav-
ioral context, requires us to attribute a whole set of correct beliefs (and 
norms of correspondence, as Davidson puts it) to our companion: that he 
or she has counted the masts and sails correctly, that he or she can count, 
that he or she is talking about the same boat, that he or she is not kidding, 
or testing our knowledge of nautical nomenclature, and so forth. This list 
could be extended. Davidson’s point is that the number of correct beliefs 
we must attribute when we attribute error to the companion is high. And 
the more extensive the error, the larger the number of beliefs in the web of 
belief we must rely on to explain the error. This is why massive error is un-
intelligible: Making massive error intelligible would require an even more 
massive pool of correct beliefs to draw on to explain the error. 

 The signifi cance of the interdependence of meaning and theory is that 
translations are like theories in that they already involve truth claims about 
the world, that they depend on the correctness of explanations and of the 
theories backing explanations of error, and that they are in this respect heir 
to all of the problems of theoretical explanation not only in the sciences, 
but in psychology and for that matter the social sciences, where they play 
a role in backing the explanations of error that translations inevitably in-
volve. This means that they are also characterized by the usual infi rmities of 
such theories: that they are underdetermined by the facts, so that alterna-
tive theories may be consistent with the facts; that new data, for example, 
new behavioral evidence, may require changes in the theories; and so forth. 
Davidson is explicit about this. The method forced on us of getting a fi rst 
approximation by attributing to sentences of a speaker the “conditions of 
truth that actually obtain (in our opinion)” allows for meaningful disagree-
ment. And the disagreements can emerge in a variety of ways: If we are 
in the position of the companion, we might fi nd ourselves learning a les-
son about the differences between ketches and yawls, and thus resolve the 
disagreement in favor of the hearer. But we might discover that we have a 
disagreement that present data cannot resolve. 

 If we cut this reasoning down to the basics, we get something like this: 
Interpretive charity is required by the economy of error explanations. 
The term means two things: We need to attribute rationality—in a sense 
yet to be defi ned—to the people we interpret, and we need to attribute 
a minimum of error. Attributing rationality is a precondition for any in-
terpretation involving error, because attribution of error, at least of the 
kind relevant to Davidson, namely errors in utterances with truth-relevant 
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content, requires an attribution of rationality: An error for Davidson is a ra-
tional but wrong response to something, and belief in this erroneous thing 
can be accounted for by reference to other wrong beliefs that are rationally 
connected to the wrong response. In constructing error explanations, one 
soon reaches a vague limit beyond which the error explanations are impos-
sibly complex and insupportable, since each attribution of error requires a 
larger set of attributions of erroneous background belief—the beliefs that 
rationally support the error. Charity in interpretation avoids reaching this 
limit; attributing massive error is attributing something beyond this limit. 

 The upshot of this for everyday metaphysics can be illustrated by a 
simple example. Consider the Hindu belief that the world is an illusion. We 
have no trouble translating the relevant sentences, for the simple reason 
that the translation manages to preserve all our ordinary beliefs. Everything 
in an illusion appears just as the real thing would—otherwise it would not 
be an illusion. My belief that the coffee shop down the street serves espresso 
survives whether or not the espresso, the street, the shop, and the rest of 
it are illusions, because there is no difference between real and illusory 
espresso other than whether it is real. If we translate the terms they refer to 
the same thing, with the exception that we need to add an illusion operator 
to each sentence in the translation of the target language. But the addition 
does nothing beyond connect the sentences to the belief that the world is 
an illusion. And what goes for illusion goes for the rest of metaphysics—the 
noumenal world, empirical reality, the phenomenal world, and the rest of 
it. There are no interesting implications of the problem of massive error for 
metaphysics, since in these cases there is no massive error. There is only a 
very economical kind of error, or alternatively a kind of underdetermina-
tion, about metaphysical facts. There is a question of whether this holds 
for the “fact” of normativity itself, and here there is an ambiguity. Taken 
by itself, it seems that the pattern with normativity mimics the pattern for 
“the world is an illusion.” Nothing much changes whether or not we say, 
for example, that normativity is a fi ction or that it is real. But if normativ-
ity in the requisite sense is part of the machinery that allows us to speak in 
this way in the fi rst place, namely as a condition of interpretation, matters 
would be different. 

 It might seem that we ought to get more metaphysical bang out of tran-
sitivity, especially the apparent requirement that we somehow have the 
resources for all possible translation, in advance, so to speak. But this is not 
the requirement it appears to be. Focusing merely on the problem of the 
truth theory for a language, and ignoring the role of error, obscures impor-
tant features of translation, and also obscures the reasons translation does 
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not require us to have all the resources for all possible translations—the 
resources that would defi ne the conditions for the possibility of translat-
ing all languages, in advance. Just as theories in science grow, our theories 
of error and our powers of translation grow in the course of translating 
from one language to another. This bears on the problem of transitivity. 
Davidson need only argue that the augmented power of translation we 
possess when we adequately translate  B  from  A  enables us to translate  C  
from  B , not that we can translate  C  with the resources of  A . What his ex-
plicit argument excludes is the following case: The speakers of  C  claim that 
they can understand B perfectly, but not  A  as translated into  B . This would 
mean that they couldn’t understand the correspondences and the explana-
tions of error. Davidson’s point is that this would be evidence that they did 
not understand  B . But without the learning and error theorizing we did 
when we translated, translators starting with  A  might indeed be unable to 
understand  C . 

 This suggests that truncating the discussion of rationality and transla-
tion into a discussion of the fi xed (and prefi xed) “conditions for the pos-
sibility” of translation is beside the point. The conditions of translation 
are of a piece with and depend on our ever-changing knowledge of the 
world. But saying this raises questions about the nature of rationality for 
Davidson himself, and about the larger problem of normativity that the 
normative concept of rationality points to. For Davidson, “the concepts 
we use to explain and describe thought, speech, and action, are irreducibly 
normative.”  25   What does this mean? Even if we de-Kantianize the problem 
of conditions for the possibility of translation, it seems, we are forced back 
into another form of the scheme–content distinction by the assumption 
of rationality and by the normativity of word–world relations. Or is there 
another, better, interpretation of these two things? 

 Davidson’s actual comments are tantalizing. He does say that interpre-
tive charity is nonoptional and also suffi cient for translation, and he does 
refer to norms of correspondence, meaning by this something analogous to 
the correspondence rules of the layer-cake model of scientifi c theories. He 
could have said, but does not, that interpretation requires an assumption 
of rationality and an assumption of certain common human norms of cor-
respondence,  26   and that these are both nonoptional and universal. Instead, 
he says the following: 

 The ineluctable normative element in interpretation has, then, two forms. First, there 

are the norms of pattern: the norms of deduction, induction, reasoning about how 

to act, and even about how to feel given other attitudes and beliefs. These are the 

norms of consistency and coherence. Second, there are the norms of correspondence, 
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which are concerned with the truth or correctness of particular beliefs and values. 

This second kind of norm counsels the interpreter to interpret agents he would un-

derstand as having, in important respects, beliefs that are mostly true and needs and 

values the interpreter shares or can imagine himself sharing if he had the history of 

the agent and were in comparable circumstances.  27   

 The norms of correspondence are norms of interpretation, but not in the 
sense of rules that help decide between interpretations: They are instead a 
feature of making intelligible interpretations in the fi rst place. The norms 
of pattern correspond to the notion of rationality. But they are not quite 
the same as the notion of rationality, and this is where Davidson separates 
himself from the Kantian interpretation. Or does he? Do they constitute 
a scheme, or the essential normative core of a scheme? Or do they have a 
different status? These are the questions on which the argument against the 
scheme content distinction seems to hang. And they cannot be answered 
directly. 

 Davidson might have answered them by also arguing that these two 
kinds of norms would be suffi cient for interpretation or translation uni-
versally, that is to say, of all languages, as well as necessary, thus making 
them into a common scheme of a kind. He might also have said that the 
consideration of necessity amounts to a transcendental argument that we 
ourselves must be committed to these necessary elements in a metaphysical 
sense, that is to say, as part of our own theory of the world, and to derive 
from this commitment such results as a commitment to the metaphysical 
necessity of “normative reason” and the like. This, or some variant, is the 
argument that his idealist interpreters would like to read into him. But he 
does none of these things, and seems instead to treat the arguments about 
conceptual schemes as a fully suffi cient alternative to these arguments. 
Moreover, Davidson thinks that his arguments also preclude the appeal to 
a universal kind of normative reason, or make it unnecessary. And because 
they are arguments that are assertions about necessity, about the neces-
sity of a univocal account of normative reason construed in a certain way, 
showing them to be gratuitous amounts to denying them. 

 How does Davidson’s alternative work? He says instead that interpretive 
charity is required to make sense of others, and that interpretive charity re-
quires something that seems to go beyond and perhaps is different from the 
assumptions listed above, namely the acknowledgment that most of the be-
liefs of others are true, which implies that most of our beliefs are also true. 
But it also seems that there has to be something behind this—the things 
that make the beliefs true and the judgments of their intentions and utter-
ances rational. And here is the trap that the idealist interpretation relies on. 
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If we acknowledge the necessary role of “rationality,” it seems, we are back 
to the Kantian picture, with rationality having the status of “scheme.” The 
issue of what is behind understanding turns out to be decisive, and David-
son, I will argue, has an answer to this question that differs from the usual 
normativist one and also precludes it. But it will take some background to 
get to this answer and explain its signifi cance. 

 3 Getting Rid of Concepts: A Brief Excursus 

 Quine’s example of the translation of “Gavagai” as either rabbit or unde-
tached rabbit part, for example, points to a central feature of translation: 
that the same things can be translated in multiple ways, that these ways 
have different ontological implications, and that some divergences, at least, 
are ineliminable. We can correct erroneous translations on the basis of the 
behavioral evidence, but we cannot eliminate all translations but one. Ho-
lism, similarly, implies that adjustments in one part of a translation expla-
nation can be made that have the effect of preserving a given translation 
hypothesis. Davidson assumes all of this, and it is especially relevant in the 
case of error, which is not a well-developed Quinean theme, in large part be-
cause of Quine’s focus on ostensive defi nition and willingness to give up on 
“meanings” as ordinarily understood. But the same considerations about 
the web of belief hold for Davidson. As we have seen, an error explanation 
is an explanation that necessarily relies on the rest of the web of belief, and 
if too much of this web is claimed to be erroneous, we have nothing out of 
which a coherent error account can be constructed. 

 Why is this important? Why is it anything other than an exercise in 
hypothetical anthropology of no philosophical interest, which is how 
P. M. S. Hacker dismisses it?  28   To answer this question and to see the radical 
character of Davidson’s argument, as well as the way in which this paper 
foreshadows and grounds the later papers, it is important again to see what 
Davidson and before him Quine did not say, and why they thought that 
what they did say precluded the kind of philosophy represented by Bran-
dom and McDowell. The story can begin with Quine’s systematic substitu-
tion of “sentences” for “propositions.” Avoiding the language of Gottlob 
Frege was an attempt to avoid Platonism about concepts—the idea that 
concepts were out there in some sort of ether of thought, which the mind 
engaged, or acquired. This language was common in the “analytic” phi-
losophy of the time, and in the specifi c context of Davidson’s paper, the 
problem of other cultures, much discussed at the time, especially in the phi-
losophy of social science. Peter Winch, in  The Idea of a Social Scienc e,  29   had 
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operated with a notion of concepts as the mental stuff of society, and had 
imagined that one could have, and, because actions could only be under-
stood under descriptions containing these concepts, had to have, a social 
science that began with the analysis of these concepts. 

 The metaphors that were common to all the standard fi gures of ordi-
nary language philosophy at the time are telling. Concepts are possessed 
by people and are therefore shared, object-like things: possessions that one 
acquires. It was this autonomous existence that enabled them to be subject 
to a special kind of inquiry, conceptual analysis. The specifi c character of 
action was that it was done for reasons, and therefore involved concepts, 
the concepts possessed by the agents that supplied the relevant stock of de-
scriptions. Behavioral descriptions were not the descriptions of the agents 
themselves, did not supply reasons for action, and were thus strictly speak-
ing irrelevant to action explanation. This same picture of concepts was 
the source of conceptual relativism. If concepts were possessions, different 
people or members of different social groups or people living in different 
eras had different conceptual “possessions.” They would say different and 
incommensurable things about the world, and these different things would 
each be true or false under the descriptions allowed by the concepts they 
possessed. Concepts they didn’t possess would be, by defi nition of the term 
“possession,” inaccessible and unintelligible to them, that is to say, incom-
mensurable, until they came into possession of them. The only apparent 
solution to this problem of relativism was to insist that somehow people 
really possessed, at some prelinguistic Ur-level, all the same concepts, de-
spite the surface diversity of actual usages and for that matter beliefs about 
the world. 

 Quine did not ignore these considerations of diversity: They are cen-
tral to the Sapir-Whorf hypothesis, which became the Sapir-Whorf-Quine 
hypothesis and revealed itself in such slogans as “ontology recapitulates 
philology.” But Quine had already stepped off the “concepts as possessions” 
path by being “as behaviorist as any sane person could be.” And Davidson 
was on the same path. But Davidson realized that to deal with meaning, 
rational action, and the like, it was not enough to be behaviorist. So he 
set about constructing an alternative account that gave as little as possible 
away to the picture of concepts as possessions that Quine had abandoned in 
favor of the language of sentences, theories, and holism. This is the motiva-
tion for his attempt to restate the slogans of the “concepts as possessions” 
model in terms of language. When faced with the problem of conceptual 
incommensurability, that is to say, the condition of possession of mutu-
ally unintelligible concepts, he asks what it means in terms of sentences, 
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and concludes that it is no more than, in terms of the evidential base, 
failure of translation. By moving to the behavioral level, then to sentences, 
then to the holistic theory-like individual webs of belief of individuals, 
Quine not only avoided the “concepts as possessions” model and its impli-
cations, he precluded it: The evidential base is behavioral, which is more 
basic than anything the concepts as possessions model operated with, and 
Quine could account for the diversity that was revealed in the form of this 
evidence without appealing to this model. The point of this argument was 
to make the concepts as possessions model superfl uous for explanatory pur-
poses. In Quine’s exchange with Sellars, this was precisely what was at issue. 
Sellars wanted to show that even Quine had to accept mathematical con-
cepts, and thus be dragged into the space of reasons, however unwillingly. 
Quine demurred.  30   When Davidson translates the problem of conceptual 
relativism into the problem of linguistic relativism, he is following Quine, 
with the same intent: to avoid the commitments implicit in the term “con-
cepts” and to avoid the possessions model of concepts. 

 What is the signifi cance of this? Nothing, according to the normativists: 
The use of “sentence” rather than “proposition” was an eccentricity that 
doesn’t change anything. The same problem, of understanding concepts 
and their normative force, exists regardless of what one calls these things, 
because it stands behind our usages, including our usages of sentences. But 
something does change that is important. “Concept” in the normativists’ 
usual sense is not only a normative concept—though it need not be, as 
there are plenty of naturalistic accounts of concepts as psychological facts 
that are not normative  31  —it is a collective one. Concepts, in the possessions 
model, are out there to be shared by people, to be “possessed” by mul-
tiple people. And this is the model of concepts in Brandom, and the model 
of reason in McDowell as well. Indeed, this is a feature of most notions 
of scheme—there is nothing private about them. They are jointly held, 
shared, whether by a group or by all intelligences. 

 A behaviorist account, in contrast, is not intrinsically committed to col-
lective objects of this sort. They may prove to be explanatory necessities, 
which is to say that there may be something we want to explain that cannot 
be explained without appealing to collective objects. But then again there 
may not. It may be that language itself, understood as a collective object, is 
a fi ction that is not needed to explain anything we want to explain, such as 
the actual linguistic interaction between two people or between two people 
and the world. And this is what Davidson does in fact later argue. But this 
gives us another puzzle. How can anything be normative without also being 
collective in the requisite sense? McDowell and Brandom are fond of the 
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metaphor of binding and being bound as a way of thinking about the nor-
mative. How can we be “bound” by the norms of rationality, for example, 
unless they are, to use the phrase of Durkheim, “external” and also shared? 
What is in common between these cases is the same idea: Each involves er-
ror and correcting for error in the course of interpretation. Understanding 
the centrality of this idea is our next concern. 

 4 Intelligible Error 

 We often are compelled to translate, as Davidson points out, by treating 
the translation as a correct translation of a false belief: a case of explicable 
error. But error is not a behaviorist notion. It is “normative,” and perhaps 
it is the root normative notion. So to say that considerations of error are 
inseparable from translation is to accept the role of the normative. And, of 
course, there is more normativity to be found in the conditions for transla-
tion or interpretation. Rationality is one of the conditions, and it is a nor-
mative notion. So to say that assumptions of rationality are necessary for 
interpretation seems not only to concede that some scheme-like element 
is necessary, but to refute Quine’s “Two Dogmas” and concede the Kantian 
point by resuscitating synthetic a priori truth. 

 Or does it? One way of putting this issue is to separate two distinct as-
pects of “normativity,” the sense of the normative as binding, as external 
and constraining (the Durkheimian sense) and a different sense, which can 
be labeled “intelligibility.” As long as we are associating these as sociolo-
gists—an association that is neither accidental nor irrelevant, since both of 
them were drawing from neo-Kantianism, in different ways—we can call 
this second kind “Weberian.” Durkheim was concerned with the binding 
character of obligation as it was experienced differently in different societ-
ies. Weber was concerned with subjectively meaningful behavior, and with 
the problem of making the behavior of other people intelligible, some-
thing he, like Davidson, thought necessarily meant “intelligible to us in our 
own terms.” There is a normative issue here—intelligibility is a normative 
notion. But it is a different kind of normative notion than correctness or 
rationality in the “binding” sense. Understanding a subjectively intended 
meaning, to use the translation of Weber’s phrase, is, at least on the surface, 
a normative as distinct from a causal matter. 

 Davidson’s problem, like Weber’s, involves the problem of intelli-
gibility, not the problem of supposed binding norms.  32   Explicable error 
is intelligible error. Translation, which incorporates a hypothesis that 
accounts for the error and makes it intelligible, extends the limits of 
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intelligibility—extends them as far as they go. His argument is about the 
limits of intelligibility: There is no language recognizable as such beyond 
the intelligible. But we do not reach the limits of the intelligible without 
charitably extending the readily intelligible to incorporate the less read-
ily intelligible, namely that which is not intelligible without a hypothesis 
about error. And these hypotheses about error necessarily rely on having 
already made other parts of the web of belief intelligible. As we have seen, 
this is the basis for the claim that massive error is not intelligible: It is 
not intelligible because the hypothesis of massive error amounts to deny-
ing to the constructor of explicable error accounts the material needed to 
construct these accounts. To explain the error of a sailor’s failed attempt 
to keep the main from backing, we need to assume that he knows what 
the main is, has correctly perceived the wind, knows what the tiller is sup-
posed to do, and so on. If we deny this, we open up the explanation of his 
actions to such hypotheses as these: He is communicating with Martians; 
he doesn’t experience the wind and sea as we do but in some unknown 
way. And these begin to hit against the limits of the intelligible, because 
they are explanations of error that are themselves barely intelligible, or un-
intelligible to us, at least at present. The use of anthropological examples 
is highly relevant to the problem of the limits of intelligibility. And by 
considering the problem of understanding other cultures, we can see the 
deep differences between Davidson and the concepts as possessions model 
more clearly. 

 Anthropologists face a problem which grew into the problem that in 
the philosophy of social science was part of the context of “The Very Idea.” 
The problem was identifi cation: We try a translation of the utterance of a 
member of a primitive society, and get something like this: “My blood is 
boiling.” We are faced with the following kinds of alternatives: The mem-
bers of the society actually believe that their blood is boiling; we just don’t 
understand the utterance, meaning we have gotten the translation wrong 
in a way that can’t be corrected, which would also mean that our transla-
tion of “blood” and “boiling” in other contexts, and therefore our trans-
lation project as a whole, is called into question; the utterance is false but 
metaphorical; the members of the society have a set of beliefs about blood 
and boiling that make it possible for them to erroneously believe that their 
blood could in fact be boiling. In the case of the last two explanations, there 
is also a signifi cant amount of variation in possible hypotheses consistent 
with the facts. Metaphors can be interpreted in multiple ways, and the 
background belief structures about blood and boiling might also be con-
structed in various ways. 
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 This seems like a methodological or epistemic problem—a real problem 
for anthropologists, perhaps, but not for anyone else, and in any case it is 
unilluminated by the considerations of hypothetical anthropology David-
son adduces, which don’t tell us which to accept. But if we keep the con-
trast to the concepts as possessions picture in mind, we can see that there 
is more at stake here. The concepts as possessions picture had an answer 
to this problem: that concepts are the sorts of things we could ourselves 
come to possess or grasp, and then analyze. The problem of understand-
ing a primitive society was thus one of grasping their concepts. Not only 
Kantianism but the problem of rule-following inherited from Wittgenstein 
lies behind this imagery, and both of these were assimilated in the form of 
an argument that possessing a concept consisted in grasping a rule. But as 
a solution to the identifi cation problem, the grasp and possession model 
was a fi asco. Grasping was a primal act that operated on mysterious enti-
ties. There were no grounds for saying one was correctly grasping or not—
correctness itself, knowing what accorded with the rule, presupposed grasp-
ing the rule. There is also a problem about evidence. For grasping, evidence 
is not so much irrelevant as insuffi cient. In particular, there is a mystery 
about the normative force of the concept or rule—if possession was no more 
than conformity with some set of behavioral patterns, what would be the 
source of its normative force? Is it some sort of mysterious added element? 

 Davidson’s approach avoids these questions, by starting from a differ-
ent point. The problem of identifying beliefs, of fi nding out what is be-
lieved and who believes it, in the famous formulation of Marcel Mauss, is 
a hypothesis-testing epistemic process, in which we employ what we know 
about ourselves and our beliefs to construct accounts of others’ beliefs until 
our accounts begin to more or less match their behavior. Behavioral evi-
dence is all we have, and all we want to explain, though we may employ 
nonbehavioral terms, such as “belief” itself, in order to do the explaining. 
Error is intrinsic to the process of hypothesis testing, in the sense that we 
can get the attribution of belief wrong, in which case we can’t predict what 
others will do or say in a way that accords with the attribution of belief we 
hypothesize. But there is more to it than just predicting. We also want to 
make sense of the beliefs as beliefs—to make them intelligible. To put the 
point in a way that will help later: We want to be able to follow others, to 
follow their reasoning. But this is inseparable from attributing beliefs in the 
fi rst place, so it is normally not an issue. The point, however, is important: 
If we can’t reason with others, we can’t attribute belief. 

 Where does the possession model of concepts and the problem of rules 
fi t in with this? In terms of interpreting other cultures, these things cannot 
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come fi rst. We cannot fi rst grasp others’ concepts and then come to under-
stand their utterances. Yet the possession model has a strong bias toward 
this kind of formulation: If we are using a concept, it is because we have 
grasped the rule behind it, or the concept. Our grasp is presupposed, and 
it is a necessary condition for “really” using it. This is the point of the 
celebrated arguments about the regress problem made in the fi rst chapter 
of Brandom’s  Making It Explicit.  Really using it, for Brandom, amounts to 
being able to give justifi catory reasons about its use. The chain of justifi ca-
tions has to end somewhere. Because justifi cation is normative, it has to 
end in something normative. For Brandom it ends in the normativity of 
language, which is in turn made normative by our “commitments” to the 
score-keeping system that allows for the social regulation of error. 

 Davidson has none of this machinery. Why? The answer is closely re-
lated to the reason he also lacks the Brandom-McDowell imagery of con-
straint. For Davidson, not only does the problem of intelligibility come 
fi rst and get solved by the hypothesis-testing process of translation, it ends 
there. The claim that the rule-following, concept-possessing model deals 
with something more fundamental, which is common to many of these 
interpretations and dismissals of Davidson, depends on showing that they 
are “necessary” in the fi rst place. They are not, for Davidson. To deal with 
the behavioral evidence is not only enough, it is all there is. The whole 
machinery of the concepts as possessions model is not so much beside the 
point in relation to this evidence, since it is after all an attempt to account 
for it, as it is unnecessary for accounting for it. The accounting is done 
once the beliefs have been identifi ed. There is no higher form of knowledge 
about these beliefs that results from “grasping” the concepts or having a 
normative commitment to them and the like. The only knowledge we have 
is this hypothesis-testing knowledge. 

 5 Where Is the Normative? 

 For alien cultures, the normativist is inclined to say, this makes sense. We 
cannot penetrate their inner life, their normative commitments, their space 
of reasons. We can only make up hypotheses, provide error accounts, and 
the like. But for our own culture, we are in a different situation. Our state-
ments about other cultures may be behavioral and explanatory. For our-
selves, as Joseph Rouse argues, they are “expressivist.” The reasons are our 
reasons; the normative commitments are ours; we have privileged access 
to them. Davidson is having none of this, either. One of the most visible 
consequences of the argument of “The Very Idea” is that the supposed 
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distinction between cultures, that is, between our concepts, our rationality, 
and theirs, is eliminated. The difference is language, which is treated in a 
demystifi ed way rather than as a mysterious order of shared presupposi-
tions. But any other explanation of “their” beliefs is in terms—error—that 
equally apply to the people in our own culture using our own language. 
So there is no “ours” to go with the “theirs.” There is no collective fact of 
shared concept possession behind their beliefs, because there is no fact of 
concept possession in the Kantian sense in Davidson in the fi rst place. 

 The full implications of this reasoning are drawn out in Davidson’s “A 
Nice Derangement of Epitaphs,” which extends the use of the notion of 
error to ordinary linguistic interaction. When we deal with other people, 
we are constantly doing precisely what the anthropologist is doing: We are 
interpreting their behavior, revising our interpretations in light of our at-
tempts to make sense of it, and attributing beliefs to them, attributions that 
often include error hypotheses. We could not function as language users 
or human beings without doing this. Making intelligible is a continuous 
process. Making inferences about what someone intends to mean, whether 
he or she is sincere, ironic, speaking metaphorically, or erroneously, is 
ubiquitous and a part of every human interaction. Moreover, this process 
is logically fundamental and perhaps ontogenetically fundamental: logi-
cally, because for the possession model to make sense, there is a two-stage 
process in which the interpreter of language learner fi rst needs to identify 
something that is later fully grasped. In McDowell, for example, it is not 
until the traditional age of reason that the well-brought-up child grasps the 
normativity of reason.  33   

 Learning, including language learning, is an embarrassment to the pos-
session model. For Brandom, embracing the interdependence of inferences 
about rationality together with the idea of meanings as rooted in norma-
tive practices of justifi cation underwritten by “commitment” forces him 
into the odd position of arguing that the prelinguistic individual does not 
have genuine intentions, which in turn raises the question of how he or 
she could have genuine commitments. Davidson avoids this problem by 
avoiding the possession model. Does he fall into it in another form? 

 For the normativist, the answer is “yes.” Davidson is a fellow traveler 
who also acknowledges the necessary role of the normative. He simply lo-
cates the normative elsewhere. But the difference is one of emphasis only: 
Davidson stresses one part of the triangle, the part that involves the as-
sessment of the rationality of the intention behind utterances, which tells 
us whether the speaker intended to speak truly and descriptively, which 
enables us to infer meaning. Meaning itself, they would say, is accounted 
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for by the normativity of the system of linguistic practices, and rationality 
is accounted for by the recognition of the binding character of the universal 
norms of rationality, a recognition that eventually comes to every well-
brought-up person, regardless of his or her culture. Other normativists, in 
short, are fi lling in gaps that Davidson, by such usages as “norms of cor-
respondence,” acknowledges. 

 But why should Davidson accept any of this? Consider the demands and 
complexity of Brandom’s account in  Making It Explicit . Meanings are not 
something in the interactional fl ux, but are rooted in a complex and mas-
sive tacit system of normative score-keeping practices that we have access 
to in fi lling in the enthymemes or missing premises of ordinary speech, 
especially in the context of justifi cation. We and our peers in our linguistic 
community are committed to this system personally and in the collective 
voice, as with Sellars’s notion of collective intentionality. This commit-
ment, necessarily, is a kind of blank check written by our prelinguistic and 
thus preintentional selves. We commit to a system in which individuals 
participate in a way not dissimilar to participation in Platonic Forms, that 
is to say, partially, since none of us has within ourselves all the meanings or 
inferences that are part of the concepts that make up the system. The point 
of Brandom’s famous regression argument is to establish this: Justifi cation 
has to end someplace, but the place it ends has to be normative, and thus 
behind each rule is a normative end point that is a commitment to a system 
of this sort. 

 For Davidson, this whole machinery of a fi xed set of normative practices 
revealed in the enthymemes of ordinary justifi catory usage is simply un-
necessary. We have no privileged access to meanings which we can then 
expressivistically articulate, because there is nothing like this—no massive 
structure of normative practices—to access. Instead, we try to follow our 
fellow beings and their reasoning and acting, including their speaking: We 
make them intelligible. And we have a tool other than the normal ma-
chinery of predictive science that makes this possible: our own rationality. 
Rationality is normative, but not in the sense of McDowell. It is not the 
rationality of constraint. Our only constraint is the limit of our capacity to 
make intelligible. There is no gap between what we can recognize as inten-
tional and meaningful, and what we can make intelligible—that is to say, 
what we can follow, which includes intelligible error. Justifi cation has no 
special status of the kind accorded it by Brandom. It is just another piece 
of behavior: The child learns that saying “why, Mommy, why?” gets a reac-
tion. Eventually they come to follow the answers, to make them intelligible 
to themselves, and to provide them when elicited, but nothing about this 
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activity of giving answers and asking questions gets beyond the behavioral 
facts, except for the matter of following or making intelligible. 

 For the normativists, this reply makes a fatal error: It falls back into a 
variant of the position they themselves hold, namely that normative ratio-
nality is “necessary.” The fact that Davidson locates the relevant kind of 
normativity elsewhere, namely in the interpreting agent, is to fall back into 
the synthetic a priori, which has to be the source of these normative con-
straints. But it is worse than their own accounts, because it is mysterious, 
groundless, and arbitrary—the sort of thing that Quine correctly objected 
to. Moreover, they would say, Davidson leaves us with no account of the 
normativity of that which is generally recognized as normative, such as 
rule-following, 2 + 2 = 4, and so forth. 

 What does Davidson say about this mare’s nest of issues? He says some-
thing about rationality and its normative character, but not what the nor-
mativist wants to hear. For the normativist, rationality is itself a possession, 
an acquisition like a concept but more fundamental, more universal. Intel-
ligibility depends on something else: the abilities we have to follow the 
thinking of others. The child’s game of “step on a crack, break your mother’s 
back” is intelligible—intelligible error, perhaps, but also represents a form 
of reasoning that we share with primitive people and indeed all peoples. 
And it would be hard to construct a “theory” of this kind of inference that 
would make it rational. 

 But it is also hard to construct empirical theories of human reasoning: 
of what “empirical” rationality, meaning how we actually infer, rather than 
what normative rationality actually is. Worse, there is an odd dependence 
of empirical theorizing on normative theories of rationality, normative 
theories that are false as empirical theories. This was among the lessons he 
learned from the experimental study of decision making in which he par-
ticipated in the 1950s. Decision theory, which is usually called a normative 
theory in this literature, is false as an empirical theory of rationality. People 
do not make decisions in the way that normative decision theory defi nes 
as rational. But “normative” decision theory is indispensable in at least 
this sense: To study actual decision making it is needed as a starting point. 
Biases, errors, and the like are biases and errors in comparison to it. And 
there seems to be no option here. Without notions like bias we don’t have 
a language for describing actual decision making. There is no “empirical 
theory” of decision making that is an alternative to the normative account, 
but only one that depends on the “normative” theory in this odd way. 

 The normativist would argue that this is a case of a priori truth. Norma-
tivists read “indispensable” as “necessary,” and “necessary” in the manner 
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of “synthetic a priori truth.” But this case doesn’t fi t the pattern. Empiri-
cally, it is not truth at all. But it seems to fi t with other cases in which the 
“theory” is so deeply ingrained in our construction of empirical accounts 
that we can neither fi nd an alternative to it nor dispense with it. Davidson 
suggests measurement theory as an example of this: It too is a case of em-
pirical theory as classically understood, but as an empirical theory it is also 
literally false. The oddity has been remarked on in the literature on testing 
the theory of relativity: Measurements were made in accordance with the 
terms of the theory that relativity was to displace, rather than in relativistic 
terms.  34   What confi rmed the theory were the errors that appeared using the 
old measurement theory. But this did not displace the old measurement 
theory, which was as Newtonian as ever. 

 In the case of rationality, there is an analogous problem. The fact that 
the theories we have of rationality are false as empirical theories of human 
decision making gives us no reason to discard them as normative theory, or 
to stop treating them as indispensable for our various theoretical and even 
practical purposes. But this indispensability does not confer on them any 
sort of metaphysical status, much less warrant any sort of claim about the 
metaphysical necessity of the normative as some sort of special ideal realm 
equivalent and coexistent with the empirically real. And indeed, rationality 
has properties in relation to the task of making intelligible that point in a 
different direction entirely. 

 The different direction is to acknowledge the actual diversity of the rel-
evant kind of rationality. The rationality needed is “rudimentary”  35   and the 
notion of reasonable belief “fl exible”  36  —very fl exible. Davidson indicates 
how fl exible in the following: 

 The issue is not whether we all agree on exactly what the norms of rationality are; 

the point is rather that we all have such norms and we cannot recognize as thought 

phenomena that are too far out of line. Better say: what is too far out of line is not 

thought. It is only when we can see a creature (or “object”) as largely rational by our 

own lights that we can intelligibly ascribe thoughts to it at all, or explain its behavior 

by reference to its ends and convictions.  37   

 The contraposition of this shows how fl exible the notion of rationality is 
for Davidson. If we can recognize something as thought, it is “rational” in 
the relevant sense. Recognizing something as rational is a matter of being 
able to follow someone’s thought—to simulate their thinking well enough 
that what they say or do that is different from what we would say or do can 
be either allowed for as “normal enough” or explained as error and thus 
made intelligible. The normative element is not rigidly fi xed, unarguable, 
or even free from confl ict, such as confl icts which arise when there are 
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inferences that we can follow which lead to conclusions that confl ict with 
what we believe. This is not the kind of rationality that provides the kind of 
constraint and ultimate justifi catory ground that is the concern of Brandom 
or McDowell. The only constraints are interpersonal: We are constrained 
in our understanding by the limits of what we can follow, constrained in 
communicating by the limits of what others can follow, and constrained in 
what counts as thought by the requirement that for something to be rec-
ognized as thought, it must be the kind of thing the recognizer can follow. 

 What I am calling “following” is an act of imagination.  38   This is some-
thing different from “possession of a concept.” The substance is frankly 
psychological rather than normative in the sense of Brandom, McDowell, 
or the rule-following literature. It is perhaps best understood in terms of 
the idea of simulation in cognitive science. And it is this idea that suffi ces 
to account for our capacity to make sense of others, for intelligibility as 
distinct from beliefs about rightness. This is what the rule-following lit-
erature stumbles over: It cannot distinguish “possession” from “following” 
another person’s thinking. Partly this is a matter of the diet of examples: 
Following the idea of “addition of two” and possession, if there is such a 
thing, are the same; translating and possessing seem different. Davidson 
could simply make the point that following is basic to, and suffi cient, for 
both. Our capacity for learning the rule of adding two is our capacity for 
following the teacher, and there is no additional mystery. We do not need 
an additional concept of possession to account for the behavioral facts. Nor 
do we need some notion of the intrinsic normativity of a rule, a notion of 
commitment, or any reference to community. The concept is “social,” but 
only in the interactional sense of social: We are following someone else 
and getting feedback from our interactions that reassure us that we are 
following them suffi ciently to say we understand them. Simulation is also 
not a causal idea—so it is “normative” in a specifi c sense unlike the Bran-
dom or McDowell sense, not something external and constraining, but a 
sense linked to the agent’s own capacities. These capacities are, dare I say, 
naturalizable, not in the sense of the reduction of intelligibility to cause, or 
the elimination of intelligibility, but “disenchanted”: a capacity that goes 
with beings with brains with particular kinds of neurons, rather than souls 
participating in the Forms. 
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 What I know about the contents of my own mind I generally know without appeal 

to evidence or investigation. There are exceptions, but the primacy of unmediated 

self-knowledge is attested by the fact that we distrust the exceptions until they can 

be reconciled with the unmediated.  1   

 Normally, we know what we are thinking, and, if asked, we can inform 
others about the contents of our thoughts. Our pronouncements on our 
occurrent mental states are taken in the fi rst instance to be true; usually, no 
supplementary evidence is expected or required. Even though error and cor-
rection by others are possible, this fact does not diminish our claim to know 
what we are currently thinking. With respect to pronouncements about 
our current thoughts we enjoy a special authority that does not accrue to 
our claims concerning the rest of the world or others’ thoughts. In general, 
we take speakers’ statements about their current thoughts, intentions and 
sensations to express a kind of knowledge, which may be termed “psycho-
logical self-knowledge.” However, such knowledge seems quite unlike other 
kinds of knowledge. In contrast to our knowledge of the rest of the world 
or our knowledge of others’ mental states, we usually know the contents 
of our current mental states without recourse to observation or inference 
from evidence. From an everyday standpoint, such self-knowledge appears 
ubiquitous and extensive. However, from a philosophical standpoint, it is 
quite extraordinary and its explanation poses considerable challenges, rais-
ing fundamental issues in epistemology, the philosophy of mind, and the 
philosophy of language. 

 Donald Davidson discusses the phenomenon of self-knowledge, con-
strued as knowledge of one’s particular mental states, and its puzzling 
features in a number of essays and accords self-knowledge of one’s own 
thoughts an increasingly central place in his philosophy.  2   In these essays, 
Davidson sets out the explanatory problem posed by everyday knowledge 
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of one’s thoughts and identifi es several distinctive features that any ad-
equate philosophical account of self-knowledge of one’s thoughts must 
explain. Davidson situates his own account of the source and special fea-
tures of “psychological” self-knowledge within the larger context of his 
philosophical project, in which he integrates approaches in the philosophy 
of language, the philosophy of mind, and action theory to develop an ac-
count of objectivity and the necessary conditions of thought. The account 
of self-knowledge of thought he offers contrasts with more widely held 
special epistemic access approaches and nonepistemic explanations of self-
knowledge of one’s particular mental states. The Davidsonian approach to 
such self-knowledge and his explanation of its attendant features has oc-
casioned perplexity, failing, as it does, to invoke a special epistemic method 
or mechanism on the one hand, while claiming that knowledge of the 
contents of one’s present thought is cognitively substantial, that is, true or 
false, on the other. 

 Davidson’s critics have objected that his account fails to capture the 
distinctive epistemological status of self-knowledge and have argued that 
the account cannot explain the source of the peculiar features associated 
with knowledge of the contents of one’s particular mental states. I shall 
argue to the contrary that on the assumption that knowledge is proposi-
tionally structured, Davidson’s account (section 1) does have the resources 
to account for the distinctive features of self-knowledge of certain of one’s 
thoughts. The key lies in appreciating how Davidson’s views on the linguis-
tic self-ascription of occurrent thoughts in utterance acts (section 2), and 
the externalist constitution of meaning and content (section 3) combine 
with his account of language acquisition and use in contexts of triangula-
tion to explain the distinctive features of self-knowledge without invoking 
special forms of epistemic access or construing self-knowledge as cogni-
tively insubstantial (section 4).  

 The primary aim of this essay is expository. However, once we take into 
consideration Davidson’s observations on acquiring the lexicon of one’s 
fi rst language in contexts of interpersonal triangulation, the Davidson-
ian approach to self-knowledge of one’s occurrent thoughts has much to 
recommend it. 

 1 Accounting for Self-Knowledge of One’s Thoughts 

 Traditional philosophical approaches explain self-knowledge of occurrent 
thoughts and its special features by means of dualist theses in ontology 
and epistemology. On these views, a subject enjoys a unique form of direct 



 Davidson and Self-Knowledge  373

cognitive access to her own mental states that issues in an especially se-
cure kind of knowledge. Positions that espouse ontological dualism trace 
the special access and the unusual features of self-knowledge to the na-
ture of the mind, for example, construed as an entity or substance that 
differs essentially from material entities or as an autonomous realm vis à 
vis the material world. Although few contemporary philosophers espouse 
ontological dualism, many subscribe to explanations of self-knowledge 
that presuppose epistemological dualism. These approaches ground self-
knowledge in a unique way of knowing one’s own mental states. They 
posit a form of direct epistemic access to mental contents, for example, 
introspection, inner sense, higher-order perception, internal monitoring or 
tracking mechanisms, and contend that this mode of access yields knowl-
edge of a greater degree of certainty. The special features of self-knowledge 
are attributed to the subject’s epistemically privileged mode of access and 
to the nature of the accessed states. On the epistemological dualist view, 
self-knowledge is knowledge of subjective, “inner” objects or mental rep-
resentations, to which subjects have unmediated access. These objects—
ideas, impressions, sense data, appearances, subpersonal mental states, 
or objects of perception—are constituted by how things seem to the sub-
ject. Thus, the subject cannot generally err, because there is no distinc-
tion between appearance and the reality that appears; they are one and 
the same. 

 Davidson rejects all philosophical accounts of self-knowledge that rest 
on ontological and/or epistemological dualism. As the author of anoma-
lous monism, he denies that minds are entities of any kind. In his view, 
the mental is a conceptual, not an ontological category.  3   He argues against 
construing the mind as a subjective realm with private states, epistemic 
intermediaries, or propositional objects.  4   Correlatively, he denies that self-
knowledge is epistemically grounded in special methods of access to objects 
of thought or internal mechanisms, as many infl uential epistemic accounts 
claim. Nonetheless, Davidson maintains that we do have direct, unmedi-
ated knowledge of our own minds. He takes it as a fact that there is a ba-
sic difference in how a person usually knows what she thinks and how 
others know this when they do. To wit, knowledge of one’s own beliefs, 
desires, hopes, or intentions is not generally based on evidence or observa-
tion, whereas knowledge of other’s states of mind always is. In Davidson’s 
view, explaining why our other-ascriptions of thoughts rest on evidence 
and inference whereas our self-ascriptions generally do not is a central task 
of a satisfactory account of self-knowledge of one’s thoughts. However, 
he maintains that positing epistemically privileged ways of knowing the 
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contents of one’s own mind or a direct grasp of “objects of thought” like 
sense data or propositions does not provide such an account.  5   

 Davidson’s rejection of ontological and epistemological dualist accounts 
of self-knowledge might be taken to imply that he regards knowledge of 
one’s particular mental states as “groundless.” For example, he might at-
tribute the special features of self-knowledge to a linguistic convention, 
as Richard Rorty suggests, or he might consider them constitutive of our 
language game of everyday psychological ascription, as Crispin Wright pro-
poses.  6   However, these two proposals have the untoward consequence that 
self-knowledge of thoughts is knowledge only in a Pickwickean sense; it is 
not “cognitively substantial,” to use Wright’s term. Self-knowledge, thus 
construed, is not assessable as objectively true or false. Indeed, it stands in 
no relation to any facts about the individual knower. Davidson explicitly 
criticizes the nonepistemic, linguistic approaches of Ludwig Wittgenstein, 
P. F. Strawson, and Sydney Shoemaker for merely describing the distinctive 
features of self-knowledge of one’s thoughts, rather than explaining them.  7   
What explanation does he offer? 

 In contrast to these nonepistemic views, Davidson claims that we do 
have knowledge of the contents of our own minds that is based neither on 
inference nor evidence and he construes this knowledge as an epistemic 
phenomenon. He regards self-knowledge of one’s thoughts as one of three 
varieties of empirical knowledge, along with knowledge of the world ex-
ternal to oneself and knowledge of other minds.  8   Although self-knowledge 
is distinguished from the latter two by a unique kind of authority and by 
its noninferential and nonobservational character, Davidson claims that 
it resembles them in being objective. Like these, its truth or falsity is in-
dependent of what we may believe to be true and it can for the most part 
be expressed by concepts that have a place in intersubjective communica-
tion.  9   In Davidson’s view, self-knowledge of one’s thought contents is a 
variety of contingent, propositional knowledge that exhibits semantic and 
logical continuities with knowledge about the rest of the world and with 
knowledge of others’ minds. Thus, despite its special features, he regards it 
as cognitively substantial, for we can be in error and be corrected by others. 
At the same time, Davidson asserts that “knowledge of the contents of my 
own mind is special. . . . Such knowledge is basic in the sense that without 
it I would know nothing . . . , and special in that it is irreducibly different 
from other sorts of knowledge.”  10   In view of Davidson’s rejection of dualist 
epistemic approaches that posit forms of privileged epistemic access, on 
the one hand, and of nonepistemic approaches that offer conventional 
“courtesy” or “artefact of grammar” explanations, on the other, one wants 
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to know how Davidson accounts for self-knowledge concerning the beliefs, 
desires, and the other states of mind that we commonly take ourselves to 
have. What is the source of self-knowledge—knowledge of the contents of 
one’s thoughts—and its distinctive features, on the Davidsonian account? 

 Davidson locates the source of self-knowledge of one’s thoughts in a 
necessary feature of the interpretation of speech, which he explicates in 
terms of radical interpretation and his externalist conception of meaning 
and content.  11   In his view, self-knowledge and its distinctive features are to 
be explained with reference to the way we understand what we and others 
say.  12   Crucially, he argues that understanding other speakers’ utterances in-
volves radical interpretation regardless of whether the speaker speaks one’s 
mother tongue, an unknown language, or is learning a fi rst language.  13   In 
radical interpretation, an interpreter must rely on observable linguistic and 
nonlinguistic behavior in contexts of use in order to simultaneously assign 
meaning to the speaker’s sentences and content to the speaker’s beliefs. 
The central claim is that someone who expresses what she is thinking with 
a contemporaneous utterance does not have to radically interpret the sen-
tence she employs in order to know what she means or believes, whereas 
others must always engage in the diffi cult inference of radical interpreta-
tion in order to know what a speaker means or believes. They must observe 
the causal interaction between the speaker and the world in order to de-
velop hypotheses about what the speaker’s utterances mean and about her 
beliefs as part of a systematic theory of the speaker’s language. Moreover, 
would-be interpreters must assume that the speaker’s utterances are mean-
ingful. Otherwise, there would be nothing to interpret. 

 In contrast, a speaker cannot confront her own sentences and beliefs 
with objects and events in the world in order to determine their truth con-
ditions, that is, to radically interpret them. This is because whatever the 
speaker regularly applies her words to gives her words the meaning they 
have and her thoughts the content that they have, for it is this use that 
determines their truth-conditions.  14   What is more, the speaker’s intentional 
production of an utterance act using specifi c linguistic means requires that 
she know what she means by her words. In consequence, Davidson claims 
that there is a presumption that, in sincere self-ascriptions concerning the 
contents of present states of mind, a speaker identifi es her thoughts cor-
rectly when she expresses an occurrent thought by uttering a sentence of 
her own language. He takes this point to be a necessary condition of radi-
cal interpretation and thus a formal requirement of being able to attribute 
meaningful utterances to a speaker on the grounds that we must depend on 
accepting a speaker’s actual linguistic behavior as the basis for interpreting 
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her words.  15   Without the presumption that the speaker knows what she 
means in uttering her sentences, that is, is getting her own language right, 
there would be nothing for an interpreter to interpret. There would be no 
linguistic act of utterance, no proper intention in utterance, nor would 
there be any links to other utterances and attitudes or to objects and events 
in the world.  16   Thus, Davidson’s explanation of self-knowledge of one’s 
present thoughts rests on the claim that the method of radical interpreta-
tion has no application when someone contemporaneously self-ascribes an 
occurrent thought with her own sentence. 

 Davidson’s account has met with numerous objections. The focus on 
linguistic utterances and on self-ascribing linguistic beings has been criti-
cized.  17   It has been charged that Davidson’s approach reduces the epistemic 
authority of self-knowledge to the semantic authority we have as speakers 
of our own language.  18   Some authors have objected that Davidson only de-
velops the account for the propositional attitudes and for belief, in particu-
lar, leaving sensations and perceptions to one side.  19   Others have claimed 
that externalist theories of linguistic meaning and thought content cannot 
accommodate self-knowledge of one’s thoughts, arguing that Davidson’s 
externalist conception of meaning and content is incompatible with the 
claim that we have knowledge of our own thoughts.  20   Finally, several critics 
have argued that the third-person methodology of radical interpretation 
cannot capture the fi rst-person character of self-knowledge.  21   Davidson has 
addressed these criticisms in numerous places. However, the Davidsonian 
account of knowledge of the contents of one’s thoughts, depending as it 
does on central tenets of his integrated philosophical approach, has been 
insuffi ciently appreciated. In particular, many have failed to appreciate how 
Davidson’s views on language and communication, the requirements for 
linguistic acts, and the externalist constitution of meaning and content dif-
fer from widely held conceptions of language, linguistic action, and mental 
content. 

 2 Self-Knowledge of One’s Thoughts and Self-Ascriptions 

 In everyday circumstances, we take utterances of certain sentences to ex-
press speakers’ knowledge of the contents of their own particular mental 
states. When someone says, ‘Albert will take the job’, we take the utter-
ance of the sentence as evidence that the speaker has the particular belief. 
Moreover, we regard such an indicative utterance on the part of a speaker as 
equivalent to an utterance of ‘I believe that Albert will take the job’, because 
in uttering a token of ‘Albert will take the job’ the speaker endorses the 
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sentence’s content.  22   Generally, we assume that people know what they are 
currently thinking and that this knowledge is often expressed in what they 
say. Although we allow that error is possible, this possibility does not affect 
the presumption that linguistically competent speakers correctly express 
their contemporaneous thoughts whenever they intend to do so. These ev-
eryday considerations suggest that the linguistic utterances we produce in 
expressing and ascribing thoughts to ourselves provide a point of departure 
for investigating self-knowledge of one’s thoughts and its special features. 
Davidson concurs. He claims that speakers’ sincere self-ascriptions of oc-
current thoughts, when they are true, express knowledge of the contents 
of their mental states, and he proposes to analyze this self-knowledge with 
respect to certain linguistic utterances. 

 The utterances in question are sincere, present-tense assertions in the 
grammatical fi rst person, which exhibit a psychological predicate, for ex-
ample, ‘I believe that Albert will take the job’. Let us call the utterances 
that speakers employ to attribute propositional attitudes to themselves  self-
ascriptions . Self-ascriptions of thoughts are utterance acts on the part of 
speakers that employ what Davidson terms  psychological sentences , that is, 
sentences that contain verbs of propositional attitude. As utterance acts, 
self-ascriptions like ‘I believe that Albert will take the job’ are systemati-
cally related to utterances like ‘Albert will take the job’, which we also take 
to express speakers’ beliefs. Concerning the difference between saying as-
sertively, for example, ‘Albert will take the job’, and saying assertively ‘I 
believe that Albert will take the job’, Davidson remarks: “The truth condi-
tions of the assertions are not the same, but anyone who understands the 
fi rst assertion knows the truth conditions of the second. . . . This is because 
anyone who understands speech can recognize assertions, and knows that 
someone who makes an assertion represents himself as believing what 
he says.”  23   

 The emphasis on utterances may appear to be a mere terminological 
matter. However, it is actually the decisive fi rst step in Davidson’s account 
of self-knowledge of one’s thoughts. This move makes linguistic utterance 
acts and the relations between agents and utterances the focus of the anal-
ysis. Adopting this starting point has the consequence that the features 
of self-knowledge are to be explicated with respect to features of the lin-
guistic actions that speakers produce in expressing and self-ascribing their 
thoughts. 

 In Davidson’s opinion, those utterances we take to express self-
knowledge of one’s mental states pose an explanatory problem because of 
four distinctive features—fi rst-person authority, a presumption of truth, an 
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epistemic asymmetry, and a presumed univocity of everyday psychological 
predicates.  24   First, he notes that we treat sincere self-ascriptions of contem-
poraneous thoughts in the grammatical fi rst-person singular present tense 
as authoritative, even though they are not generally based on observation 
or inference from other beliefs. Although such self-ascriptions are neither 
incorrigible nor infallible, he emphasizes that they are accorded an author-
ity that our ascriptions of thoughts to others and our self-ascriptions in 
other tenses lack. In general, there is a presumption that when someone 
ascribes a present thought to herself, she has the thought she self-ascribes 
despite the possibility of error. Usually, the serious and sincere assertion 
that one has a particular thought justifi es the assumption that one has that 
thought. Even when a self-ascription is challenged, the self-ascriber’s pro-
nouncements still carry special weight, as Davidson notes. In other words, 
we grant self-ascriptions of occurrent thoughts a special epistemological 
status. When they are true, they count as knowledge, even though they are 
not ascribed on the basis of evidence or inference. 

 Second, for Davidson fi rst-person authority is intimately tied to the pre-
sumption that self-ascriptions of contemporaneous thoughts are true.  25   As 
he points out, we take self-ascriptions of occurrent thoughts to be true with-
out demanding or expecting supplementary evidence, that is, we generally 
take people at their word where the contents of their current thoughts are 
concerned. Although mistaken self-ascriptions are possible, there is a pre-
sumption that sincere and literal self-ascriptions of present thoughts state 
truths about the self-ascriber. However, the presumption of truth only holds 
for self-ascriptions of occurrent thoughts in the present tense. 

 The characteristic fi rst-person authority and the accompanying pre-
sumption of truth underscore a third feature of self-ascriptions—an epis-
temic asymmetry between the self-ascription of an occurrent thought and 
ascriptions of the same thought made by others or the speaker at other 
times.  26   A self-ascriber need not consult evidence in order to self-ascribe 
a contemporaneous thought, even if evidence is available. She simply ut-
ters a sentence in the fi rst-person singular present tense in her language. 
In contrast, other speakers must always rely on observation and inference 
in ascribing thoughts to another. They must pay attention to what oth-
ers say and do in order to identify their thoughts. In this respect, knowl-
edge of others’ minds does not differ from knowledge of the world outside 
oneself. Both are based on observation and reasoning from evidence. Self-
knowledge of one’s current thoughts seems fundamentally different, be-
cause it does not usually rest on evidence and inference; it appears to be 
direct and unmediated. 
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 Finally, Davidson notes that the psychological predicates we use in fi rst-
person singular present tense ascriptions, for example, ‘I  believe that Albert 
will take the position ’, do not appear to differ in meaning when we use them 
to ascribe thoughts to others, for example, when you ascribe the thought 
to me, ‘You  believe that Albert will take the position ’ or when I ascribe the 
thought to you. The predicates appear to be univocal and we treat them so. 
Furthermore, we assume the predicates express uniform concepts despite 
the fact that they are applied on a different basis in different grammatical 
persons. That is to say, in self-ascriptions psychological predicates are not 
usually applied on the basis of observational criteria or inference, whereas 
in the case of other-ascriptions they must be. 

 Davidson argues that these four distinctive features—fi rst-person author-
ity, the presumption of truth, epistemic asymmetry, and assumed univocity 
of psychological predicates—characterize the philosophically puzzling self-
ascriptions that we take to express self-knowledge of the contents of our 
thoughts. However, as he points out, not all psychological self-ascriptions 
exhibit these unusual features. In those rare cases where self-ascriptions of 
thought contents rest on inference or observation, for example, discoveries 
in psychotherapy, we do not accord the speaker any special authority nor 
do we presume that her self-ascription is true. In such cases, the self-ascriber 
is in the same position with respect to her thoughts as any other person, 
who has the available evidence; there is no epistemic asymmetry. Notably, 
the same psychological predicates are employed in cases of self-report based 
on evidence, in other-ascriptions of thoughts, and in those present-tense 
self-ascriptions of thoughts we take to exhibit the special features. This 
suggests that there is a semantic continuity between self-ascriptions of oc-
current thoughts, on the one hand, and other-ascriptions of thoughts and 
self-reports that proceed on the basis of inference, evidence, and observa-
tion, on the other. This point merits closer consideration. 

 In self-ascribing a contemporaneous mental state, we utter a sentence of 
our language assertively. When I sincerely assert ‘Albert will take the job’, 
I express my belief that Albert will take the job in tokening the sentence. 
In Davidson’s view, I identify my belief by uttering a sentence that has the 
same truth conditions as the belief it is used to identify.  27   The words of the 
sentence employed characterize an aspect of my state of mind in a system-
atic way, since utterances, like beliefs, are related to each other by relations 
of entailment and evidential support. In ascribing thoughts to others, the 
thought to be ascribed is also semantically identifi ed by uttering a sentence 
with specifi c truth conditions, according to Davidson. Thus, thoughts are 
identifi ed both in self-ascriptions and in other-ascriptions by the sentences 
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speakers utter. Importantly, ascriptions of thoughts to others are rou-
tinely construed as cognitively substantial, descriptive statements, that 
is, as predications with truth-assessable content. Logically, self-ascriptions 
appear to be predications just like other-ascriptions of thoughts, for their 
logical behavior parallels that of other-ascriptions with regard to substitu-
tion of terms, existential generalization, and entailments.  28   This suggests 
that there are important semantic similarities between self-ascriptions and 
other-ascriptions of thoughts. These similarities provide good reason to 
construe self-ascriptions of thought contents as cognitively substantial, 
that is, as true or false. 

 As Ernst Tugendhat observes, fi rst-person and other-person psychologi-
cal ascriptions are symmetric with respect to truth or falsity.  29   My contem-
poraneous self-ascription, ‘I believe that Albert will take the job’, and your 
ascription, ‘She believes that Albert will take the job’, ascribed to me at the 
same time, are true or false in the same circumstances; they exhibit  verita-
tive symmetry . Moreover, it would be odd if others could make cognitively 
signifi cant pronouncements about my mental states, while I am precluded 
from making any. These considerations suggest that self-ascriptions like 
other-ascriptions of thoughts are cognitively signifi cant predications, as-
sessable with respect to truth and falsity, and, consequently, candidates for 
knowledge. If this is correct, a type of knowledge is expressed in uttering 
a sentence of one’s language to self-ascribe a present thought, when the 
sentence is true. 

 What is the source of this knowledge? This question might be construed 
as a request for justifi cation in answer to the skeptic. However, in this 
matter Davidson follows W. V. O. Quine, who shifts the focus of episte-
mology from justifi cation to describing how we arrive at knowledge.  30   Epis-
temology thus naturalized attempts to describe how we normally achieve 
knowledge. Instead of trying to answer the skeptic directly, Davidson at-
tempts to provide a conceptual description of our normal ways of arriving 
at knowledge about states of mind—our own and those of others. Such 
a description will specify what reasons we count as justifying knowledge 
claims by describing our practices, rather than answering the skeptic out-
right. It is within this descriptive, conceptual project that Davidson’s ac-
count of self-knowledge of one’s contemporaneous thoughts is situated. 
He claims that self-ascriptions of current thought contents are charac-
terized by a fi rst-person authority, a presumption of truth, an epistemic 
asymmetry, and a presumed univocity of psychological predicates, and 
he contends that such self-ascriptions represent cases of empirical knowl-
edge, knowledge of one’s own mind. What explains the distinctive features 
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and the epistemological status of self-ascriptions of present thoughts on 
Davidson’s view? 

 3 Language, Meaning, and Radical Interpretation 

 As Davidson emphasizes, his account of self-knowledge and of the philo-
sophically puzzling features of self-ascription rests on his view of language 
and his theory of meaning.  31   This crucial point is often missed. Davidson’s 
view of language differs in important respects from those positions in the 
philosophy of language, which take language to be defi ned by linguistic 
norms, rules, or conventions. In these infl uential approaches, the meaning 
and the content of linguistic utterances are determined by factors that are 
independent of an individual’s particular linguistic history and usage, for 
example, by the standards of her linguistic community, by the semantic 
rules of a language system, or by shared routines.  32   Davidson rejects these 
conceptions of language and communication. In his view, language is not 
defi ned by the shared practices or the conventions of a community. In-
stead, he takes the idiolect, the language of the individual speaker, to be 
primary. As he points out, the concept of language as well as the attendant 
concepts of sentence, word, predicate, reference, and meaning are theo-
retical concepts introduced to enable us to give a coherent description of 
speakers’ speech behavior. Language is not a “thing” in the world; there are 
only people and their verbal activities, that is, speech behavior in concrete 
situations.  33   He elaborates, “We forget there is no such thing as a language 
apart from the sounds and marks people make, and the habits and expecta-
tions that go with them. ‘Sharing a language’ with someone else consists 
in understanding what they say, and talking pretty much the way they 
do. There is no additional entity we possess in common.”  34   What we call 
“natural languages,” for example, English, Japanese, or Ju/’hoansi, are ways 
of grouping idiolects together. 

 The primacy of the idiolect has important consequences for Davidson’s 
approach to self-knowledge of one’s thoughts, which are easily overlooked. 
First, Davidson maintains a form of individualism about language that con-
trasts markedly with views that take languages to rest on systems of col-
lective practices, conventions, or semantic rules. Second, making idiolects 
primary entails that theories of meaning and content must take speech, the 
verbal behavior of individual speakers in context, as their starting point. 
Speech involves the production of a linguistic utterance to communicate 
and, as such, is a case of intentional action. As utterance acts, self-ascriptions 
of thoughts are intentional productions of tokens of a sentence of one’s 
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language to perform a specifi c action; as such, they must satisfy the require-
ments on intentional action. Similarly, understanding a speaker’s linguistic 
utterances involves interpreting actions. Thus, considerations pertaining to 
beliefs, desires, intentions, and rationality are relevant to the production 
and the interpretation of all linguistic utterances. Third, taking the idiolect 
as basic means that an individual’s actual history of language acquisition 
and use in communicating with other speakers in specifi c contexts is rel-
evant to determining the meaning of linguistic utterance acts. This applies 
to the languages of both speaker and hearer. Furthermore, since each in-
dividual has a different history of language acquisition and use, no two 
individual’s languages or idiolects are identical. Each idiolect refl ects the 
speaker’s unique fi rst-person point of view.  35   Since idiolects differ from indi-
vidual to individual, understanding another speaker’s linguistic utterances 
requires matching the sentences of one’s own language with the sentences 
of the other’s language without being able to assume prior knowledge of 
what the speaker’s words mean. In sum, the upshot of making idiolects 
conceptually primary is that understanding another speaker’s linguistic 
utterances always involves radical interpretation. 

 An important corollary of making idiolects and speech behavior basic 
concerns the notion of linguistic communication. Davidson regards com-
munication as the central feature of language use. However, he claims 
there is no algorithm or standard translation procedure based on linguis-
tic rules, norms, or conventions that guarantees success at understanding 
another speaker’s utterances, that is, successful communication.  36   Instead, 
Davidson takes linguistic communication to depend on a variety of cog-
nitive and evaluative factors that are not specifi cally linguistic in nature, 
for example, on perceptual cues, contextual information, the intentions 
of the speaker, and the expectations of speaker and hearer, as well as on 
assumptions concerning humans’ biological endowments, rationality, and 
the world—all this in addition to the words uttered by the speaker. The 
basic purpose of communication, in his view, is to convey to a hearer what 
one has in mind by means of words that the hearer understands as one 
wants him to.  37   Although speech has many other purposes, as Davidson 
acknowledges, he considers the intention to have one’s words interpreted 
by a hearer as having a certain meaning to be the most basic purpose and 
the only purpose that is common to all linguistic acts. He claims that any 
speaker who produces a linguistic utterance to communicate must have this 
intention, which provides a norm against which speakers and others can 
measure the success of linguistic behavior. Communication is successful 
when the hearer interprets the speaker’s utterance as the speaker intends in 



 Davidson and Self-Knowledge  383

the particular context. Thus, what is shared by speaker and hearer in com-
munication is utterance meaning—the meaning of the speaker’s words on 
an occasion of use in a specifi c context.  38   

 It is important to note that Davidson reverses the usual direction of 
explanation; he takes mutual understanding and successful verbal com-
munication to be basic vis-à-vis the notions of meaning and of a shared 
language, if the latter is defi ned by rules or conventions. In his view, the 
concepts of a language or of meaning are theoretical concepts that depend 
on successful communication, rather than explain it. He writes, “Meaning, 
in the special sense . . . of what an utterance literally means, gets its life 
from those situations in which someone intends (or assumes or expects) 
that his words will be understood in a certain way, and they are.”  39   Despite 
the role accorded the speaker’s intentions, Davidson argues that linguis-
tic meaning cannot be reductively analyzed in terms of the speaker’s psy-
chological states, for example, in the manner of H. P. Grice.  40   Rather, the 
speaker’s intention to be understood in a certain way and the requirements 
for her being so understood highlight the fact that meaningful linguis-
tic utterances are intentional actions that must satisfy certain rational and 
social constraints. 

 Davidson locates these constraints in the triadic social interchange be-
tween speaker, hearer, and the objects and events they respond to. For ex-
ample, in uttering a sentence a speaker must have the intention to make 
herself understood and must have adequate reason to believe that she can 
make herself understood by employing a particular utterance, that is, rea-
son to believe that the hearer will succeed in interpreting her as she intends. 
This constrains the linguistic means that she can employ and provides a 
norm for her linguistic behavior. As Davidson puts it, the speaker must 
make herself interpretable to her audience, for example, by providing the 
hearer with the clues needed to arrive at the correct interpretation of her 
utterance.  41   In his opinion, the requirement of interpretability introduces 
an irreducible social factor that controls what a speaker can mean by her 
words. It shows why a speaker cannot mean something by her words that 
cannot be correctly worked out by someone else.  42   

 Three crucial points follow from Davidson’s view of language and ver-
bal communication. First, linguistic meaning, the meaning of all words 
and sentences, is dependent on language use in interpersonal communica-
tion: “[I]n the end the sole source of linguistic meaning is the intentional 
production of tokens of sentences. If such acts did not have meanings, 
nothing would. There is no harm in assigning meaning to sentences, but 
this must always be a meaning derived from concrete occasions on which 
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sentences are put to work.”  43   For communication to take place, it is not 
necessary that speakers and hearers speak the same way, that is, mean the 
same thing by the same words; they must only assign the same meaning 
to the speaker’s words for communication to succeed.  44   Second, a speaker 
cannot mean just anything she likes by a linguistic utterance, even though 
the concept of language depends on a speaker’s meaning something by 
what she says. Owing to the social constraints on communication through 
speech, linguistic meaning depends on having communicated with other 
speakers. This equally entails that there must be another person or persons 
who understand the speaker as she intends, if her utterances are to have a 
specifi c meaning or content. Consequently, the meaning and content of a 
linguistic utterance is not private or subjective; it arises in social settings. 
Thus, although idiolects are the languages of individuals, meaning and con-
tent are public and social. Davidson supports this claim by arguing for a 
form of externalism with respect to linguistic meaning and propositional 
content that integrates perceptual and social factors.  45   

 In Davidson’s version of externalism, the basic connection between 
words and things is established in contexts of language acquisition and 
communication by causal interaction between speakers, other speakers, 
and the world. He characterizes it as a type of triangulation.  46   Davidson 
claims that in language learning an essential triangle is formed between 
the learner, the teacher, and objects and events in the world, to which 
both respond as a result of their natural endowments. In this interpersonal 
triangle, language learners become disposed to respond differentially to ob-
jects and events. Davidson takes the dispositions that speakers acquire in 
such triadic interactions to be central to the meaning of their utterances 
and thoughts. These are facts about individual speakers and their causal 
histories of relations to other speakers and to the world. 

 Davidson maintains that the connections formed in situations of tri-
angulation constrain what a speaker can mean by the words she uses and 
what they can be interpreted to mean. Importantly, he argues that a speak-
er’s grasp of meanings is determined only by the terminal elements in the 
language learning process and that it is tested only by the end product, 
that is, the use of words geared to appropriate objects and situations.  47   A 
consequence of this view is that a speaker’s history of language learning 
and of communication with other speakers grounds the meaning of her 
utterances. The central idea of the Davidsonian approach is that an ac-
count of the meaning of a speaker’s words and sentences can be provided 
by relating the sentences of the speaker’s idiolect to the circumstances in 
virtue of which her sentences acquire the truth conditions that they have. 
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Accordingly, Davidson’s account integrates a truth-conditional thesis about 
meaning and content with a form of externalism, based on the interpretive 
triangle between the speaker, others with whom she communicates, and 
the nonlinguistic environment. 

 As is well known, Davidson endorses the claim that giving the truth 
conditions of a sentence is a way of giving its meaning. He contends that 
a theory that systematically states the truth conditions of the sentences of 
a speaker’s language in a fi nite form can serve as a theory of meaning for 
the language.  48   This requires discerning semantic structure relevant to truth 
conditions, for example, the logical structure of predicates, singular terms, 
quantifi ers, and the like. Davidson argues that one can assign structurally 
revealing truth conditions to a speaker’s utterances by constructing a fi -
nitely specifi able theory of truth for the speaker’s idiolect,  L , modeled on 
a modifi ed Tarski-style defi nition of truth, a T-theory  L  . The idea is that the 
truth conditions of a speaker’s sentences relativized to time are given by a 
correct systematic and comprehensive Tarskian T-theory  L   for the speaker’s 
language. Strictly, the T-theory  L   applies to utterances and not to sentences.  49   

 If meaning is given by truth conditions, as Davidson holds, in com-
municating through speech a speaker produces a sentence of her language 
that has specifi c truth conditions, that is, meaning, and intends that her 
hearer assign certain truth conditions to her utterance, that is, a certain 
meaning. More specifi cally, the hearer must ascribe those truth conditions 
to the speaker’s utterance of a sentence that the speaker intends it to have. 
If the hearer is to say what a speaker’s utterance means, he must fi nd out in 
what conditions the speaker counts the uttered sentence true or false. Since 
idiolects are not shared, his T-theory  L   for the speaker’s language cannot 
be based on prior knowledge of what the speaker’s utterances mean. The 
hearer must rely on evidence and inference to discern the facts in virtue 
of which the speaker’s sentences have specifi c truth conditions. This is, of 
course, the situation of the radical interpreter. 

 Starting from observed speech, the radical interpreter constructs hypoth-
eses in the form of T-sentences about which sentences the speaker holds 
true in which circumstances, for example: 

 (T) ‘Yuki ga futte iru’ is true-in- L  when spoken by  x  at time  t  if and only if 
it is snowing near  x  at  t . 

 As interpretation progresses, the interpreter revises these in the light of ad-
ditional evidence, epistemic liaisons, and relations of entailment among the 
T-sentences. The aim of interpretation is a recursive characterization in the 
interpreter’s language of truth for the sentences of the speaker’s language 
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 L , of ‘true-for-the-speaker’, which reveals signifi cant semantic structure in 
the speaker’s language.  50   Since the metalanguage in which the theory is 
couched, the interpreter’s idiolect, differs from the object language, the 
speaker’s idiolect  L , the interpreter’s T-theory  L   will be a “heterophonic” 
truth theory. This contrasts with a “homophonic” truth theory, in which 
the same language serves both as metalanguage and object language. In 
homophonic truth theories the T-sentences are trivial, for example: 

 (T) ‘It is snowing’ is true-in- L  when spoken by  x  at time  t  if and only if it 
is snowing near  x  at  t . 

 No recourse to evidence or inference is necessary on the part of the speaker 
of  L  to check the adequacy of the T-sentences entailed by a homophonic 
theory, because the speaker uses her own sentences to give the truth condi-
tions, and thus the meaning, of her words. In contrast, interpreting another 
speaker’s utterances always requires constructing a heterophonic T-theory 
of the speaker’s idiolect, because two idiolects are involved. 

 Davidson claims that the truth conditions of a speaker’s sentences are 
given by the correct T-theory  L   for the speaker’s language. His idea is that 
an account of what it is for a sentence to have specifi c truth conditions 
will also explain the facts about the speaker in virtue of which a particular 
T-theory  L   for her language is correct. He maintains that a speaker’s linguistic 
and nonlinguistic behavior in specifi c contexts offers a starting point for 
assigning truth conditions to the sentences the speaker utters. The evidence 
for a heterophonic T-theory  L   derives from utterances of sentences that are 
taken by the interpreter to be held true by the speaker or cases where one 
sentence is taken to be preferred true to another in specifi c contexts.  51   The 
important point is that evidence and inference are always required in inter-
preting another speaker’s utterances. 

 The interpreter must proceed on the basis of evidence about when the 
speaker is caused to hold a sentence true in order to correlate the speaker’s 
utterances with perceptible objects and changes in the environment. Upon 
inferring a causal relation, he matches the speaker’s verbal responses with 
a sentence of his own language that the perceptually accessible objects and 
changes would cause him to hold true or false in similar circumstances. 
Hence, the interpreter uses the sentences of his own language to give the 
truth conditions, or as Davidson puts it “to take the measure,” of the speak-
er’s utterances.  52   Meanings are shared when the same events, objects, or 
situations would cause acceptance or rejection of a sentence: “Communica-
tion begins where causes converge: your utterance means what mine does if 
belief in its truth is systematically caused by the same events and objects.”  53   
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 In the enterprise of radical interpretation, the interpreter already has a 
language and possesses the concepts of truth, intention, and other states 
of mind like belief and desire.  54   Moreover, he assumes that the same is true 
of the speaker that he aims to interpret. Thus, both speaker and interpreter 
are presumed to be equipped with language and thought. But what con-
fers meaning on their respective idiolects and content on their thoughts? 
According to Davidson, it is the pattern of sentences held true that gives 
one’s sentences their meaning and enables the individuation of thoughts.  55   
Regarding this pattern, Davidson claims that the meaning of a sentence is 
partly determined by its grammatical, logical, and evidential relations to 
other sentences the speaker holds true and partly by the situations that 
systematically cause the speaker to hold the sentence true or false. The fi rst 
part of this claim rests on Davidson’s holistic view of meaning, which con-
strues the logical and evidential relations among the linguistic expressions 
of a language as central to their meaning and content. The second part re-
fl ects his version of externalism, which relates the concepts of meaning and 
content to perceptual abilities, to the environment, and to linguistic action 
in situations of triangulation. Analogous remarks apply to the contents of 
beliefs and other thoughts; a belief is identifi ed by its location in a pattern 
of beliefs.  56   This pattern is constrained by rational considerations, for ex-
ample, concerning logical and evidential relations, which play a constitu-
tive role in the holism of the propositional mental, and by causal relations 
to the nonlinguistic and to the social world. Thus, the same factors confer 
meaning and content on one’s language and one’s thoughts in Davidson’s 
view. 

 Davidson’s version of externalism combines perceptual externalism, 
which maintains that there is a necessary connection between the mean-
ing of certain words and sentences and the contents of certain thoughts 
and the features of the world that make them true, and social externalism, 
which holds that meaning and thought content depend on interaction 
with others. He takes externalism to be a consequence of the way the ba-
sic connection between words and things or thoughts and speech is es-
tablished. Consequently, many words and sentences derive their meaning 
from the objects and circumstances in whose presence they were learned 
from other speakers.  57   Davidson concedes that not all words and sentences 
are learned this way, but he maintains that those that are link language 
to the world. This is not because such causal connections supply a special 
kind of evidence for speakers, but because perceptually accessible factors 
are often apparent to others and so form the basis for communication and 
language learning. 
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 Davidson advances a similar position with respect to the content of per-
ceptual beliefs, claiming that the events and objects that systematically 
cause a basic perceptual belief play a signifi cant role in determining the 
content of the belief. For example, a belief that is differentially and under 
normal conditions caused by the presence of a tomato is the belief that a 
tomato is present. The idea is that the causal history of a judgment like 
‘This is a tomato’ provides a constitutive feature of its propositional con-
tent, because the situations that normally cause such a belief determine the 
conditions in which it is true.  58   Davidson contends that all language and 
thought must have a foundation directly or indirectly in such historical, 
causal connections between speakers, other speakers, and the world, or in 
terms of the relations among words, other words, and concepts and other 
concepts.  59   

 Crucially, Davidson situates the causal connections between individu-
als and the nonlinguistic environment that ground meaning and content 
within the interpersonal triangulation of individuals, others with whom 
they communicate and the objects and events to which they mutually 
respond. He argues that the “causes” of a speaker’s verbal responses can 
only be identifi ed within the social setting provided by interpersonal tri-
angulation. This is because shared interests and shared similarity responses 
are required to determine what counts as the cause of a speaker’s verbal 
response.  60   Moreover, he maintains that humans’ natural endowments 
play an important role here. Without another creature with similar capaci-
ties, innate and learned, the triangulation that identifi es the meaning- or 
content-determining cause, the common cause, could not take place. Until 
communication is established with a second person, Davidson emphasizes, 
an individual’s thoughts or words have no specifi c content—that is to say, 
no content at all.  61   Without communication with another person, an indi-
vidual has no way of pinpointing the object or event that confers content 
on her utterances and thoughts. A second person is needed to determine 
what the individual is responding to, for example, whether to proximal 
stimuli at her sensory surfaces, to distal stimuli, or to something else in the 
chain of stimulation: “It takes two to triangulate the location of the distal 
stimulus, two to provide an objective test of correctness and failure.”  62   The 
similarity in response to the stimulus must be acknowledged as shared by 
both individuals, not just shared de facto. Thus, in order to home in on 
the common cause, Davidson argues that the individuals involved in an 
interaction must recognize the existence of a triangle between themselves 
and the objects and events to which they respond on the basis of their 
natural endowments. They must realize that each occupies an “apex of an 
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interpretive triangle” that triangulates an object or event in a common en-
vironment. Davidson claims that this requires that they be in communica-
tion; each must speak to the other and be understood, that is, interpreted, 
by the other as intended.  63   

 In the Davidsonian approach, the linguistic utterance acts speakers per-
form in communicating through speech are fundamental. The languages 
employed are the speakers’ idiolects, and each idiolect refl ects the history 
of the individual speaker. Nonetheless, the meaning of a speaker’s sentences 
and the contents of her thoughts are socially and externalistically anchored 
in those situations of interpersonal triangulation in which the speaker ac-
quires her language and subsequently uses linguistic utterances to com-
municate with others, for it is these situations of acquisition and use that 
largely determine truth conditions. 

 4 The Special Features of Self-Knowledge of One’s Thoughts 

 With Davidson’s claims about language, communication, and the constitu-
tion of meaning and content in place, we are in a position to set out his 
account of the special features of self-ascriptions of present thoughts. As we 
have seen, all thought ascriptions involve a speaker’s use of a sentence of 
her idiolect to identify the thought ascribed. The meaning of the utterance 
the speaker employs is given by its truth conditions, which are partly de-
termined by the logical and evidential relations among the sentences of the 
speaker’s language and partly by the speaker’s history of causal interactions 
with the world and with other speakers in triadic situations of language 
learning and communication. In addition, the contents of the thought the 
speaker ascribes are identifi ed and individuated by the semantic features of 
the utterance employed, that is, its truth conditions, regardless of whether 
the speaker ascribes a thought to herself or to someone else. This point has 
important consequences. 

 In ascribing thoughts to others, a speaker uses a sentence of her idiolect 
to identify the thought she ascribes. The uttered token of the sentence 
employed identifi es the thought by specifying its content. In the case of 
propositional attitude ascriptions, the speaker must characterize both the 
type of attitude, for example, “believing” in contradistinction to “hoping,” 
and the content of the thought, what is believed, hoped for, and so on. 
On Davidson’s paratactic analysis of propositional attitude ascriptions, the 
logical form of an ascription comprises the utterance of two sentences: 
‘John believes that/this: Albert will take the job’.  64   However, the important 
point is that the speaker utters a sentence of her idiolect to identify and to 
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characterize the other’s state of mind. In saying ‘John believes that Albert 
will take the job’, the speaker characterizes an aspect of John’s state of mind 
by relating him to a sentence of her idiolect, which, by the speaker’s lights, 
has the same truth conditions as John’s thought. If the speaker’s utterance 
is true, she correctly identifi es the thought and specifi es an objective char-
acteristic of John.  65   As Davidson puts it, the speaker uses a sentence of her 
idiolect that she holds true to “gauge” or to “give the measure” of John’s 
thoughts. 

 When ascribing states of minds to others, the speaker is in the position 
of a radical interpreter. In order to match up her own sentences and states 
of mind with those of another person, the speaker must observe the other’s 
linguistic and nonlinguistic actions, attend to contextual cues, factor in 
information about the person, and take the relations among states of mind 
into account by applying her own norms of coherence and consistency. As 
a result, the speaker’s thought ascriptions to others have the status of em-
pirical hypotheses; they are based on observation and inductive reasoning 
and are revised in the light of new information. There is no general guaran-
tee that the speaker correctly identifi es another person’s thought with her 
utterance; serious error is always possible. 

 This is not the case in ascribing the contents of present thoughts to one-
self. In self-ascriptions of present thoughts, a speaker utters a sentence of 
her idiolect to identify the thought she ascribes, just as she does in ascrib-
ing a thought to some one else. However, in contrast to other-ascriptions 
of thoughts, the speaker self-ascribes her current thought by producing a 
sentence with the truth conditions of the very thought she is ascribing in 
her utterance act. This is the case because the meaning of the speaker’s ut-
terance and the content of the belief she expresses by uttering her sentence 
are conditioned by the same factors and determined in the same situations. 
Both are socially and externalistically grounded in triadic interactions with 
other speakers and the world in the course of language acquisition and 
in making herself understood by others. This crucial point is the key to 
Davidson’s account of the special features of self-ascriptions of present 
thoughts to oneself and to his position on self-knowledge of one’s occur-
rent thoughts. Given the way the semantic properties of a sentences and 
the propositional contents of thoughts are constituted, there is no room for 
error about the content of one’s present thought of the sort that can arise 
with respect to the thoughts of others when one self-ascribes the thought 
with a sentence of one’s own idiolect.  66   

 In self-ascribing a current thought, the speaker simply utters a sentence 
of her idiolect like ‘I believe that Albert will take the job’ and expresses her 
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belief by uttering a sentence with the truth conditions of the belief she is 
expressing. In the act of uttering, the speaker knows without observation 
that she herself produces the sentence, that is, that she is the agent of 
the utterance act. But more importantly, when the speaker is self-ascribing 
an occurrent thought, neither conscious reasoning nor explicit recourse to 
evidence is necessary in order for the speaker to identify the content of the 
contemporaneous thought, since the meaning of the utterance the speaker 
produces and the content of the thought she self-ascribes are established by 
the same factors. These factors determine both the contents of her thoughts 
and the contents of the thought she believes she has in uttering a sentence 
of her idiolect. 

 Consequently, in self-ascriptions of current thoughts, radical interpre-
tation is neither necessary nor applicable. Unlike thought ascriptions to 
others, a speaker’s self-ascriptions of present thoughts are not empirical 
hypotheses that she can test by confronting her sentences and beliefs with 
objects and events in the world to determine their truth conditions; they 
are not based on evidence the way other-ascriptions of thoughts must be.  67   
Whatever she regularly applies her words to in communicating with oth-
ers gives them the meaning they have and her thoughts the contents they 
have. As a result, the speaker is not in a position to wonder whether she 
is generally using her own words to apply to the right objects and events. 
Therefore, owing to the way meaning and content are constituted in lan-
guage acquisition and in communication through interpersonal triangula-
tion, inference and evidence do not play a role in self-ascriptions of an 
occurrent thought, with few exceptions. The problem of interpretation 
does not arise, because self-ascriptions of present thoughts involve only one 
language, the speaker’s idiolect at the time of utterance, and the meaning 
of the speaker’s utterances and the contents of her thoughts are determined 
in the same circumstances. In Davidson’s terminology, an utterance act of 
self-ascribing a present thought by means of one’s own utterance is a ho-
mophonic case, whereas radical interpretation concerns the heterophonic 
case of relating two languages. 

 In sum, the key to Davidson’s explanation of the peculiar features of 
self-ascriptions of current thoughts lies in the way linguistic meaning and 
thought content are determined and the consequences of this for produc-
ing and interpreting utterance acts. The fundamental Davidsonian claim is 
that the situations of interpersonal triangulation that determine the truth 
conditions of the sentences of a speaker’s idiolect, that is, their meaning, 
also determine the truth conditions, that is, propositional contents, of the 
speaker’s thoughts. Since the semantic features of the sentences employed 
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by the speaker identify the thought ascribed, Davidson’s thesis entails that 
a speaker’s self-ascription of a current thought using her own sentence has 
a special status, compared to her ascriptions of thoughts to others. The 
distinctive features that accrue to speakers’ utterances of sentences in the 
fi rst-person singular present tense in self-ascribing a thought derive from 
speakers employing a sentence of their own idiolect in an utterance act to 
self-ascribe a thought. 

 The presumption of  fi rst-person authority  accorded self-ascriptions of 
present thoughts rests on the fact that what the sentences of a speaker’s 
idiolect mean and the content of the thoughts she expresses in uttering 
them are fi xed in the same situations of language learning and communica-
tion. Consequently, when a speaker identifi es a present thought by uttering 
a sentence of her idiolect, there is a well-founded presumption that in a 
sincere self-ascription the speaker correctly identifi es her current thought 
and consequently enjoys an authority that no one else does. Importantly, 
this presumption accrues only to self-ascriptions of present thoughts, that 
is, to contemporaneous utterances. This is because a self-ascription of a 
thought that is not contemporaneous with the speaker’s utterance involves 
two languages, an idiolect 1 at  t  1  and an idiolect 2 at  t  2 , not one. In Da-
vidson’s view, any addition or alteration in verbal resources makes one’s 
idiolect a new language.  68   Where two languages are involved, interpreta-
tion is always necessary. In contrast, in speakers’ ascriptions of occurrent 
thoughts only one language is involved, namely, the speaker’s idiolect at 
the time of utterance. This why fi rst-person authority only pertains to ut-
terances of sentences in the fi rst-person singular present tense to self-ascribe 
contemporaneous thoughts, not to self-ascriptions in other tenses or to 
other-ascriptions of thoughts. 

 The  presumption of truth  is explained by the way a speaker acquires her 
language and employs it in making herself understood by others. Given the 
way linguistic meaning and thought content are socially and externalisti-
cally established, there is a presumption that a speaker who self-ascribes a 
current thought is not generally mistaken about what her words mean or 
what the content of the thought is that she expresses with her words. Er-
ror, although rare, is possible, since what a speaker’s words mean depends 
in part on the clues to interpretation she has given her hearer or on other 
evidence she justifi ably believes him to have.  69   In any particular case, the 
speaker may be in error. Nevertheless, Davidson argues that it is impossible 
that the speaker should be wrong most of the time, since whatever she 
regularly applies her sentences to endows them with meaning. Moreover, 
it is this regular use that allows others to discover what the speaker means 



 Davidson and Self-Knowledge  393

by her utterances. In Davidson’s view, nothing could count as a speaker 
regularly misapplying her words, for unless there is a presumption that 
the speaker is not generally mistaken about what she means in producing 
a linguistic act of utterance, she would not be interpretable as a speaker at 
all, that is, as intending to have her words interpreted by others as having 
a certain meaning. Thus, the presumption of truth associated with self-
ascriptions of current thoughts rests on the claim that a speaker generally 
correctly identifi es and expresses her present thought when she utters a 
sentence of her idiolect in self-ascribing the thought. 

 In contrast, there is no presumption of authority or of truth when a 
speaker uses one of her sentences to identify the content of someone else’s 
thought. This points up an asymmetry between how we know our own 
minds and how we know the minds of others, which Davidson explicates 
in terms of radical interpretation. This is an  epistemic asymmetry  in David-
son’s view, for it concerns how speakers identify the contents of their own 
and others’ thoughts. As discussed, a speaker does not have to engage in 
radical interpretation in order to identify the present thought she ascribes. 
She identifi es the thought by uttering a sentence of her idiolect that has the 
same semantic properties as the thought she self-ascribes. This “identifi ca-
tion” is based on the semantic properties of the uttered sentence, that is, its 
truth conditions, which are partly determined by the speaker’s individual 
history of causal interactions with the world and other speakers in language 
acquisition and in successful communication, which cause her to hold the 
sentence true, and partly by the sentence’s holistic logical and evidential 
relations to other sentences. In this view, the speaker stands in an epistemic 
relation to the literal truth of her uttered sentences that is distinct from that 
of any other speaker, for, once ontological and epistemological dualisms 
are rejected, the methodology of radical interpretation turns out to be an 
undertaking of naturalized and externalized epistemology.  70   The epistemic 
asymmetry between self-ascriptions of current thoughts and thought as-
criptions to others is due to the way meaning and thought content are 
conferred and to the consequences thereof for the semantic identifi cation 
of thoughts by employing a sentence of one’s idiolect. 

 Davidson emphasizes that the presumption that sincere, literal, asser-
tive uses of ‘I believe that’-sentences are true does not rest on any sort of 
privileged epistemological access to one’s thoughts.  71   There is no “way” 
a speaker knows her own mind, if this is taken to mean an epistemologi-
cally distinctive way, such as a special method or a means of access involv-
ing subjective evidence or inner objects present to the mind.  72   Thoughts 
are private in the sense of belonging to one person and knowledge of an 
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occurrent thought is asymmetrical in that the person who has the thought 
generally knows she has it in a way others cannot. However, this is a result 
of the way that the meaning of sentences and the propositional contents 
of thoughts are established in linguistic interchange with others and of the 
fact that a speaker employs her own sentence in the utterance act of self-
ascribing a thought. 

 Davidson does not explicitly discuss the univocity of psychological pred-
icates; he takes it as a datum to be explained. However, the central role he 
accords language learning and communication suggests how to fi ll out his 
account. First, it is important to remember that the lexicon of one’s lan-
guage is learned; no one is born knowing the meaning of words like ‘snow’ 
or ‘Schnee’ or ‘yuki’. Everyone who knows the meaning of ‘snow’ has heard 
it used in a context in which the meaning can be learned from linguistic 
interchange with other speakers, for example, in an English-speaking envi-
ronment in contrast to a German- or Japanese-speaking environment. The 
phonological strings we call “words” are acquired from other speakers in 
situations of interpersonal triangulation through abilities that rest on hu-
mans’ natural endowments—powers of sensory discrimination, perceptual 
capacities, and similar modes of response, as well as the ability to attend 
to contextual features and to generalize across instances. As Davidson ob-
serves, “[L]earning a language is not a matter of attaching the right mean-
ings to words, but a process in which words are endowed with a use.”  73   
From the learner’s point of view, a sound is being endowed with a meaning; 
it is given a meaning by the learning process itself. 

 Speakers serve as teachers, intentionally or inadvertently providing learn-
ers with linguistic expressions through their use of linguistic utterances 
in specifi c contexts. These contexts involve the triangular arrangement of 
learner, teacher, and observed and discriminated objects and events, as well 
as features of the environment common to the learner and the teacher. 
The contextually salient features not only comprise objects, properties, and 
events, but also perceptually accessible verbal and nonverbal behavior. The 
acquisition of psychological predicates like verbs of propositional attitude 
is plausibly scaffolded by perceptual capacities that make the expressions 
and reactions of others salient to us, even though states of mind like the 
propositional attitudes of belief, desire, or intention cannot be directly per-
ceived or ostended. 

 Moreover, in numerous everyday comments on thought and action, 
speakers offer language learners vocabulary for talking about mental states. 
They ascribe beliefs, desires, intentions, and other states of mind to them-
selves, to others, and to preverbal children on the basis of contextual cues 
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and assumptions. In doing so, they offer language learners psychologi-
cal predicates for states of mind, keyed to features of the utterance con-
text. What is more, speakers routinely employ these predicates in various 
grammatical persons, providing learners with templates for ascriptions of 
thoughts. Finally, speaker’s ascriptions of thoughts to young children are 
based partly on contextual observations of behavior and on cues like facial 
expression, signs of affect, and focus of attention, but they are also based on 
the ascriber’s attempt to interpret the child as an incipient rational agent. 

 In ascribing thoughts to others, a speaker must employ her own norms 
of rationality, according to Davidson. In addition, he maintains that speak-
ers’ contentful ascriptions of states of mind are also partly constituted by 
rational considerations concerning logical and evidential relations.  74   As a 
consequence, he argues that the application of psychological predicates 
differs from the application of predicates in the natural sciences in that the 
former is irreducibly normative. The normative character of their applica-
tion points up the fact that acquiring linguistic expressions for states of 
mind is part of a process of learning to comprehend behavior as intentional 
action. The suggestion is that the language learner gradually masters psy-
chological predicates by using them to describe and explain thought and 
intentional action in communicating with others. Over time the learner’s 
use of psychological expressions is fi ne-tuned through the necessity of mak-
ing himself understood to others. The univocity of psychological predicates 
may thus be viewed as a consequence of acquiring one’s language in situa-
tions of interpersonal triangulation and of one’s subsequent use of psycho-
logical predicates in making oneself understood to others with whom one 
communicates. 

 Like the features of fi rst-person authority, presumption of truth, and 
epistemic asymmetry associated with self-knowledge, the univocity of 
psychological predicates ultimately issues from the way one’s speech and 
thought are endowed with meaning and content in acquiring a language 
and are constrained by the subsequent use in making oneself understood 
to others with whom one communicates, that is, by the requirements of 
intentional action and rational agency. This explanation of the special fea-
tures of those self-ascriptions we take to express self-knowledge of thoughts 
also reveals the source of this knowledge. 

 Given the way that meaning and content are conferred on an individual’s 
speech and thoughts in interpersonal triangulation, a speaker has nonevi-
dential knowledge of a present thought when she self-ascribes the thought 
in a contemporaneous utterance act using a sentence of her idiolect and the 
ascription is true. The fi rst-person authority accorded the speaker derives 
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from the fact that she self-ascribes an occurrent thought by performing an 
utterance act, an intentional action, by producing a sentence of her own 
idiolect. The self-ascriber specifi es the content of her mental state on the 
basis of her history of language acquisition and of mutually understood 
utterances that fi x the patterns and causes of sentences she holds true and 
thus determine the meaning and the content, that is, the truth conditions, 
of her sentences and thoughts. This is what makes her utterances meaning-
ful and her thoughts contentful. Thus, when a speaker utters a sentence of 
her idiolect in self-ascribing a present thought, there is a presumption that 
she correctly identifi es the content of her thought without recourse to evi-
dence or inference, that is, that the self-ascription is true. The meaning of 
her sentences and the content of her thoughts are determined by the same 
factors and the same circumstances. No one else is in a similar position 
with respect to the speaker’s idiolect or her intentions in communicating 
through linguistic utterance acts. Consequently, there is an epistemic asym-
metry between self-ascriptions of current thoughts and thought ascriptions 
to others or to oneself in other tenses, despite the univocity of psychologi-
cal predicates in different grammatical persons. 

 This account of self-knowledge of one’s thoughts assumes that thought 
and language are mutually dependent. This tenet of the Davidsonian ap-
proach has been widely criticized for denying “thought” to languageless 
creatures, for example, human infants, preverbal children, and nonhuman 
animals. However, it is important to note that Davidson’s claim concerns 
“propositional thought,” not cognitive or affective activity generally.  75   In 
his opinion, the complexity required for propositional thought only comes 
with the ability to use language in communicating with others, because 
propositional thought involves classifi cation with an awareness of the pos-
sibility of error. On Davidson’s view, thoughts are defi ned by propositional 
content and propositional content is characterized by truth conditions; 
these are externalistically and holistically determined in the intersubjec-
tive contexts in which speakers acquire their idiolects and employ them in 
utterances to communicate with other speakers. Accordingly, candidates for 
knowledge must exhibit complex semantic structure that refl ects truth con-
ditions, for example, a structure of singular terms, predicates, and quantifi -
cational structure, if they are to be assessed as true or false. This is the kind 
of semantic structure and content that a T-theory  L   of a speaker’s idiolect 
aims to reveal. Ultimately, Davidson’s view that knowledge is proposition-
ally structured, intersubjective, and objective rests on his contention that 
self-knowledge of one’s own thoughts, knowledge of other’s thoughts, and 
knowledge of the world are conceptually interdependent.  76   
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 The perplexity with which many authors have approached the Davidso-
nian account of self-knowledge is largely a result of a widespread failure to 
understand the way in which Davidson’s treatment of self-knowledge is di-
rectly connected to his concept of knowledge as propositionally structured, 
and so to the necessary entanglement of knowledge and self-knowledge 
with linguistic practice. This is why Davidson’s treatment of self-knowledge 
typically arises in the context of his broader discussions of radical interpre-
tation. Indeed, not only does the examination of the nature and source of 
self-knowledge lead inevitably, from a Davidsonian point of view, into an 
examination of the nature of linguistic communication, but to understand 
linguistic communication correctly, one must also attend to the structure 
of self-knowledge—as well as to the structure of knowledge. Knowing what 
we are thinking turns out to be inseparable from our ability to inform 
others about the contents of our thoughts—that is, it turns out to be in-
separable from the intersubjective linguistic context in which knowledge 
necessarily arises, and from the objective world that such intersubjectivity 
also invokes. 

  Notes 

 1. Donald Davidson, “Three Varieties of Knowledge,” in his  Subjective, Intersubjective, 

Objective  (Oxford: Oxford University Press, 2001), p. 205. 

 2. Donald Davidson, “First Person Authority,” in  Subjective, Intersubjective, Objective , 

pp. 3–14; “Knowing One’s Own Mind,” in  Subjective, Intersubjective, Objective , pp. 15–

38; “What Is Present to the Mind?,” in  Subjective, Intersubjective, Objective , pp. 53–

68; “The Conditions of Thought,”  Grazer Philosophische Studien  36 (1989): 193–200; 

“Epistemology Externalized,” in  Subjective, Intersubjective, Objective , pp. 193–204; 

“Three Varieties of Knowledge,” in  Subjective, Intersubjective, Objective , pp. 205–

220; “The Irreducibility of the Concept of the Self,” in  Subjective, Intersubjective, Objec-

tive , pp. 85–91. 

 3. Donald Davidson, “Problems in the Explanation of Action,” in his  Problems of 

Rationality  (Oxford: Oxford University Press, 2004), p. 114. 

 4. Donald Davidson, “The Myth of the Subjective,” in  Subjective, Intersubjective, Ob-

jective , pp. 39–52; “What Is Present to the Mind?,” p. 56; see also “The Conditions 

of Thought.” 

 5. Davidson, “First Person Authority,” p. 5; “The Myth of the Subjective,” pp. 50, 52; 

“What Is Present to the Mind?,” pp. 54, 58–59. 

 6. Richard Rorty, “Incorrigibility as the Mark of the Mental,”  Journal of Philosophy  67 

(1970): 399–424; Crispin Wright, “Self-Knowledge: The Wittgensteinian Legacy,” in 



398  Louise Röska-Hardy 

 Knowing Our Own Minds , ed. Crispin Wright, Barry C. Smith, and Cynthia Macdonald 

(Oxford: Oxford University Press 1998), pp. 13–45. 

 7. Davidson, “First Person Authority,” pp. 7–10; see also “The Second Person,” in 

 Subjective, Intersubjective, Objective , pp. 107–122; “Reply to Bernhard Thöle,” in  Re-

fl ecting Davidson , ed. Ralf Stoecker (Berlin: Walter de Gruyter, 1993), pp. 248–250. 

 8. Davidson, “Three Varieties of Knowledge,” pp. 205, 213, 219–220. 

 9. Donald Davidson, “Introduction,” in  Subjective, Intersubjective, Objective , p. xiii. 

 10. Donald Davidson, “The Irreducibility of the Concept of the Self,” p. 87. 

 11. Davidson, “First Person Authority,” pp. 11–14; “Knowing One’s Own Mind,” 

pp. 33, 37–38; “What Is Present to the Mind?,” pp. 65–66. 

 12. Davidson, “Reply to Bernhard Thöle,” p. 249. 

 13. See Donald Davidson, “Radical Interpretation,” in his  Inquiries into Truth and 

Interpretation  (Oxford: Oxford University Press, 1984), pp. 125–129; “Belief and the 

Basis of Meaning,” in  Inquiries into Truth and Interpretation , pp. 141–154; “A Nice 

Derangement of Epitaphs,” in his  Truth, Language, and History  (Oxford: Oxford Uni-

versity Press, 2005), pp. 89–107. Davidson calls this type of interpretation “radical,” 

because it assumes no prior knowledge of the speaker’s propositional attitudes. 

 14. Davidson, “Knowing One’s Own Mind,” p. 37. 

 15. Donald Davidson, “Reply to Eva Picardi,” in Stoecker (ed.),  Refl ecting Davidson , 

p. 212. 

 16. I thank Jeff Malpas for this way of putting the point. 

 17. Barry C. Smith, “On Knowing One’s Own Language,” in Wright, Smith, and Mac-

donald (eds.),  Knowing Our Own Minds , pp. 391–428; Ernest Lepore and Kirk Ludwig, 

 Donald Davidson: Meaning, Truth, Language, and Reality  (Oxford: Oxford University 

Press, 2005), pp. 506–507. 

 18. Dorit Bar-On,  Speaking My Mind: Expression and Self-Knowledge  (Oxford: Oxford 

University Press, 2004), pp. 174–178. 

 19. Lepore and Ludwig,  Donald Davidson: Meaning, Truth, Language, and Reality , p. 506. 

 20. Paul Boghossian, “Content and Self-Knowledge,”  Philosophical Topics  17 (1989): 

5–26; Michael McKinsey, “Anti-Individualism and Privileged Access,”  Analysis  51 

(1991): 9–16; Peter Ludlow, “Social Externalism, Self-Knowledge, and Memory,” 

 Analysis  55 (1995): 157–159. 

 21. Thomas Nagel, “Subjective and Objective,” in his  Mortal Questions  (New York: 

Cambridge University Press, 1979), pp. 196–214; Frank Jackson, “What Mary 

Didn’t Know,”  Journal of Philosophy  83 (1986): 127–195; Lepore and Ludwig,  Donald 



 Davidson and Self-Knowledge  399

Davidson: Meaning, Truth, Language, and Reality , chap. 20; John Searle, “Indetermi-

nacy and the First Person,”  Journal of Philosophy  84 (1987): 123–146; Smith, “On 

Knowing One’s Own Language.” 

 22. Arguments for this equivalence are found in Röska-Hardy, “Moore’s Paradox and 

the Expression of Belief,” in  Argument und Analyze: Proceedings of GAP IV , ed. Ansgar 

Beckermann and Christian Nimtz (Paderborn: Mentis, 2001), pp. 329–337. 

 23. Davidson, “Three Varieties of Knowledge,” p. 209. 

 24. Davidson discusses these features in “First Person Authority,” “Knowing One’s 

Own Mind,” “Epistemology Externalized,” “Reply to Bernhard Thöle,” “The Irreduc-

ibility of the Concept of the Self,” “Three Varieties of Knowledge,” and “Donald 

Davidson,” in  A Companion to the Philosophy of Mind , ed. Samuel Guttenplan (Oxford: 

Blackwell, 1994), pp. 231–236. 

 25. Davidson, “Reply to Eva Picardi,” p. 211. 

 26. Davidson, “Reply to Bernhard Thöle,” p. 249. 

 27. Davidson, “What Is Present to the Mind?,” pp. 63–64. 

 28. The arguments for this claim are elaborated in Louise Röska-Hardy, “Idealism 

and the ‘I’ of Self-ascription,” in  Indexicality and Idealism: The Self in Philosophical 

Perspective , ed. Audun Øfsti, Peter Ulrich, and Truls Wyller (Paderborn: Mentis, 2000), 

pp. 56–57. 

 29. Ernst Tugendhat,  Self-Consciousness and Self-Determination  (Cambridge, MA: MIT 

Press, 1986), chap. 4. 

 30. Davidson, “Epistemology Externalized,” p. 194; “The Perils and Pleasures of In-

terpretation,” in  The Oxford Handbook of Philosophy of Language , ed. Ernest Lepore 

and Barry C. Smith (Oxford: Oxford University Press, 2006), p. 1057; “Interpretation: 

Hard in Theory, Easy in Practice,” in  Interpretations and Causes: New Perspectives on 

Donald Davidson’s Philosophy , ed. Mario de Caro (Dordrecht: Kluwer, 1999), p. 43; 

“The Problem of Objectivity,” in  Problems of Rationality , pp. 5–6. 

 31. Davidson writes, “[M]y article ‘First Person Authority’ perhaps did not suffi -

ciently emphasize that my ‘solution’ to the problem about self-attributions of at-

titudes depended on my theory of meaning.” “Reply to Bernhard Thöle,” p. 250. 

 32. Tyler Burge, “Individualism and the Mental,”  Midwest Studies in Philosophy  4 

(1979): 73–121; Michael Dummett, “What Is a Theory of Meaning?” in  Mind and 

Language , ed. Samuel Guttenplan (Oxford: Clarendon Press, 1975), pp. 97–138, and 

“What Is a Theory of Meaning? II,” in  Truth and Meaning: Essays in Semantics , ed. 

Gareth Evans and John McDowell (Oxford: Clarendon Press, 1976), pp. 67–137; Saul 

Kripke,  Wittgenstein on Rules and Private Language  (Oxford: Oxford University Press, 

1982). 



400  Louise Röska-Hardy 

 33. Donald Davidson, “The Second Person,” in  Subjective, Intersubjective, Objective , 

p. 108; Donald Davidson, “The Social Aspect of Language,” in  Truth, Language, and 

History , pp. 109–125. 

 34. Donald Davidson, “Seeing through Language,” in  Truth, Language and History , 

p. 131. 

 35. Davidson, “The Irreducibility of the Concept of the Self,” p. 89; “The Social 

Aspect of Language,” p. 115. 

 36. Davidson, “Communication and Convention,” pp. 271–272; “A Nice Derange-

ment of Epitaphs,” p. 101; “The Social Aspect of Language,” pp. 120–121; “The Sec-

ond Person,” pp. 111–112, 116. 

 37. Davidson claims, “[W]hat matters, the point of language or speech . . . , is com-

munication, getting across to someone else what you have in mind by means of 

words that they interpret (understand) as you want them to. Speech has endless other 

purposes, but none underlies this one.” “The Social Aspect of Language,” p. 120. 

 38. Davidson regards ‘actual utterances of a speaker’ and ‘sentences relativized to a 

time and a speaker’ as interchangeable (“Truth and Meaning,” p. 34; “What Is Present 

to the Mind?,” p. 63). 

 39. Davidson, “The Social Aspect of Language,” p. 120. 

 40. Davidson argues in numerous places that meaning cannot be defi ned in terms of 

speakers’ intentions. He clarifi es that his formulation of the notion of meaning is not 

Gricean, for it rests on the concept of understanding, whereas Grice aimed at defi n-

ing meaning generally in terms of intentions that do not involve linguistic meaning 

at all (“The Social Aspect of Language,” p. 121, n. 13; “Locating Literary Language,” 

in  Truth, Language, and History , p. 173). 

 41. Davidson, “First Person Authority,” p. 12; “Knowing One’s Own Mind,” p. 28. 

 42. Davidson, “Knowing One’s Own Mind,” p. 28. 

 43. Donald Davidson, “Locating Literary Language,” p. 170. 

 44. Davidson, “Communication and Convention,” p. 277. 

 45. For a discussion of Davidson’s externalism, see Louise Röska-Hardy, “Internal-

ism, Externalism, and Davidson’s Conception of the Mental,” in  Language, Mind and 

Epistemology: On Donald Davidson’s Philosophy , ed. Gerhard Preyer, Frank Siebelt, and 

Alexander Ulfi g (Dordrecht: Kluwer, 1994), pp. 263–281. 

 46. Davidson introduces the notion of triangulation in “Rational Animals,” in  In-

quiries into Truth and Interpretation , p. 105, and develops it in subsequent essays—see 

“Communication and Convention,” “Epistemology Externalized,” “Three Varieties 

of Knowledge,” “The Second Person,” “The Emergence of Thought,” in  Subjective, In-

tersubjective, Objective , pp. 123–134; Davidson, “Interpretation: Hard in Theory, Easy 



 Davidson and Self-Knowledge  401

in Practice,” in Caro (ed.),  Interpretations and Causes ; and Davidson, “Externalisms,” 

in  Interpreting Davidson , ed. Petr Kotatko, Peter Pagin, and Gabriel Segal (Palo Alto: 

CSLI Publications, 2001), pp. 5–13. 

 47. Davidson, “The Myth of the Subjective,” p. 44. This is of a piece with Davidson’s 

rejection of meanings as entities and his insistence that meaning is a theoretical 

concept that satisfi es formal and empirical constraints. 

 48. For details, see the essays collected in Davidson,  Inquiries into Truth and Interpreta-

tion , and Davidson,  Truth and Predication  (Cambridge, MA: Harvard University Press, 

2005), chap. 3. 

 49. Starting with “Truth and Meaning,” Davidson has emphasized that his theory 

applies to utterances (“Truth and Meaning,” p. 34). The Davidsonian approach is 

predicated on analyzing inscriptions, utterances, and speech acts, not sentence types 

(“On Saying that,” in  Inquiries into Truth and Interpretation , p. 106, n. 16). 

 50. Davidson,  Truth and Predication , chap. 3; Davidson, “The Structure and Content 

of Truth,”  Journal of Philosophy  87 (1990): part III, 309–326. 

 51. Davidson claims that the attitudes of holding true a sentence or of preferring 

one sentence as true over another are neutral between meaning and belief, and he 

contends they can be identifi ed in observed speech in advance of interpretation. He 

characterizes them as “non-individuative,” because they do not presuppose specifi c 

propositional content (“The Structure and Content of Truth,” p. 323). The attitude 

of preferring true a sentence is central for Davidson’s use of decision theory in his 

unifi ed theory of meaning and action (see Davidson, “A Unifi ed Theory of Thought, 

Meaning, and Action,” in  Problems of Rationality , pp. 309–328). However, this evi-

dential base presents the interpreter with a dilemma, since the attitude of holding 

true is the product of two factors—what the speaker takes the sentence to mean and 

what the speaker believes to be the case. To deal with this interdependence, Davidson 

suggests that the interpreter hold belief constant, in order to “solve” for meaning, 

e.g., by charitably assuming logical consistency and basic rationality on the speaker’s 

part (principle of coherence), and by assuming that the speaker is cognitively similar 

in her responses to features of the world (principle of correspondence). This strategy 

endows the speaker with what the interpreter takes to be largely true beliefs about 

the nonlinguistic world and thus allows him to attribute meaning to utterances on 

the basis of inferences about beliefs. In particular, it enables the interpreter to use 

observations of causal interactions between the speaker and the world as a basis for 

assigning truth conditions and thus meaning and content to the speaker’s utterances 

(Davidson, “Radical Interpretation,” p. 136; see also see also Davidson, “Belief and 

the Basis of Meaning”; “Thought and Talk,” in  Inquiries into Truth and Interpretation , 

pp. 168–169; “Three Varieties of Knowledge,” p. 211). 

 52. Davidson draws an analogy between a Tarski-style semantic theory and mea-

surement theory. In the measurement analogy, the interpreter’s sentences serve to 



402  Louise Röska-Hardy 

keep track of everything propositional, just as the numbers on the Celsius or the 

Fahrenheit scales serve to keep track of temperature. See “What Is Present to the 

Mind?,” pp. 59–62; “The Emergence of Thought,” pp. 130–133; “Indeterminism and 

Antirealism,” in  Subjective, Intersubjective, Objective , pp. 74–77. 

 53. Davidson, “A Coherence Theory of Truth and Knowledge,” in  Subjective, Inter-

subjective, Objective , p. 151. 

 54. Donald Davidson, “Radical Interpretation Interpreted,” in  Philosophical Perspec-

tives , vol. 8:  Logic and Language , ed. James E. Tomberlin (Atascadero, CA: Ridgeview, 

1994), p. 125. 

 55. Davidson, “Thought and Talk,” p. 162. 

 56. Davidson, “Thought and Talk,” pp. 168–169; “The Problem of Objectivity,” 

pp. 11–17; “The Emergence of Thought,” pp. 124–126. 

 57. In the basic cases of perceptual or occasion sentences, Davidson argues that as-

pects of the situations that cause speakers to accept or reject perception sentences, 

i.e., to hold them true or false, endow them with meaning and content. He remarks, 

“A sentence which one has been conditioned by the learning process to be caused 

to hold true by the presence of fi res will be true when there is a fi re present; a word 

one has been conditioned to be caused to hold applicable in the presence of snakes 

will refer to snakes” (“The Myth of the Subjective,” pp. 44–45). For Davidson’s dis-

cussion of his version of externalism, see “Radical Interpretation,” “Epistemology 

Externalized,” “Meaning, Truth, and Evidence,” and “Externalisms.” 

 58. Davidson, “Conditions of Thought,” p. 195; “Epistemology Externalized,” 

pp. 196–198; “Three Varieties of Knowledge,” p. 213. 

 59. Davidson, “The Myth of the Subjective,” p. 51. 

 60. Davidson, “A Coherence Theory of Truth and Knowledge,” p. 318; “Epistemol-

ogy Externalized,” pp. 201–203; “Three Varieties of Knowledge,” p. 212; “The Second 

Person,” pp. 117–121; “Interpretation: Hard in Theory, Easy in Practice,” pp. 39–43; 

“Externalisms,” pp. 5–13. 

 61. Davidson, “Three Varieties of Knowledge,” pp. 212–213; see also “What Thought 

Requires,” in  Problems of Rationality , pp. 142–144, and “The Second Person.” 

 62. Davidson, “The Irreducibility of the Concept of the Self,” p. 88. 

 63. Davidson, “The Second Person,” p. 121. 

 64. For Davidson’s paratactic analysis of propositional attitude ascriptions, see “On 

Saying That,” pp. 93–108; “Thought and Talk,” pp. 165–166; “What Is Present to the 

Mind?,” pp. 63–64. 

 65. Davidson, “Comments on Karlovy Vary Papers,” in Kotatko, Pagin, and Segal 

(eds.),  Interpreting Davidson , p. 299. 



 Davidson and Self-Knowledge  403

 66. Davidson, “Epistemology Externalized,” p. 198. 

 67. In uttering a sentence of her idiolect to self-ascribe a thought, the speaker is not 

in a position to step outside her language in order to judge how things are inde-

pendently of how she takes them to be. See Röska-Hardy, “Moore’s Paradox and the 

Expression of Belief,” pp. 335–336. 

 68. Davidson, “The Irreducibility of the Concept of the Self,” pp. 88–89. 

 69. Davidson, “First Person Authority,” p. 13; “Knowing One’s Own Mind,” pp. 37–38. 

 70. Davidson, “Thought and Talk,” p. 69; see also “On the Very Idea of a Conceptual 

Scheme” in  Inquiries into Truth and Interpretation , pp. 183–198, and “Epistemology 

Externalized.” 

 71. Davidson, “Reply to Picardi,” p. 211; “Reply to Thöle,” p. 248. See also Davidson, 

“Empirical Content,” in  Inquiries into Truth and Interpretation , p. 175. 

 72. Davidson, “What Is Present to the Mind?,” p. 66. 

 73. Davidson, “Comments on Karlovy Vary Papers,” p. 287; see also “Externalisms,” 

pp. 14–15. 

 74. Davidson, “Comments on Karlovy Vary Papers,” p. 297. 

 75. Davidson, “Seeing through Language,” in  Truth, Language and History , p. 135. 

 76. See Davidson, “Three Varieties of Knowledge,” pp. 205–206, 218–220; “The 

Problem of Objectivity,” pp. 3–4; “The Second Person,” pp. 120–121. 
 





 1 Introduction 

 Donald Davidson’s philosophy of language provides a rich array of concep-
tual tools for feminist science studies. In this essay, I focus on Davidson’s 
account of radical interpretation and the concept of triangulation as a nec-
essary feature of communication and the formation of beliefs. 

 The basic features of triangulation relevant to this discussion arise out 
of Davidson’s thought experiment, building from W. V. O. Quine, concern-
ing the interpretational strategies of the radical interpreter—an adult who 
fi nds herself in the midst of speakers of a language completely foreign to 
her.  1   In the absence of a translation manual or any collateral information 
about the new language, how, Davidson asks, must this idealized inter-
preter proceed to cope with her unfamiliar world? Initially, all she has to 
go on, and, indeed, all she needs, says Davidson, is the development of a 
triangular relationship between (i) the beliefs of native speakers expressed 
as sentences, (ii) the features of the world to which the sentences refer, and 
(iii) her attention to (i) and (ii). 

 There are two important implications of this model of belief formation 
for feminists studying the effects of social location on knowledge produc-
tion generally, and the production of scientifi c knowledge in particular. 

 The fi rst is Davidson’s argument that whatever there is to the meaning 
of any of our beliefs must in principle be available from the radical inter-
preter’s external, third-person perspective. We can all imagine and/or have 
experienced successful immersion experiences in completely unfamiliar 
language communities. On what can this success depend? Surely not on 
some internal private stock of beliefs about, or expressed in, the new lan-
guage that are then tested; initially in these situations, we, as radical inter-
preters, have no such semantic content available to us in the new language. 
Yet eventually we can, or at least we know people who have, learned the 
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new language. The reason is that, in the simplest cases, at least, the content 
of the beliefs of the native speakers can be publicly accessed through radical 
interpretation. There is some debate about the role of radical interpretation 
in the language acquisition of children, but, in principle if not always in 
practice, the lesson remains.  2   Although beliefs are held by individuals and 
are, in some sense, idiosyncratic and/or a product of particular social forces 
and locations that may not be shared by everyone, still, the content of any 
belief must in principle be publicly accessible and communicable, for it is 
the public process of communication that gives rise to those beliefs in the 
fi rst place. And if the content of a belief can be publicly accessed, then the 
relationship between the content of the belief and the features of the world 
to which it refers, more or less directly, can be adjudicated by anyone who 
cares enough to take the time to do so. 

 This lesson responds to those critics of feminist science studies who ar-
gue that by identifying gender, for example, as playing an important role 
in scientifi c theory formation and testing, feminists are committing them-
selves to an incoherent conceptual relativism. Of course, some feminist 
articulations of the role of gender in science  might  commit themselves in 
this way (see, e.g., my discussion of Sandra Harding’s work, below), but 
there is nothing about the acknowledgment of the role of social location in 
knowledge that  forces  such a commitment, and no one involved in feminist 
science studies (certainly not Harding) would endorse the commitment. If 
Davidson is right, the radical conceptual relativism that results from the 
view that believers from different social locations, such as different gen-
ders, somehow live in different and incommensurable conceptual worlds 
simply cannot arise, at least not in any philosophically interesting way, 
and certainly not in a way that would damage the epistemic authority of 
feminist claims.  3   

 The second important implication of triangulation for feminist science 
studies is that Davidson’s is a holistic model that shows there is no prin-
cipled, substantive difference in the triangulation process by which we 
form beliefs concerning basic descriptive features of the world and beliefs 
concerning evaluative features of the world.  4   That is, just as with descrip-
tive judgments, feminist and other value judgments generally get their se-
mantic content from their relationship to the world—a relationship that 
can in principle be objectively adjudicated. In this way, we can show that 
what makes feminist interpretations of particular scientifi c studies better 
than sexist interpretations is that the feminist interpretations are more 
empirically adequate; and the notion of empirical adequacy at work can 
be objectively adjudicated even by those who do not share feminist value 
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frameworks. The key to such objective adjudication is not that the knower 
be neutral or value-free—that is impossible—but instead that the knower 
be  impartial  in her assessment of the evidence for or against a particular 
value judgment. The important distinctions between the impossible task 
of being neutral and the crucial task of being impartial, tentative, or non-
dogmatic are discussed by a number of philosophers who write about femi-
nism, values, and science.  5   

 2 Feminism and Relativism 

 I begin with the fi rst implication of triangulation: the antirelativist point 
that the content of any one of our beliefs must in principle be publicly ac-
cessible and communicable; and that the truth of that belief must be avail-
able for adjudication by anyone, irrespective of his or her social location. 
Of course, those interpreting and adjudicating need to care enough to take 
the time to trace the often complex links between the content of the belief 
and the features of the world to which it refers, more or less directly. This 
is a nontrivial, practical problem to which I return below in the section 
entitled “Feminist Strategy.” 

 As expressed by Helen Longino in her essay “Essential Tensions,” femi-
nists engaged in science studies have to reconcile what seem to be two con-
fl icting claims: “that scientifi c inquiry is value- or ideology-laden  and  that it 
is productive of knowledge.”  6   The values with which science is “laden” arise 
partly as a result of the social location of scientists. One of the stumbling 
blocks to reconciling the role of values in producing legitimate knowledge 
claims, then, is the problem of articulating a model of knowledge that 
shows how people from different social locations can share objective epis-
temic standards—that conceptual-scheme relativism is a nonstarter. Many 
feminists involved in science studies have shown a commitment to the 
claim that although the social location of knowers is relevant to the knowl-
edge produced, this relevance does not radically foreclose the possibility of 
sharing objective epistemological standards between those who are work-
ing from different social locations. Feminist interpretations of particular 
studies are empirically better than sexist interpretations—and not better 
according to feminist epistemological standards, understood as subjective 
and relativistic, but better according to objective standards held by femi-
nists and in principle available to any knower. 

 In her landmark essay “Situated Knowledges,” Donna Haraway argued 
that “feminists have to insist on a better account of the world, it is not 
enough to show radical historical contingency and modes of construction 
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for everything.”  7   In the more recent book  Ecological Thinking , Lorraine Code 
highlighted the ability of her ecological epistemic project to guard “against 
the subjectivism and/or relativism that have deterred philosophers from 
granting epistemic signifi cance to place, particularity, imagination, and 
interpretation.”  8   

 However, it is not always clear how a relativism based on social location 
is to be avoided, as many critics of feminist work in science are quick to 
point out. While we feminists attend to the diffi cult and important task 
of identifying the multiple infl uences of “place, particularity, imagination, 
and interpretation,” in science, we need also to be explicit in our explana-
tions of how it is that these infl uences can at least in principle be identifi ed 
and their strengths and weaknesses made clear to any knower who cares 
enough to engage in the question. 

 I attempted to provide such an explanation in my earliest articulation 
of the usefulness of Davidson’s work to feminists.  9   There, I argued that an 
unnecessary level of relativism could be found in some of the early and clas-
sic epistemological writings of three infl uential feminist theorists: Longino, 
Harding, and Evelyn Fox Keller, and that reworking their arguments in 
terms of Davidson’s model of radical interpretation would avoid the rela-
tivist problem.  10   Beginning with an analysis of Longino’s “Can There Be a 
Feminist Science?” and  Science as Social Knowledge , and proceeding to three 
essays from Keller’s collection  Secrets of Life, Secrets of Death , I argued that 
each of these writings employed, unnecessarily, a relativist claim that our 
theory-choices must be based not just on the empirical evidence, narrowly 
construed, but must also be  relative  to a political or cultural “worldview,” 
“explanatory scheme,” or “interpretive framework.” I showed how this sort 
of relativism involves the conceptual splitting of the empirical evidence, 
on the one hand, from the fi lter of politics or culture, on the other—a 
split similar to that between “content” and “scheme” critically discussed 
by Davidson.  11   

 I review here the problem of conceptual relativism that I had identifi ed 
in Harding’s articulation of feminist standpoint theory. Harding is appro-
priately critical of the claim that objective method consists in detecting a 
one-to-one correspondence between true representations and the world.  12   
She argues that certain aspects of culture, namely the social standpoint of 
the theorist, fi lter the correspondence between any one theory and the 
evidence gathered in support of that theory. Harding makes the Marxist 
claim that one’s social standpoint will “organize and set limits” on one’s 
understanding of the world.  13   In other words, the choice of which theories 
of the world we take to be true will be relative, in some way, to our social 
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standpoint. In “Rethinking Standpoint Epistemology: What Is ‘Strong 
Objectivity’?” Harding explains her commitment to the general tenets of 
standpoint theory: 

 The starting point of standpoint theory—and its claim that is most often misread—is 

that in societies stratifi ed by race, ethnicity, class, gender, sexuality, or some other 

such politics shaping the very structure of a society, the activities of those at the 

top both organize and set limits on what persons who perform such activities can 

understand about themselves and the world around them. . . . In contrast, the activi-

ties of those at the bottom of such social hierarchies can provide starting points for 

thought—for  everyone’s  research and scholarship—from which humans’ relations 

with each other and the natural world can become visible. This is because the expe-

rience and lives of marginalized peoples, as they understand them, provide particu-

larly signifi cant  problems to be explained  or research agendas.  14   

 In  Whose Science? Whose Knowledge?  Harding responds to worries about 
conceptual-scheme relativism that might seem to arise from her work, argu-
ing that although every social standpoint fi lter “organizes and sets limits” 
on understanding, that is, every fi lter provides only a partial representation 
of reality, not all social standpoints generate  equally  partial representations 
or beliefs. The social standpoints of women, or feminists with “maximally 
liberatory social interests,” for example, “have generated less partial and 
distorted beliefs than others.”  15   She explains: 

 The history of science shows that research directed by maximally liberatory social 

interests and values tends to be better equipped to identify partial claims and distort-

ing assumptions, even though the credibility of the scientists who do it may not be 

enhanced during the short run. After all, anti-liberatory interests and values are in-

vested in the natural inferiority of just the groups of humans who, if given real equal 

access (not just the formally equal access that is liberalism’s goal) to public voice, 

would most strongly contest claims about their purported natural inferiority. Anti-

liberatory interests and values silence and destroy the most likely sources of evidence 

against their own claims. That is what makes them rational for elites.  16   

 I’m not convinced that her response to relativism works here. Harding 
rightly criticizes the traditional epistemological view of what she calls “ob-
jectivism.” The “value-free” approach of objectivism, she argues, results in 
a “semi-science” that “turns away from the task of critically identifying all 
those broad, historical social desires, interests, and values that have shaped 
the agendas, contents, and results of the sciences much as they shape the 
rest of human affairs.”  17   Harding prescribes, instead, “strong objectivity” 
that extends the idea of scientifi c research “to include systematic examina-
tion of . . . powerful background beliefs,” thereby “maximizing objectiv-
ity.”  18   The concern is that strong objectivity is characterized by Harding as 
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the critical examination of linguistic or social fi lters, “the powerful back-
ground beliefs” that continually block our knowledge-seeking of the natural 
realm. Powerful background beliefs operate as fi lters or conceptual schemes 
for organizing the data from the natural world. Here a scheme–content 
relativism begins to reappear in Harding’s work. Beliefs that we form about 
the natural world can never be objectively true or false on her account, only 
true or false relative to our subjective fi lters. 

 Indeed, because Harding acknowledges that all beliefs have a social fi lter, 
she disavows the claim that the standpoints of women or feminists will 
produce objectively true beliefs.  19   While she purchases some consistency 
by claiming that  all  knowledge is somehow distorted by conceptual frame-
works, her relativist claim robs her of the foundation she then needs to 
argue her thesis—namely that the knowledge produced from maximally 
liberatory social standpoints is less distorted, generally, than that produced 
from others. On what can this normative comparison be based? For Hard-
ing, objective method (“strong objectivity”) is simply the  least subjective  
method for judging which conceptual schemes, fi lters, or interpretive 
frameworks make for the least opaque fi lters between us and the world. If 
this is the case, then, Harding (as well as critics of feminism) is right: We 
must concede a certain amount of relativism. When feminist scientists and 
science commentators choose between competing theories, our choice is 
made on the basis of our feminist political interpretive frameworks, under-
stood not as evidence available for objective adjudication, but as subjective 
fi lters that  organize  the evidence. 

 3 A Davidsonian Prescription 

 Paralleling the work of many feminist critics of epistemology, Davidson 
argues against the claim that the objective detection of sensory data, for 
example, can be used to justify or stand as evidence for beliefs that repre-
sent those data. Davidson notes that for the justifi cation process to work, 
we have to be aware of the detection of sense data, and this awareness is 
simply another belief. His argument undercuts the naive objectivist attempt 
to construe awareness of sensory data as an evidential entity that stands 
 independent from  our beliefs. 

 It might seem, however, that in revealing the incoherence of harnessing 
sensations as independent evidence, Davidson has removed any objective 
justifi catory scheme for our empirical beliefs. This seems to leave us with 
the relativism encountered by Harding, a relativism that Davidson’s model 
is supposed to avoid. All is not lost, however, as Davidson’s model of the 



 Radical Interpretation, Feminism, and Science  411

radical interpreter provides us with a good  reason  “for supposing most of 
our beliefs are true that is not a form of  evidence. ”  20   

 It is important to make clear that the term “most” in the above quota-
tion is not meant as a quantifi cational claim guaranteeing, for example, 
that a certain  number  of our beliefs must be true. Rather, Davidson uses the 
concept of the radical interpreter to show that the detection of false beliefs 
 requires  that we have a background of true beliefs against which the error 
of the false beliefs can be measured. This latter claim undercuts the global 
skeptic who wants to make error a general concern, that is, who wants to 
deny or question the existence or objectivity of norms against which errors 
can be measured and detected. 

 Davidson equips the radical interpreter with the abilities of a competent 
adult speaker of a language. Parachuted into the midst of a foreign land, 
she has general expectations about how to proceed. She has a sense of 
basic logical structure, that is, she understands the implications of those 
elements of a language (“and,” “if . . . then,” etc.) that give the sentences 
that contain them their particular logical form. She also has the ability to 
discern when the speakers of the foreign language are making assertions, 
that is, expressing, in the form of sentences, beliefs held true (even though, 
in the beginning, she has no idea what those sentences mean). 

 Davidson notes that, to make any progress in her new world, the radi-
cal interpreter must watch for correlations between types of sounds ut-
tered by the native speakers and the kinds of events in their shared world 
that caused the utterances. In the beginning this is all she has to go on. 
She does not have any preconceived notion of the particular semantic 
role that is played by any particular noises uttered by the native speak-
ers. Rather, at this early stage, the radical interpreter’s successful (accurate) 
identifi cation of the environmental reference that prompted the native 
speakers’ noises is what provides those noises with semantic content in the 
fi rst place. 

 The causal triangular relationship between the interpreter, the native 
speakers’ utterances, and the objects and events in their world requires that 
the interpreter assume the natives are speaking truthfully about their be-
liefs. Of course, while the adult language user has the ability to recognize 
when a native speaker is making an assertion, this recognition does not 
 guarantee  that the native speaker’s assertion is true. But, says Davidson, at 
the beginning, the radical interpreter must  assume  that the native speaker’s 
assertions are true. For interpretation to occur she must assume that the 
same relation between belief and truth holds for those she interprets, as for 
herself—what Davidson calls “the principle of charity.” 
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 Why is this agreement necessary at the beginning when the interpreter 
is collecting sentences in the native language and correlating them with the 
sorts of environmental conditions that prompted the sentences? It is neces-
sary, says Davidson, because to identify her teachers as having  any  beliefs, 
she must assume the beliefs they hold are true. Once she has established an 
empirical base of correlations between their sentences and hers,  then  she 
can start to make judgments of inconsistency and falsehood. Before that 
point, identifying her teachers’ beliefs as false would deplete the empirical 
base from which she needs to begin her interpretative project in the fi rst 
place. As Jeff Malpas explains, assigning “too much falsity among beliefs 
undermines the possibility of identifying beliefs at all.”  21   Identifying false-
hoods and misconceptions is “parasitic” on an established coordinate of 
shared meaning.  22   

 It might still be unclear, however, why the existence of a “shared coor-
dinate of meaning” between the native speaker and the radical interpreter 
guarantees, in Davidson’s words, that “it cannot happen that most of our 
plainest beliefs about what exists in the world are false.”  23   Just because there 
must be  agreement  between the radical interpreter and the native speakers’ 
about the truth of basic beliefs does not guarantee that those beliefs are, 
 in fact , true. Davidson responds by examining the concept of truth itself. 
Where, he asks, do we come up with the concept of objective truth? The 
answer is in shared language. “Unless a language is shared there is no way to 
distinguish between using the language correctly and using it incorrectly; 
only communication with another can supply an objective check.”  24   And 
communication with another can only start by assuming agreement on 
what makes utterances true—the principle of charity. 

 If the principle of charity is a precursor for successful interpretation, 
this means that truth must be held primitive for words and sentences to 
be meaningful. This takes us back to the example of the radical interpreter 
correlating environmental circumstances with basic native utterances. The 
radical interpreter has no initial preconceptions about how to link a native 
utterance with specifi c semantic content. Rather, her attention to the cor-
rect (true) reference of the native sentence is what provides her with clues 
to the meaning of the utterance in the fi rst place. The meaning of an utter-
ance is given by its truth conditions, and not the reverse. 

 Davidson uses these points about the radical interpreter to support his 
extensionalist claim that in the simplest cases of beliefs, the events and 
objects that cause those beliefs (the  extension  of the beliefs) also determine 
their contents, or meaning (the  intension  of the beliefs).  25   This means that 
in the simplest cases, there cannot be wholesale slippage between our 
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understanding of the meaning of a sentence and our understanding of the 
conditions that would make that sentence true. Davidson describes this ap-
proach to meaning further, in the following passage: 

 As long as we adhere to the basic intuition that in the simplest cases words and 

thoughts refer to what causes them, it is clear that it cannot happen that most of our 

plainest beliefs about what exists in the world are false. The reason is that we do not 

fi rst form concepts and then discover what they apply to; rather, in the basic cases, 

the application determines the content of the concept.  26   

 Davidson’s extensionalist approach to meaning excludes the possibility that 
the speech of the radical interpreter could be in principle indistinguishable 
from her teachers  and  idiosyncratic with respect to meaning. In the case of 
simple perceptual beliefs, the meaning of her utterances is determined by 
their being used correctly in the presence of another speaker and the event 
in the world that caused the utterance. Taking a holistic approach to build 
from the simpler cases of beliefs to beliefs expressed in more complex value 
judgments, any idiosyncrasies in the radical interpreter’s meaning are  in 
principle  available for her correction through a purely extensional examina-
tion of how she has applied her referents. Somewhere along the line, any 
discrepancies can in principle be revealed. There is no subjective “inside” to 
her beliefs that is relative to her conceptual scheme and inaccessible from 
the viewpoint of native speakers on the “outside.” 

 Applying Davidson’s model of language use to cases like Harding’s stand-
point theory, we are cautioned against the metaphysical bifurcation of in-
ner, subjective, politically laden fi lters and external, objective, empirical 
beliefs. This advice is particularly relevant for addressing the problems that 
Harding encounters in her arguments about the fi ltering function of so-
cial standpoints. Harding argues that, because interpretive frameworks or 
cultural worldviews fi lter any evidence brought forward in support of a sci-
entifi c theory or hypothesis, we cannot choose between theories or hypoth-
eses simply on the basis of empirical evidence (where empirical evidence is 
narrowly construed by Harding). On her view, adjudication must ultimately 
be relative to our political values and worldviews. However, this construal 
presumes the relativist view that the “empirical evidence” and our feminist 
“political values” emanate from two metaphysically separate spheres—the 
fi rst from the objective, external world; the second from the subjective, 
internal mind (or minds). The “empirical evidence” is construed as provid-
ing independent (objective) support for a theory, while political values are 
viewed as dependent and subjective  fi lters  for the evidence. 

 In response to this claim about the belief-independence of empirical 
evidence, Davidson reminds us that when we marshal empirical evidence 
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in support of a belief or theory, we need fi rst to be aware of the empiri-
cal evidence, and that  awareness  is itself another belief. In the project of 
marshaling epistemic justifi cation for our individual beliefs, there is no in-
dependent, “nonbelief” entity to which we can appeal. The evidence for a 
belief must  itself  be a belief. It is also important to see that both our political 
values and our more straightforwardly empirical commitments are beliefs 
of this evidential sort. On Davidson’s model, even our (feminist) political 
beliefs must have some weblike relation to empirical evidence, if they are 
to have any content. And it is this relation that can in principle be shared 
and evaluated objectively by anyone, regardless of political affi liations and/
or worldviews. 

 There are a number of ways in which empirically informed feminist 
political values can interact with and support the more straightforwardly 
empirical commitments that, together, make up our growing web of beliefs 
(e.g., our beliefs critical of sexism and oppression in science). Consider, for 
example, Elizabeth Anderson’s discussion of feminist social scientifi c re-
search on divorce.  27   Anderson examines feminist political value judgments 
such as the claim that, women, just like men, cannot be adequately defi ned 
by exclusive attention to their relationships to their spouses and children.  28   
Both women and men have needs, desires, and concerns that focus on 
aspects of their lives other than their families and homes. These sorts of 
political value judgments have empirical content that can be objectively 
evaluated, and they are relevant to the question of how to approach the sci-
entifi c study of divorce. Anderson argues convincingly that the foreground-
ing of these feminist claims, however controversial to some, can objectively 
increase the empirical adequacy of research on divorce.  29   For example, by 
including this sort of claim, feminist researchers were encouraged to frame 
questions that allowed for a wider range of responses from the study partici-
pants, and hence a more empirically accurate description of the phenom-
enon. Feminist researchers were able to see what traditional researchers did 
not, namely that divorce might not always be seen as a negative life event.  30   

 This brings us to the second implication of Davidson’s model for femi-
nists, namely, his fact–value holism. Recall Longino’s acknowledgment that 
feminists engaged in science studies have to show both “that scientifi c in-
quiry is value- or ideology-laden  and  that it is productive of knowledge.” On 
Davidson’s holistic model, these two seemingly contradictory projects are 
shown to be of a single piece. The empirical beliefs that comprise “scientifi c 
knowledge” have no better or worse metaphysical links to the outer, inde-
pendent objective world than do our beliefs about values, just as our beliefs 
about values are no more closely related than our more straightforwardly 
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empirical beliefs to our inner subjective world. But this is because, on Da-
vidson’s view, there  is no  inner or outer world; there is no metaphysical bi-
furcation. There is only one world, an objective view of which can be made 
meaningful only by the language users who are part of it. 

 Although it is certainly possible that some of the feminist political be-
liefs and other value judgments that make up our belief webs might be 
more  geographically  remote from the simpler perceptual beliefs at the edge 
of our webs, the holism of Davidson’s model indicates that the value judg-
ments are still connected, by some threads, to those simpler beliefs. When 
we examine meaning on the model of the radical interpreter, we see that 
changes in those simple beliefs can, and must, in principle, affect our more 
complex value judgments, even if the effect is only slight. Furthermore, 
the links to empirical content of any given value judgments are as avail-
able to objective adjudication as are our more straightforward descriptive 
beliefs. 

 If we take Davidson’s meaning holism seriously, then even our more 
complex political and other value judgments are importantly linked in 
publicly accessible ways to our more simple perceptual beliefs and, more 
generally, to our everyday shared experiences about, and in, the world. It 
is these complicated but, in principle, publicly accessible set of inferential 
links that give our more complex political beliefs their meaning. By tracing 
the inferential relationship between our value judgments and our every-
day shared experiences, we can begin to adjudicate objectively the truth or 
falsity of the more complex evaluative judgments. As with even the most 
basic exchanges, the fact that we can recognize each other as holding these 
more complex beliefs becomes the route we take for identifying and objec-
tively adjudicating their content.  31   Such objective adjudication is possible, 
though, of course, diffi cult.  32   

 The sense of objectivity that Davidson’s account reveals in the most 
general sense, then, is that our beliefs are objectively true or false insofar as 
their truth-values hold independently of “our will and our attitudes”; their 
truth-values are “not in general guaranteed by anything in us.”  33   Want-
ing something to be true or false does not make it so. Of course, there are 
many cases of “self-fulfi lling” prophecy as well as placebo effects and other 
social-psychological phenomena where labeling something or someone can 
indeed bring about a change in the world, but even these sorts of changes 
are dependent on the usual physical causal processes. That negative social 
messages about weight and body image lead some young women to de-
velop eating disorders need not imply that this sort of illness was “willed 
into being” through some special metaphysical process in the arsenal of 
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sexist advertising executives, however much one might begin to suspect 
just that.  34   

 The innocuous notion of independence between our desires and the 
truth of our beliefs that underlies Davidson’s claim that our beliefs can be 
objectively true or false applies also to the process or method by which we 
identify true and false beliefs and/or adjudicate between competing beliefs. 
That is, because the truth-values of beliefs are, in principle, objective, that 
means that there are features outside of our own wants and desires that 
we can point to in identifying those truth-values and/or in adjudicating 
between competing truth claims. We do not have to be neutral toward the 
truth of any belief in order to hold the belief up to critical scrutiny, that is, 
in order to give that belief or its opposite a fair hearing. Objective, ratio-
nal adjudication of beliefs requires not that we be neutral, but that we be 
tentative and nondogmatic. The very same objective process by which we 
identifi ed the truth-value of a particular belief can in principle be sensitive 
to new experiences that require us to change our minds. 

 Davidson himself does not focus on this methodological aspect of ob-
jectivity, perhaps because it tends to be addressed in venues featuring sci-
ence studies rather than in the terrain of epistemology and philosophy of 
language. Within science studies, the question usually concerns how best to 
choose objectively between competing theories, where an objective process 
of theory-choice usually indicates, at least, a nondogmatic, fallible assess-
ment of the relevant evidence supporting each theory. Applying Davidson’s 
account, the process would involve tracing the public, empirically acces-
sible route by which the content of the beliefs in question was established, 
and assessing the relevant evidential links between these beliefs and their 
causes. But again, this adjudication process can in principle be objective, 
insofar as the truth-values of the competing beliefs at issue are independent 
of the desires of the holders of the beliefs. This naturalized analysis of the 
objectivity of theory choice parallels the analysis offered by a number of 
feminist philosophers of science, such as Alison Wylie’s discussion of the 
“security” of archaeological evidence.  35   

 Of course, this Davidsonian-inspired view of beliefs about values as ca-
pable of being objectively true or false contrasts with a more popular view 
of values that focuses on their private or subjective nature—an inner nature 
that keeps value judgments from being available for objective evaluation. 
On some interpretations of Hume, for example, it seems that because we 
cannot fi nd value judgments out in the world, in the way that we can fi nd, 
say, rocks out in the world, no objective claims can be made about values. 
However, with Davidson, I don’t think that questions of the “location” of 
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values (out there, in here) get to the question of the  objectivity  of values. To 
put it another way: unless we are operating with some lingering Cartesian 
dualism, we shouldn’t make much metaphysical noise about the difference 
between beliefs formed “out there” and “in here.” It’s not that there’s  no  
difference between those sorts of beliefs, just not a difference that affects 
our ability to objectively examine their truth. 

 Compare the case of making objective claims regarding other sorts of 
properties, such as weights or colors. There is a fact of the matter about 
whether something weighs fi ve kilograms rather than ten, or is green rather 
than red. Insofar as we can make objective judgments about properties such 
as color or weight, this doesn’t commit us to the view that greenness is out 
there in the world in the same way that rocks are out there in the world. 

 Note also that just because there is an objective fact about whether these 
predicates can be applied in any given case does not mean that we would all 
agree on the application criteria, or that the identifi cation process is going 
to be straightforward. Compare: 

 1. Grass is green. 
 2. A person’s sex-chromosomes are causally irrelevant to successful parenting. 
 3. Individual organisms belong to the same species just in case they can 
interbreed. 
 4. Water is the molecule H 2 O. 

 Cases 3 and 4 might stand out as straightforwardly and objectively true 
descriptive judgments. However, identifying water as the molecule “H 2 O” 
is controversial. A sample of pure H 2 O does not have the properties many 
of us would want to associate with water; in large amounts, it is harmful 
to drink. Indeed the process of identifying macroproperties of the world 
around us by reference to their molecular properties is still debated within 
chemistry. Defi ning species categories is similarly controversial within evo-
lutionary biology, and systematics more generally. In fact, there is probably 
as much if not more agreement about the application criteria and empirical 
evidence for the judgments involved in cases 1 and 2 than there is for cases 
3 and 4. But, again, even with doubts about application criteria, there is 
little doubt that there is an objective fact of the matter in each of the above 
four cases. 

 So lack of agreement about how to apply a particular predicate is sepa-
rate from the question of whether that predicate expresses an objective fact 
of the matter. And just as we would agree that there is a fact of the matter 
about whether something is green or red, or a member of the same species 
or not, there is also a fact about whether someone is a good parent and 
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whether his or her sex chromosomes fi gure relevantly in this assignment. 
We can objectively evaluate whether these predicates are being applied cor-
rectly even if the level of agreement about application criteria varies from 
case to case. 

 Our judgments of properties such as color are similar to our judgments 
about properties that express values, for example, judging someone’s par-
enting ability. Indeed, learning the correct application of the color predi-
cate “green” or the value predicate “successful parent” requires the same 
sort of empirical examination that is required when we identify something 
as being a certain molecule, or the member of a certain species. There is 
a difference between each of these concepts and our own particular abil-
ity to identify and apply them. We can be right or wrong in our applica-
tions—wishing will not make it that something that is green or successful 
at parenting is instead blue or unsuccessful. There is an objective, though of 
course contingent, fact of the matter about whether something or someone 
can be identifi ed as “green,” or as a “successful parent,” just as there is in 
the case of defi ning “species” and “water.” 

 On Davidson’s holistic account, to have meaningful beliefs at all, 
whether they be value judgments or descriptive judgments, is to be prac-
tically (e.g., linguistically) enmeshed in a sociophysical relationship with 
the world around us, including other knowers. The meaning, or cognitive 
content, of our judgments, both descriptive and evaluative, is produced 
through a triangulation between ourselves, the fellow creatures with whom 
we communicate and engage, and the shared bits of the world on which 
that communication or engagement is focused. 

 Insofar as value judgments  express  anything, then—that is, insofar as 
they are meaningful—they too are beliefs that have been acquired through 
the usual process of practical engagement with the world through commu-
nication with others. Learning to identify someone as a “successful” par-
ent—learning the meaning of this value term—involves learning through 
experience of the world to successfully classify something as belonging to 
a particular category, to assign it a property. The same process is used for 
learning the meaning of the category terms “conducts electricity,” “refl ects 
light,” and “produces heat.” Insofar as values or any other kind of judg-
ments are meaningful, they are beliefs that arise from our experience with 
the world—that is, they have empirical content, broadly construed. 

 As Anderson argues, value judgments can be shown to be amenable to 
refl ective deliberation—they do not have to determine, inappropriately, 
any given interpretation of some other set of judgments. Of course, they 
might. Anderson argues that “we need to ensure that value judgements do 
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not operate to drive inquiry to a predetermined conclusion.”  36   I want to 
emphasize the holistic point that this same need holds for  any  judgment. 
So, while assigning some phenomenon to the category “good” might inap-
propriately bias our interpretations of any new evidence about that phe-
nomenon, so too might our categorizations of it as “hot” or “refl ective.” 
Importantly, in neither case is the categorization or its effect on future in-
terpretations immune from appropriate revision in the light of new experi-
ences. As Anderson herself shows, any judgments can be held dogmatically, 
though, thankfully, they need not be. Anderson concludes that “from an 
epistemological point of view, value judgements function like empirical 
hypotheses.”  37   I go further, making Davidson’s holistic point that value 
judgments, like any other, just  are  empirical hypotheses, broadly speaking—
hypotheses that can be subjected to rational processes of adjudication. They 
would have no meaning otherwise.  38   

 4 Feminist Strategy 

 I have argued that there are two important implications of Davidson’s work 
for feminist science studies. The fi rst is the antirelativist point that what-
ever there is to the meaning of any of our beliefs must in principle be 
available from the radical interpreter’s external, third-person perspective, 
no matter how different the social locations, worldviews, or standpoints 
from which the interpreter or interpreted are operating. When feminists 
acknowledge the importance of social location to scientifi c inquiry, this 
acknowledgment does not have to involve an incoherent scheme–content 
relativism. The second implication of his work is that there is no principled 
difference in the triangulation process by which we form beliefs concern-
ing basic descriptive features of the world and beliefs concerning evaluative 
features of the world. Just as with descriptive judgments, feminist and other 
value judgments get their semantic content from their relationship to the 
world—a relationship that can, in principle, be objectively adjudicated. In 
this way, we can show that feminist interpretations of particular scientifi c 
studies are better than sexist interpretations—not just better from a femi-
nist standpoint, but objectively so. 

 One concern that might arise for feminists at this point is that my claims 
about “objective adjudication” are always modifi ed by the phrase “in prin-
ciple”—in the practical, political struggles that feminists face, these sorts of 
idealized Davidsonian arguments might not always be relevant. The pos-
sibility of objectively detecting the truth of feminist claims about science, 
and of persuading the holders of false, sexist beliefs to change their minds, 
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however objective a process, is only that—a possibility. There are structural 
power differences that often materially interfere with the conversations re-
quired for this process. Still, I argue that something like this approach, if 
not suffi cient, remains at least a necessary part of the story.  39   

 An opposite concern that might arise for feminist strategy is whether 
my claims about the possibility of the objective detection of true from false 
beliefs, and the objective truth of beliefs generally, serves to overemphasize 
the objective at the expense of the recognition of the subjective. Davidson 
responds to this worry in “Three Varieties of Knowledge”: 

 It may seem that if sharing a general view of the world is a condition of thought, 

the differences in intellectual and imaginative character among minds and cultures 

will be lost to sight. If I have given this impression, it is because I have wanted to 

concentrate on what seems to be primary, and so apt to go unnoticed: the necessary 

degree of communality essential to understanding another individual, and the ex-

tent to which such understanding provides the foundation for the concept of truth 

and reality upon which all thought depends.  40   

 His work is completely compatible, then, with feminist interest in analyz-
ing individual and group differences in the holding of complex beliefs, 
especially concerning the existence of highly stratifi ed and isolated sets 
of beliefs arising out of particular social identities (in cultures such as the 
contemporary United States, beliefs stratifi ed by sex/gender, racial and class 
divisions). Within science studies, for example, feminists have played an 
important role in redefi ning accounts of objectivity that would acknowl-
edge and incorporate the subjective affects of social stratifi cation on scien-
tifi c theory production and justifi cation. 

 Another place where feminists sometimes downplay or resist aligning 
themselves with certain accounts of “truth” concerns our recognition of the 
power that can be wielded inappropriately by those scientists who, work-
ing as part of the larger Western military industrial complex, claim access 
to objective Truth with a capital “T,” that is, “truth” understood as some 
foundational and metaphysically suspect notion. 

 For example, in the fi nal two chapters of her more recent book  Science 
and Social Inequality: Feminist and Postcolonial Issues , Harding asks “Are Truth 
Claims in Science Dysfunctional?”  41   She begins with the question, “Do we 
need truth claims?” and continues, “The argument here is that in the case 
of the sciences, their costs appear to outweigh their benefi ts.”  42   On a closer 
read, the question can be reasonably paraphrased as “Have the truth claims 
made by various scientists turned out to be as universally and transcultur-
ally true as some scientists and folks in the popular science debates believed 
the claims to be?” The answer to this, as most of us would now respond, 
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is “no.” This answer, of course, is itself a truth claim—indeed, it is even an 
 objectively true  truth claim, if anything is, and it is a truth claim with which 
Harding would agree. 

 However, Harding demurs, preferring to split the language of “objectiv-
ity” from “truth” here. Once again, though, her main point is that while 
she is against the notion of (capital “T”) Truth, she  does not  embrace epis-
temological relativism. In other words, she  does  believe in the coherence of 
the notions of truth, accuracy, and objectivity applied in more local and 
metaphysically innocuous terms. 

 I think that feminist philosophers are right to be suspicious of the use-
fulness and coherence of metaphysically suspect theories of knowledge, 
justifi cation, and truth that claim to rise above the empirical and fallible 
processes and procedures by which all of us come to know our worlds. How-
ever, I think that we should not let this suspicion rob of us of the concept 
of “objective truth”  tout court . In the broadly empirical terms described by 
Davidson, there need be no metaphysical danger in the concept of objec-
tive truth. Feminism, by defi nition, involves “speaking truth to power.” We 
have a number of objective truth claims on our side. When you’ve got it, 
use it. 

 To review, the two concerns about the account of objectivity provided by 
Davidson that might be of strategic concern to feminists are: fi rst, that the 
idealized account is impractical and does not go far enough to show how 
claims to objectivity can aid in the practical, political struggles feminists 
face; and second, that the account relies  too  much on claims of objectivity 
and truth that downplay important subjective and social features of knowl-
edge, with the added worry that claims to certain notions of objective truth 
can and have been used inappropriately as tools of oppression. 

 I argue that these two concerns merely reinforce the complex and con-
tingent nature of the problems feminists working in science studies need to 
address. In some cases, we feminist philosophers should signal the impor-
tance of Davidson’s work, highlighting the objectivity of belief, including, 
where relevant, the objectivity of feminist beliefs. In other cases, we should 
continue our project of illuminating the important, subjective, socially 
stratifi ed features of belief that remain. However, this illumination itself 
requires that some baseline notions of objectivity be established, and that 
the rhetorical ground be cleared of the relativist fodder that often provokes 
critics of feminism. 

 Which aspect of the project we emphasize is going to depend on the 
debate we fi nd ourselves in. The philosophical tools we need to work on 
these problems need to be specialized for the task at hand, and no one point 
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of emphasis is going to cover all situations. I have argued that Davidson’s 
work on radical interpretation, and especially his notion of triangulation, 
though not initially designed for use in feminist science studies, is, in fact, 
a particularly useful tool for us. I look forward to seeing more of his work 
used in these novel contexts. I am confi dent that he would be pleased. 
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 Gödel, Kurt, 114 

 Goodman, Nelson, 43, 173, 305 

 Grice, H. P., 383, 400n40 

 Grover, D., 74 

   Habermas, Jürgen, xxivn10 

 Hacker, P. M. S., 356 

 Hall, Edward T., 255 

 Hampshire, Stuart, 297 

 Haraway, Donna, 407 

 Harding, Sandra, 406, 408, 409, 413 

 Haugeland, John, 345 

 Hegel, G. W. F., 39n11, 53, 64, 164n46, 

175, 278n25 

 antirepresentationalism and, 113, 

121n2 

 on “bad infi nity,” 156 

 representationalism critiqued by, 171 

 on understanding, 265–266 

  Zeitgeist  idea, 152 

 Heidegger, Martin, xii, xiii, xix, xxii, 9, 

265 

 on assertion, 101–107, 107–108 

 on Being, 152 

 Carnap’s dismissal of, 149 

 Cartesianism criticized by, 10–11 

 on charity principle, 90 

 “fore-structures” of understanding, 

150 

 Gadamer infl uenced by, 167, 175 

 hermeneutic tradition and, 334 

 holism of, 23, 188n58 

 linguisticality and, 14 

 on metaphysics, 135 

 phenomenology of, 171 

 on reifi cation of subject into object, 18 

  Seinverständnis  (understanding of 

being) concept, 334 

 on self-identity of community, 268 

 on sense perception, 249 

 subjectivity and, 7, 8, 10–11 

 on truth, 88, 89 

 on words and agreement, 276 

 Heil, John, 283 

 Hempel, C., 285 

 Henry, Michel, 18 

 Heraclitus, 259 

 Hermeneutics, xii, xxi, 7, 158 

 correspondence theory of truth and, 

173 

 Davidsonian, 14–15 

 hermeneutic circle, 15, 22, 307 

 historical, 9 

 historicism of, 22 

 “horizon” as technical term, 246–251 

 self as narrative construction, 18 

 standoff with phenomenology, 24 

 subjectivity analyzed, 8 

 of trust, 169 

 understanding and, 265 

 “world” as technical term, 251–253 

 Historicism, 22 

 Historiography, 265 

 History, 21, 22, 23, 155, 233 

 as hermeneutic science, 285, 291 

 methodology of, 306 

 Holism, xxii, 14, 19, 23, 155, 349, 387. 

 See also  Meaning–belief holism 

 complex political beliefs and, 415 

 fact–value, 414 

 partial, 340n5 

 realism and, 174–176 

 translation and, 356 

 Hollis, Martin, 348 

 Homonymy, 34 

 Horizons, 225, 246–251, 247, 248, 253 



466 Index

 Horizons, fusion of, 220, 224–225, 227, 

246, 247 

 incommensurability and, 245 

 as shared understanding, 334 

 “How Is Weakness of the Will Possible?” 

(Davidson), 44–45 

 Hoy, David, 179, 184n3 

 Humanity, principle of, 260 

 Human nature, 260–261 

 Humboldt, Wilhelm von, 222–223, 251 

 Hume, David, 17, 19, 44, 200, 416 

 causal relations thesis of, 301 

 on “relations of ideas,” 287 

 skepticism and, 170 

 Hursthouse, Rosalind, 317 

 Husserl, Edmund, xii, xiii, 15, 266 

 antirepresentationalism and, 113 

 Cartesianism criticized by, 10 

 on consciousness, 19 

 foundationalism and, 23 

 hermeneutics and, 8, 19–22 

 horizons in technical terminology of, 

247–248 

 intentionality and, 16 

 interpretation and, 9 

 on perception, 179 

 phenomenology of, 241 

 representationalism critiqued by, 171 

 subjectivity and, 7 

  Husserliana XXIX  (Husserl), 21 

   Idealism, 14, 20–21, 170, 175 

  Idea of a Social Science, The  (Winch), 

356–357 

  Ideas I  (Husserl), 16 

 Identity, 50, 51, 53 

 agreement and understanding in rela-

tion to, 269 

 commonality and, 267 

 form–content distinction and, 54 

 of mental with physical events, 310 

 “sorts” and, 51, 54, 58n33 

 of thoughts, 157 

 Ideology, 311, 313, 407, 414.  See also  

Values/evaluative attitudes 

 Idiolects, 32, 33, 40n18, 142, 220, 384, 

387.  See also  Language 

 primacy of, 381, 382 

 self-ascription of thoughts and, 389–

393, 395, 396, 403n67 

 translatability of, 231 

 triangulation and, 389 

 truth theories (T-theories) and, 385, 

386 

 Incommensurability, 219–220, 234–

235, 238n48, 253–256 

 conceptual, 357 

 difference and, 226, 228 

 fusion of horizons and, 245 

 intelligibility and, 219, 225, 347 

 meanings of scientifi c theories and, 

350 

 partial, 243, 254 

 scheme–content dualism and, 

220–225 

 third dogma of empiricism and, 241, 

242–244 

 Indexicals, 35 

 Individualism, 346, 381 

  Individuals  (Strawson), 263 

 Individuation, 53, 323n52, 328, 387 

  Inquiries into Truth and Interpretation  

(Davidson), xx, 178, 278n21 

 Instrumentalism, 44 

 Intelligibility, 13, 231, 235, 367 

 charity principle and, 154 

 conceptual schemes and, 66 

 differences and, 226, 228, 229 

 of error, 359–362 

 incommensurability and, 219, 225, 347 

 language and, 253–254, 255 

 limits of, 346, 347, 360 

 T-sentences and, 74 

  Intention  (Anscombe), 297 

 Intentionality, 16, 171 

 collective, 346, 364 



Index 467

 determined action and, 46–47 

 of explanation sentences, 298 

 horizontal, 249 

 normativity of, 345 

 Intentions, 33, 41n23, 77, 382 

 actions and, 312, 314 

 bodily movements and, 313 

 causal relations and, 316 

 causal role in behavior, 206 

 indeterminate, 34, 42n25 

 language and, 363 

 language learning and, 394 

 meaning and, 195 

 mental causation and, 311 

 ontology and, 311 

 practical knowledge and, 316–317 

 radical interpretation and, 387 

 rationality of agent and, 306 

 self-knowledge and, 373 

 understanding of, 331 

 Interiority, 18 

 Interpretation, x, xii, 33, 130–131, 191, 

249, 271.  See also  Passing theories; 

Prior theories; Radical interpretation 

 analytic–continental divide and, 149 

 of attitudes, 327–328 

 beliefs and, 193 

 charity principle and, 154, 158, 167, 

338 

 conceptual schemes and, 132 

 cultural differences and, 133 

 differences among entities and, 80 

 epistemic signifi cance of, 408 

 errors and, 359 

 foundation prior to, 23 

 invention and, 234 

 meanings as constraint on, 35 

 of mental states, 191 

 norms of correspondence and, 355 

 phenomenology and, 9 

 possibility of, 202–212 

 rational explanations and, 307 

  telos  or closure to, 14 

 of texts and utterances, 334 

 tolerance principle and, 338 

 translation and, 231 

 understanding equated with, 168 

 Interpretationism, constitutive, 193, 

200 

 Intersubjectivity, xii, xiii, 13 

 knowledge arising from context of, 

397 

 language acquisition and, 396 

 life-world ( Lebenswelt ) and, 16 

 perception and, 265 

 rationality and, 307 

 triangulation and, 153 

 understanding and, 268 

 Intuition, 45, 62, 86, 132 

 Kantian, 53 

 sense-intuition, 21 

 truth theories (T-theories) and, 72, 79, 

82 

 Irrationality/irrationalism, 64, 207–208 

   James, William, 24n2 

  Jemeinigkeit  (“mine-ness”), 11, 12, 13, 

17 

 Joyce, James, xii, 233, 234 

 Judgments, 150–151, 153, 418–419.  See 

also  Values/evaluative attitudes 

 Justifi cation, 160n10, 208, 421 

 beliefs and, 243–246, 410 

 chain of, 362 

 epistemology and, 380 

 of evaluative attitudes, 327, 336–337 

 explanation and, 118 

 interpretation and, 191, 195, 196, 

213–214 

 normative practices of, 363, 364 

 truth and, 91, 95, 107, 111n41 

   Kant, Immanuel, xxi, 12, 85n26, 151, 

244 

 antinomies and, 44–45 

 bounds of knowledge and, 62, 63 



468 Index

 on causality, 46 

 epistemology viewed by, 113 

 on freedom, 45, 48–49, 52 

 infl uence of, 163n46 

 on paralogism, 18 

 on phenomenal and noumenal, 49, 

52, 57n28, 59n37, 288 

 on reality of scientifi c knowledge, 

84n4 

 revival of interest in, 43 

 on “thing in general,” 53 

 on thing-in-itself, 170 

 transcendental forms and concepts of, 

150 

 Kantianism, 20, 305, 361.  See also  

Neo-Kantianism 

 Anglo-American philosophy and, 343 

 antinomy of freedom and determin-

ism, 287, 288, 294 

 antitheorists’ opposition to, 62–63 

 Davidson’s critique of, 346 

 on judgment, 66 

 self viewed by, 18 

 Keller, Evelyn Fox, 408 

 Kenny, Anthony, 297 

 Kim, Jaegwon, 62, 297, 309, 310, 

321n28 

 “Knowing One’s Own Mind” (David-

son), 9, 19 

 Knowledge, 84n4, 130, 275.  See also  

Epistemology 

 background, 151, 154 

 conceptual scheme and, 65 

 feminist theory of, 407, 421 

 fi rst-person authority and, 332 

 hypothesis-testing, 362 

 ideology and, 407, 414 

 intersubjectivity and, 397 

 limits of, 62, 63, 64 

 objective truth and, 67 

 perceptual, 255 

 practical vs. theoretical, 316–317, 318 

 prejudice and, 150 

 representation and, 119–120 

 “spectator” account of, 118 

 Knowledge, empirical, 62, 65, 66, 

86n26, 332.  See also  Self-knowledge 

 justifi cation of, 244 

 as self-ascriptions, 380 

 three varieties of, 374 
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