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Preface to second edition

Consciousness is personal. Indeed it is so close to the core of our being that
it has puzzled thinkers from the beginnings of recorded history. What is it?
What does it do? How does it relate to the physical world and to the workings
of our bodies and brains? At the dawn of the new millennium answers to
these questions are beginning to emerge. However there is not one mind/body
problem, but many. Some of the problems are empirical, some are con-
ceptual, and some are both. This book deals with some of the deepest puzzles
and paradoxes.1

In the nine years or so following the completion of the first edition of this
book I have had the opportunity to debate and discuss the ideas presented
here with many gifted scientists and philosophers, some sympathetic and
some with competing views. Although I believe that my original analysis
remains secure, these engagements have allowed me to clarify, deepen and
update the argument at many points. To accommodate areas in which there
has recently been considerable progress I have also added some new chapters
and chapter sections, for example on the neural causes and correlates of
consciousness, the potential (but disputed) relevance of quantum mechanics,
the vexed problem of free will, and the rather mysterious fact that the phe-
nomenal world seems to be out-there in space, when according to reductionist
science it ought to be inside the brain. As before, this book charts a path
through the mind/body labyrinth that incorporates these and many other
seemingly disparate topics in what (I hope) is a simple, connected way.

A good story has a beginning, a middle, and an end, so this book is
arranged in three parts. The first part, ‘Mind–body theories and their prob-
lems’, summarises currently dominant thinking about the nature and func-
tion of consciousness. We start, as we must in Chapter 1, with some initial
definitions, and then go on in Chapter 2 to look at mind/body dualism, an
ancient way of viewing the relation of mind to body that persists in some
modern interpretations of quantum mechanics. In the Western tradition, this
dualist splitting of the universe has largely given way to efforts to understand
the universe in a unified materialist way, either in terms of its physical struc-
ture or in terms of the ways that it functions. Chapter 3 deals mainly with
attempts to demonstrate that mind and consciousness are nothing more than



states of the brain, a position variously known as ‘central state identity
theory’, ‘physicalism’ or ‘biological naturalism’. Chapter 4 turns to dominant
traditions in psychological science that view mind or consciousness as activ-
ities (rather than states) – a tradition that has its roots in a form of behaviour-
ism that was subsequently transformed by the emergence of cognitive science
into a view known as ‘functionalism’ or, more precisely, as ‘psychofunctional-
ism’. Chapter 5 broadens and completes this contemporary story, exploring
the possibilities of mental functioning not just in brains but also in machines,
with a careful look at ‘computational functionalism’, the view that mind and
consciousness are nothing more than certain forms of functioning that
might, in principle, be implemented in systems of many different kinds. While
none of these positions is entirely satisfactory, all have rational grounds for
their support. Rather than dismissing these commonly held views, the aim
of Part I is to pinpoint both their strengths and weaknesses.

In spite of their depth of commitment to one or another theoretical pos-
ition, many philosophers and scientists recognise that this classical dualist
versus materialist debate leaves an uneasy tension. While dualism seems to be
inconsistent with the findings of materialist science, materialist reductionism
seems to be inconsistent with the evidence of ordinary experience. Our chal-
lenge is to understand consciousness in a way that does justice to both. With
this in mind, Part II of this book, ‘A new analysis: how to marry science with
experience’, goes back to first principles. Rather than seeking to defend any
standard position, we start in Chapter 6 with a closer examination of experi-
ence itself. This has a surprising consequence. If one does this with care the
old boundaries that separate the ‘contents of consciousness’ from what we
usually think of as the ‘physical world’ can be seen to be drawn in the wrong
place! What we normally think of as the ‘physical world’ is actually a
phenomenal world or world of appearances. This turns the mind/body prob-
lem round on its axis as it forces one to re-examine how the ‘contents of
consciousness’ relate to what we normally think of as the ‘physical world’.
There are, however, a number of ways in which these altered relationships can
be understood. Chapter 7 compares three major, current alternatives, ‘direct-
realist physicalism’, ‘biological naturalism’ and ‘reflexive monism’ – and
Chapter 8 provides a deeper analysis of how the contents of consciousness,
in the form of a phenomenal world, relate to the world described by theor-
etical physics. This broadened understanding of consciousness also forces
one to completely re-examine the interrelation of subjective, intersubjective
and ‘objective’ knowledge, along with the nature of empirical science, the
topic of Chapter 9. To complete this reanalysis we finally turn to how the
contents of human consciousness relate to what is happening in the human
brain. Chapter 10 presents a close examination of how phenomenal experi-
ences relate to the details of human information processing, and Chapter 11
summarises what is known about the neural causal antecedents and correlates
of such experiences – with some further surprising conclusions. At first glance,
these intricate relationships of consciousness, mind, matter and knowledge
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seem to form an impenetrable ‘world knot’. But, as far as I can tell, it is
possible to unravel it, step by simple step, in a way that is consistent with the
findings of science and with common sense.

Part III of this book on ‘reflexive monism’ provides a new synthesis.
Chapters 12 and 13 suggest what consciousness is and what it does. Chapter
14 then places consciousness within nature, developing a form of reflexive
monism that treats human consciousness as just one manifestation of a
wider self-conscious universe. Although the route to this position is new,
the position itself is ancient. I find this reassuring. Understanding con-
sciousness requires us to move from understanding the things we are
conscious of, to understanding our role as conscious observers, and then
to consciousness itself – an act of self-reflection which requires an outward
journey and a return. If the place of return does not seem familiar, it is
probably the wrong place.

I have many people to thank for their influence on my writings. First, my
thanks to my students whose enthusiasm for learning about consciousness
encouraged me to clarify my thoughts over the thirty-three years or so that I
developed a course on ‘The Psychology of Consciousness’ at the University
of London – and my special thanks to Anthony Freeman, John Kihlstrom,
Chris Nunn, Guy Saunders and Steve Torrance for their kind suggestions
about how to improve the first edition. I am also particularly grateful to the
many, brilliant colleagues around the world with whom I have been privileged
to discuss and debate. Many of you appear in these pages, but a far greater
number have a place in the pages of my mind. My deepest gratitude goes to
those few people who have been very close to me over many years. Thank you
for keeping me watered and fed, and for your love and support. You know
who you are. Much of what appears here is just our long conversation.

I hope that you enjoy reading this book as much as I have enjoyed writing
it. For best results, try to resist starting at the end. As in all good stories, this
ruins the plot.

Max Velmans
May, 2008

Note
1 I have dealt with other aspects of consciousness studies elsewhere. For example,

Velmans and Schneider (2007) The Blackwell Companion to Consciousness provides
fifty-five state-of-the-art tutorial reviews of current science and philosophy in
consciousness studies written by many of the protagonists, which form ideal
background reading for this book; the readings in Velmans (2000) Investigating
Phenomenal Consciousness: New Methodologies and Maps also introduce a range
of new methodologies appropriate to the study of subjective experience, along with
a number of alternative ‘maps’ of the consciousness studies terrain.
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Part I

Mind–body theories and
their problems





1 What is consciousness?

Our conscious lives are the sea in which we swim. So it is not surprising that
consciousness is difficult to understand. We consciously experience many
different things, and we can think about the things that we experience. But it
is not so easy to experience or think about consciousness itself. Given this, it is
common within philosophy and science to identify consciousness with some-
thing smaller than itself, for example with some thing that we can observe,
such as a state of the brain, or with some aspect of what we experience, such
as ‘thought’ or ‘language’. One of the themes of this book is that one can
understand consciousness without reducing it in this way.

Our understanding of consciousness is also determined by our intellectual
history. We are the inheritors of ancient debates. Is the universe composed
of one thing (monism) or are there two (dualism)? Does the world have an
observer-independent existence (realism) or does its existence depend in some
way on the operations of our own minds (idealism)? Is knowledge of the
world ‘public’ and ‘objective’, and knowledge of our own experience ‘private’
and ‘subjective’? If so, how is it possible to establish the study of conscious-
ness as a science? A second theme of this book is that we have to take stock
of these ancient debates, but we do not have to be bound by the polarised
choices that they offer.

Current Western philosophical and scientific thought is predominantly
materialistic, inspired by the progress of natural science in understanding the
material world. Yet, as Tarnas (1993) makes clear, the ultimate passion of the
Western mind over 2,500 years has been to understand the ground of its own
being. Being conscious is central to being human – and an understanding of
consciousness has to be reflexive. From studying the things that we experience
we progress to studying the experiencer and the experience. A third theme of
this book is that it is possible to do so in a way that is consistent both with
science and with ‘common sense’.

What’s the problem?

Traditionally, the puzzles surrounding consciousness have been known as the
‘mind–body’ problem. However, it is now clear that ‘mind’ is not quite the



same thing as ‘consciousness’, and that the aspect of body most closely
involved with consciousness is the brain. It is also clear that there is not one
consciousness–brain problem, but many, which we will examine in the course
of this book. As a first approximation, these can be divided into five groups,
each focused on a few, central questions:

Problem 1. What and where is consciousness?
Problem 2. How are we to understand the causal relationships between

consciousness and matter and, in particular, the causal relationships
between consciousness and the brain?

Problem 3. What is the function of consciousness? How, for example,
does it relate to human information processing?

Problem 4. What forms of matter are associated with consciousness –
in particular, what are the neural substrates of consciousness in the
human brain?

Problem 5. What are the appropriate ways to examine consciousness, to
discover its nature? Which features can we examine with first-person
methods, which features require third-person methods, and how do
first- and third-person findings relate to each other?

Are some problems hard and others easy?

In a now well known essay on the problems of consciousness, the philosopher
David Chalmers suggested that they may be divided into the ‘easy problems’
and the ‘hard problem’. ‘Easy problems’ are ones that can be researched by
conventional third-person methods of the kind used in cognitive science, for
example investigations of the information processing that accompanies sub-
jective experience. The ‘hard problem’ is posed by subjective experience itself.
As Chalmers notes:

It is undeniable that some organisms are subjects of experience. But
the question of how it is that these systems are subjects of experience is
perplexing. Why is it that when our cognitive systems engage in visual
and auditory information-processing, we have visual or auditory experi-
ence: the quality of deep blue, the sensation of middle C? How can we
explain why there is something it is like to entertain a mental image, or to
experience an emotion? It is widely agreed that experience arises from a
physical basis, but we have no good explanation of why and how it so
arises. Why should physical processing give rise to a rich inner life at all?
It seems objectively unreasonable that it should, and yet it does. If any
problem qualifies as the problem of consciousness, it is this one.

(Chalmers, 1995, p. 201)

Given the strenuous efforts in the late twentieth century to demonstrate sub-
jective experience to be nothing more than a state or function of the brain
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(see Chapters 3, 4 and 5), Chalmers’s ‘easy’ versus ‘hard’ problem distinction
provided a useful reminder that a purely third-person functional analysis
of human information processing cannot reveal what it is like to have a
subjective experience or explain why it arises.1 However, this division of the
problems of consciousness into ‘easy’ and ‘hard’ ones was, in turn, an over-
simplification. As Chalmers himself accepted, even so-called ‘easy’ (empiric-
ally researchable) problems can in practice be very difficult to solve. It may
also be that the ‘hard’ problem only seems unusually hard because we have
been thinking about it in the wrong way. If so, changing some of our
unexamined assumptions might be all we need to make the problem ‘easy’ –
and this will be one of the themes of this book. Note, for example, that in
contrast to consciousness, we usually take the existence of matter for granted,
and we assume that physics does not present similarly ‘hard’ problems. But
there are many, as we shall see in Chapter 14.

Given this, it seems more useful to sort the problems of consciousness into
those that require empirical advance, those that require theoretical advance,
those that require a re-examination of some of our pre-theoretical assump-
tions, and those that require some combination of all three. If, for example,
the problem is ‘What are the neural substrates of consciousness?’, or, ‘What
forms of information processing are most closely associated with conscious-
ness?’, then conventional cognitive and neuropsychological techniques look
as if they are likely to yield useful results. There are many questions of
this empirical kind and, consequently, the new ‘science of consciousness’ is
already very large (see, for example, the extensive reviews and readings in
Velmans and Schneider, 2007).

Examples of empirical questions and investigations within neuro-
psychology include:

• The search for the neural causes and correlates of major changes in
normal, global conscious states such as deep sleep, rapid eye movement
dreaming, and the awake state.

• The search for added neural conditions that support variations in con-
scious experience within normal, global states, such as visual, auditory
and other sensory experiences, experiences of cognitive functioning (the
phonemic and other imagery accompanying thinking, meta-cognition,
etc.) and affective experience.

• The search for neural conditions that support altered states of con-
sciousness in psychopathology and in non-pathological altered states,
such as the hypnotic state, some drug-induced states, meditation, and
mystical states.

Examples of empirical questions and investigations within cognitive psych-
ology include:

• Examination of the timing of conscious experience: when in the course
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of human information processing (for example in input analysis) does a
conscious experience arise?

• The determination of functional conditions that suffice to make a stimu-
lus conscious: for example, does material that enters consciousness first
have to be selected, attended to and entered into working memory or a
‘global workspace’?

• The investigation of functional differences between preconscious, uncon-
scious, and conscious processing, for example in studies of non-attended
versus attended material.

Questions about how best to study consciousness are also approachable but
subtle, in that they require one to develop epistemology and methodology.2

But questions about the fundamental nature, causal efficacy, and function
of consciousness have proved to be notoriously difficult. There are paradoxes
that need to be resolved. For example, at first glance, it seems obvious that
consciousness has causal efficacy. There is extensive evidence that brain states
have causal influences on conscious experiences, and there is extensive evi-
dence that experiences can have causal influences on the body and brain
(earlier experiences and thoughts, for example, influence later actions). How-
ever, neural material and the ‘stuff’ of conscious experience seem to be very
different, so it is not easy to envisage how these might have causal influences
on each other. Causal interactions between seemingly very different energies
do occur in physics (for example, the interactions between electricity and
magnetism), but the differences between consciousness and the brain seem to
be of a different order. One might ask, ‘How could something subjective have
causal interactions with something objective?’

Similarly, it seems obvious that consciousness has a function. Indeed,
according to evolutionary theory consciousness must have a function, other-
wise it would not have evolved to be so central in our lives. There have been
many proposals in the scientific literature about what that function might be.
Common suggestions are that consciousness is necessary to deal with novelty
or complexity, to provide feedback, to enable memory and learning, to enable
language and problem solving, to enable imaginal short- and long-term plan-
ning in advance of carrying out acts in the real world, to enable creativity and
so on.

However, these proposals face a central dilemma: once one can specify
how such functions work in information processing terms, one no longer
seems to need consciousness to explain the working of the system which
embodies that processing. One can envisage the same processes operating in
mechanical or electrical systems unaccompanied by any subjective conscious
experiences. So, what, if anything, does subjective experience add to effective
functioning? Answers to such questions lie in the borderlands of philosophy
and science.

Problems 1 to 5 also interconnect. If one is not clear about what con-
sciousness is, how can one develop methods to study it, or hope to find its
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neural substrates in the brain? Nor can questions about causal efficacy be
dissociated from questions about function. If consciousness has no causal
influence on neuronal activity, it is not easy to see what its function in the
brain’s activity could be. Showing how these questions interconnect, and
finding a path through the paradoxes, is one of the main purposes of this
book.

But we need to start somewhere – and it is natural to approach the first ques-
tion first. ‘What is consciousness?’ Let us begin with some simple definitions
and distinctions.

Defining consciousness

According to Thomas Nagel (1974), consciousness is ‘what it is like to be
something’. Without it, after all, it would not be like anything to exist. It is
generally accepted in philosophy of mind that this does capture something of
the essence of the term. At the same time, as George Miller (1962) pointed
out, ‘Consciousness is a word worn smooth by a million tongues.’ The term
means many different things to many different people, and no universally
agreed ‘core meaning’ exists. This is odd, as we each have ‘psychological data’
about what it is like to be conscious or to have consciousness to serve as the
basis for an agreed definition.

This uncertainty about how to define consciousness is partly created by the
way global theories about consciousness (or even the nature of the universe)
have intruded into definitions. For example, ‘substance dualists’ such as
Plato, Descartes and Eccles believe the universe to consist of two fundamen-
tal kinds of stuff, material stuff and the stuff of consciousness (a substance
associated with soul or spirit). ‘Property dualists’ such as Sperry and Libet
take consciousness to be a special kind of property that is itself nonphysical,
but which emerges from physical systems such as the brain once they attain a
certain level of complexity. By contrast, ‘reductionists’, such as Crick (1994)
and Dennett (1991), believe consciousness to be nothing more than a state or
function of the brain. Within cognitive psychology, there have been many
proposals which identify consciousness with some aspect of human informa-
tion processing, for example with working memory, focal attention, a central
executive, and so on.

We will examine the arguments for and against consciousness being a sub-
stance, property, state, or function of the brain in Chapters 2 to 5. The only
point we need to note for now is that these definitions of consciousness start
more from some theory about its nature than from the phenomenology of
consciousness itself. This is to put the cart before the horse. We will proceed in
the opposite direction, starting with the phenomenology and moving only
gradually (in Parts II and III of this book) to a global theory. For this we
need to go back to first principles.
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To what does the term ‘consciousness’ refer?

As with any term that refers to something that one can observe or experience,
it is useful, if possible, to begin with an ostensive definition. That is, to ‘point
to’ or ‘pick out’ the phenomena to which the term refers and, by implication,
what is excluded. In everyday life there are two contrasting situations which
inform our understanding of the term ‘consciousness’. We have knowledge of
what it is like to be conscious (when we are awake) as opposed to having no
memory of being conscious (when in dreamless sleep). We also understand
what it is like to be conscious of something (when awake or dreaming) as
opposed to not being conscious of that thing.

This everyday understanding provides a simple place to start. A person, or
other entity, is conscious if they experience something; conversely, if a person
or entity experiences nothing they are not conscious. Elaborating slightly, we
can say that when consciousness is present, phenomenal content is present.
Conversely, when phenomenal content is absent, consciousness is absent.3

This stays very close to everyday usage and, to begin with, it is all that we
need. To minimise confusion, I will also stay as close as possible to everyday,
natural language usage for related terms. In common usage, the term ‘con-
sciousness’ is often synonymous with ‘awareness’ or ‘conscious awareness’.
Consequently, I will use these terms interchangeably. For example, it makes
no difference in most contexts to claim that I am ‘conscious of’ what I think,
‘aware of ’ what I think, or ‘consciously aware’ of what I think.4 The ‘contents
of consciousness’ encompass all that we are conscious of, aware of, or experi-
ence. These include not only experiences that we commonly associate with
ourselves, such as thoughts, feelings, images, dreams, body sensations and so
on, but also the experienced three-dimensional world (the phenomenal
world) beyond the body surface.

Some important distinctions

In some writings ‘consciousness’ is synonymous with ‘mind’. However, given
the extensive evidence for nonconscious mental processing, this definition of
consciousness is too broad.5 In this book, ‘mind’ refers to psychological states
and processes that may or may not be ‘conscious’.

In other writings ‘consciousness’ is synonymous with ‘self-consciousness’.
As one can be conscious of many things other than oneself (other people, the
external world, etc.), this definition is too narrow. Here, self-consciousness is
taken to be a special form of reflexive consciousness in which the object of
consciousness is the self or some aspect of the self.

The term ‘consciousness’ is also commonly used to refer to a state of wake-
fulness. Being awake or asleep or in some other state such as coma clearly
influences what one can be conscious of, but it is not the same as being
conscious in the sense of having ‘phenomenal contents’. When sleeping, for
example, one can still have visual and auditory experiences in the form of
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dreams. Conversely, when awake there are many things at any given moment
that one does not experience. So in a variety of contexts it is necessary to
distinguish ‘consciousness’ in the sense of ‘phenomenal consciousness’ from
wakefulness and other states of arousal, such as dream sleep, deep sleep, and
coma.6

Finally, ‘consciousness’ is sometimes used to mean ‘knowledge’, in the
sense that if one is conscious of something one also has knowledge of it. The
relation of consciousness to knowledge turns out to be very important. How-
ever, at any moment, much knowledge is nonconscious, or implicit (for
example, the knowledge gained over a lifetime, stored in long-term memory).
So consciousness and knowledge cannot be co-extensive. We return to this in
Part III of this book.

The above, broad definitions and distinctions have been quite widely
accepted in the contemporary scientific literature (see, for example, Farthing,
1992; and readings in Velmans, 1996a and Velmans and Schneider, 2007),
although it is unfortunate that various writers continue to use the term ‘con-
sciousness’ in ways that have little to do with its everyday meaning. Agreeing
on definitions is important. Once a given reference for the term ‘conscious-
ness’ is fixed in its phenomenology, the investigation of its nature can begin,
and this may in time transmute the meaning (or sense) of the term. As Dewey
(1910) notes, to grasp the meaning of a thing, an event or situation is to see it
in its relations to other things – to note how it operates or functions, what
consequences follow from it, what causes it, and what uses it can be put
to. Thus, to understand what consciousness is, we need to understand what
causes it, what its function(s) may be, how it relates to nonconscious process-
ing in the brain, and so on. As our scientific understanding of these matters
deepens, our understanding of what consciousness is will also deepen. A
similar transmutation of meaning (with growth of knowledge) occurs with
basic terms in physics such as ‘energy’, and ‘time’.

Notes
1 An earlier analysis of the difficulties of incorporating the phenomenology of con-

sciousness into a purely third-person information processing model of the mind
was also made from within cognitive science itself by Velmans (1991a, 1991b). This
is a somewhat different way to express why consciousness is a ‘hard’ problem – and
we will return to various aspects of this problem and how to resolve it in Chapters 4,
5, 10 and 13.

2 See Chapter 9, and additional readings in Varela and Shear, 1999; Velmans, 2000;
Jack and Roepstorff, 2003, 2004.

3 This may seem obvious to the point of being trivial. However, in the philosophical
and scientific literature this restricted use of the term consciousness, sometimes
known as ‘phenomenal consciousness’, has been challenged. For example, a number
of theorists have argued that there are other forms of consciousness such as ‘access
consciousness’ (Block, 1995), ‘executive consciousness’, ‘control consciousness’ and
so on. In Chapters 4 and 9, I argue that such proposals are counterproductive
for the reason that they import nonconscious information processing operations
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(e.g. the nonconscious operations involved in accessing information throughout the
brain) into the ordinary meaning of ‘consciousness’, making it more difficult to be
clear about how the phenomenology of consciousness relates to such nonconscious
information processing. It is also worth noting that Eastern philosophies refer to
a state of ‘pure consciousness’, without any phenomenal contents (Fontana, 2007;
Shear and Jevning, 1999; Shear, 2007). As this possibility does not have a direct
bearing on the issues on which we focus, we can safely leave it to one side for now,
without dismissing it.

4 Note that in some theories ‘awareness’ is thought of as a form of low-level con-
sciousness that is distinct from full consciousness. This is not a serious problem for
the present usage, provided that the situation described has some phenomenal con-
tent (for example where one is dimly aware of a stimulus). However, confusions
arise in situations where the term ‘awareness’ is applied to situations where there
is no relevant phenomenal content, for example when ‘awareness’ refers to pre-
conscious information processing, or, worse, to the nonconscious information pro-
cessing which accompanies consciousness (as proposed by Chalmers, 1995). In the
present usage, being ‘aware of’ nonconscious information processing is a contradic-
tion in terms.

5 See, for example, Dixon (1981), Kihlstrom (1987), Velmans (1991a), Reber (1993),
de Gelder et al. (2001), Wilson (2002), Goodale and Milner (2004), Jeannerod
(2007), Kihlstrom et al. (2007), Merikle (2007).

6 For various purposes it remains useful to distinguish the conditions for the exist-
ence of consciousness (for example the difference between being awake and in deep
coma) from the added conditions which determine its varied phenomenal contents
(for example having visual rather than auditory experiences). However, for the
purposes of my analysis I will retain the convention that unless one is conscious of
something one is not conscious. A useful introduction to some of these problems
of definition is given by Güzeldere (1997).
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2 Conscious souls, brains and
quantum mechanics

The ancient history of dualism

The belief that humans are more than material bodies extends well
beyond the twilight of recorded history. In palaeolithic graves one finds not
only tokens of respect for the dead but also provisions for an afterlife. Quar-
ters of venison, shellfish, flint instruments and funeral furniture imply a
belief that the dead have needs and means for satisfying them similar to our
own (Luquet, 1996). Egyptian mythology is specific. The land of the dead lies
in the West, at the entrance to the desert. There, in the kingdom of Osiris the
hearts of departed souls are weighed in judgement. Those found to be pure
may dwell in happiness for ever in the kingdom. Hearts of the guilty are
devoured by Amemait, part lion, part hippopotamus, part crocodile.

Early Orphic and Pythagorean mystery teachings also held the soul to be
immortal. But, in the philosophy of the ancient Greeks, the ‘soul’ begins
to have properties that we now associate with consciousness and mind. For
Socrates, the ability to reason comes from the soul. It is not just psyche – some
insubstantial shadow of the body that dwells in Hades when the body dies,
but rather it is man’s true self or nous, that faculty of intuitive insight that
allows one to distinguish good from evil and aspires to choose the good. The
aim of life, for Socrates, is the perfection of the soul, achieved by knowledge,
particularly knowledge of oneself.

According to Plato, the material body interacts with the soul. In the acqui-
sition of knowledge, the body influences the soul through the operation of its
senses, but the reasoning soul provides man’s only means of understanding
the true nature of the world. The body and its sensations provide a world of
ever-changing appearances, but these are mere reflections of the unchanging
patterns or universal forms that underlie the structure of the world. Being
itself a universal form, the soul has intuitive knowledge of the forms, which it
can recover through its power of reason. The soul is also the ‘form of life’
which has the ability to make the body move and act. In short, in Platonic
thought the soul is a knowing agent. It is the source of consciousness and
reason, and through the exercise of will, it manipulates the body. The body in
turn acts on the soul, forming impressions on its consciousness via the senses.



This is classical, dualist-interactionism. In the seventeenth century this was
given a more concrete form in the writings of the French philosopher and
mathematician René Descartes.

The dualist-interactionism of René Descartes

In an intellectual climate dominated by the conviction that the material uni-
verse consisted of nothing but ‘insensate corpuscles’ or ‘atoms’, Descartes
found it difficult to believe that the bodies and brains of animals and man
could be anything other than machines, whose operations are entirely deter-
mined by mechanical principles. Like other aspects of the physical world they
are composed of a substance which is extended in space (res extensa) and
their behaviour may be understood in terms of the way bits of res extensa
move and interact.

Yet, there are some human capacities, Descartes argued, which simply
cannot be explained in mechanistic terms. In his Discourse on the Method
(Part V) he suggests that,

if there were machines which have a resemblance to our body and imi-
tated our actions as far as it was morally possible to do so, we should
always have two very certain tests by which to recognise that, for all that,
they were not real men. The first is, that they could never use speech or
other signs as we do when placing our thoughts on record for the benefit
of others. For we can easily understand a machine’s being constituted
so that it can utter words, and even emit some responses to action on it of
a corporeal kind, which brings about a change in its organs; for instance,
if it is touched in a particular part it may ask what we wish to say to it; if
in another part it may exclaim that it is being hurt, and so on. But it never
happens that it arranges its speech in various ways, in order to reply
appropriately to everything that may be said in its presence, as even the
lowest type of man can do. And the second difference is, that although
machines can perform certain things as well as or perhaps better than any
of us can do, they infallibly fall short in others, by which means we may
discover that they did not act from knowledge, but only from the dis-
position of their organs. For while reason is a universal instrument which
can serve for all contingencies, these organs have need of some special
adaption for every particular action. From this it follows that it is morally
impossible that there should be sufficient diversity in any machine to
allow it to act in all events of life in the same way as our reason causes
us to act.

(in Haldane and Ross, 1931; also cited in Flew, 1978, p. 127)

Thus, for Descartes, the capacity for language and the faculty of reason
provide a flexibility, an ability to respond appropriately to every novel situ-
ation, in man, which could never be accomplished by any mechanistic system.
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Although these arguments were presented over 300 years ago they have a
contemporary relevance (Box 2.1).

Descartes also believed that the same principles can be used to distinguish
humans from ‘brutes’ (his rather anthropocentric term for other animals):

For it is a remarkable fact that there are none so depraved, or stupid
without even excepting idiots, that they cannot arrange different words
together, forming of them a statement by which they make known their
thoughts; while on the other hand there is no other animal, however
perfect and fortunately circumstanced it may be, which can do the same.
It is also a very remarkable fact that although there are many animals
which exhibit more dexterity than we do in some of their actions, we at
the same time observe that they do not manifest dexterity at all in many
others. Hence the fact that they do better than we do, does not prove that
they are endowed with mind, for in this case they would have more
reason than any of us, and would surpass us in all other things. It rather
shows that they have no reason at all, and it is nature which acts in them
according to the disposition of their organs, just as a clock, which is only
composed of wheels and weights, is able to tell the hours and measure the
time more correctly than we do with all our wisdom.

(ibid.; also cited in Flew, 1978, p. 138)

Descartes’ clear separation of man from the rest of nature was also driven by
his epistemology. Like the Greek rationalists before him, Descartes was scep-
tical about the sensory world. Secure knowledge, he believed, could not be

Box 2.1 An old argument about whether a computer can think

Descartes’ argument that no mechanism could use language appropri-
ately or solve problems bears an uncanny resemblance to the test
proposed by the mathematician Alan Turing for deciding whether a
computer can ‘think’. In this test a number of judges are required to
distinguish between a computer and a human using only the replies that
they provide to any questions put to them. To eliminate irrelevant cues
all questions and answers are typewritten, and the judges are placed in a
separate room. If the ability of the judges to identify the computer (on
the basis of this linguistic exchange) does not differ significantly from
chance, then, Turing asserts, the machine may be said to ‘think’. The
main difference between Descartes and Turing is that Descartes believes
machines will always fail this test whereas, 300 years later, Turing thinks
they will eventually succeed. We will discuss whether or not Turing is
right in Chapter 5.
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grounded in the world of appearances provided by the senses, as one cannot
rule out the possibility that these are illusory or even a dream. Only the
rational mind can provide secure knowledge. And to a mind prepared to
doubt everything only one thing could be certain – the fact that it was some-
thing which experienced doubt. The existence of the thought guarantees the
existence of the thinker. ‘Cogito, ergo sum’ – I think, therefore I am. Descartes
therefore concludes that the ability to think is the indubitable essence of man.
And it exists only in man, not in other animals.

As we will see in Chapter 8, contemporary research into nonhuman
animal language and reasoning does not support Descartes’ opinions of
other animals. However, Descartes believed that this separation of man
from the rest of nature is a consequence of the fact that man alone has a
rational, immaterial soul. It is this which enables him to think, speak, feel,
and have conscious sensations. Indeed, in Descartes’ view, it is impossible that
matter alone could have conscious thought no matter how it is arranged.
Rather, these capacities must be manifestations of a second, fundamentally
different substance in the universe – res cogitans, a substance which thinks.
Man, then, is a duality – a union of res extensa, in the form of a material
body and brain extended in space, and res cogitans, an immaterial soul or
mind.1

In clearly separating man’s extended substance from his thinking sub-
stance, Descartes is often thought to be responsible for the mind–body prob-
lem in its modern form. How, for example, could substances as different as
these interact? Descartes proposed that causal interactions between body and
mind operate in a hydraulic fashion. Stimulation of the sense organs pro-
duces motions in the ‘animal spirits’ contained in the nerves, which produce
motions in the pineal gland, and these produce perceptions in the soul. Con-
versely, the exercise of free will by the soul produces movements in the animal
spirits in the pineal gland, which are transmitted via the nerves to the muscles.
The pineal was thought to be the principal interface between body and soul,
partly because of its central position in the brain. It is well placed to influence
and be influenced by the movements of animal spirits initiated either by the
soul or by the sense organs. Descartes also noted that there is only one such
gland (in contrast to other organs of the brain known to Descartes, which
tend to come in pairs). So it might be the point at which sensory influences
from separate sense organs (e.g. the two eyes) converge, to produce a unified
experience of the world in the soul.

In the light of current understanding of the brain this model of ani-
mal spirits, nerves and pineal gland seems antiquated. However, dualist-
interactionist philosophy (which has persisted over the millennia) must be
distinguished from specific, neurophysiological theories about the way that
conscious minds might interact with brains. A contemporary defence of
dualist-interactionist philosophy has been given by Foster (1991), and vari-
ants of dualist-interactionism have been defended in the twentieth century by
some of the most eminent neurophysiologists, including Charles Sherrington
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(1942) and Wilder Penfield (1975), and, in some depth, by John Eccles (1980,
1989). As we will see below, it also persists, in various forms, in some current
theories about the role of consciousness in quantum mechanics.

Dualism in modern science

In some respects, it is not surprising that defenders of dualism were to be
found in twentieth-century science, even amongst researchers most closely
involved with investigations of the brain. The existence of consciousness
seems undeniable. Yet, the most detailed histological examination of the
brain does not reveal it. Nor does science, now or then, fully explain it. As
Eccles noted in 1980:

nowhere in the laws of physics or in the laws of derivative sciences, chem-
istry and biology, is there any reference to consciousness or mind. . . .
Regardless of the complexity of electrical, chemical or biological
machinery there is no statement in the ‘natural laws’ that there is an
emergence of this strange non-material entity, consciousness or mind.
This is not to say that consciousness does not emerge in the evolutionary
process but merely to state that its emergence is not reconcilable with the
natural laws as presently understood.

(Eccles, 1980, p. 20)

Eccles concluded from this that ‘the self-conscious mind’ (his terminology)
must have some nonmaterial existence. At the same time, Eccles argued that
the self-conscious mind must have causal effects on brain functioning, or it
could not have evolved. Theories that explain mental functions entirely in
terms of brain functions are, he claimed, in conflict with the principle of
biological evolution:

Since they all . . . assert the causal ineffectiveness of consciousness per se,
they fail completely to account for the biological evolution of conscious-
ness, which is an undeniable fact. There is firstly, its emergence and then
its progressive development with the growing complexity of the brain. In
accord with evolutionary theory only those structures and processes that
significantly aid in survival are developed in natural selection. If con-
sciousness is causally impotent, its development cannot be accounted for
by evolutionary theory. According to biological evolution mental states
and consciousness could have evolved and developed only if they were
causally effective in bringing about changes in neural happenings in the
brain with consequent changes in behaviour. That can occur only if
the neural machinery of the brain is open to influences from the mental
events of the world of conscious experiences, which is the basic postulate
of dualist-interactionist theory.

(Eccles, 1980, p. 20)
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According to Eccles, the causal role of consciousness has two aspects. First,
the ‘self-conscious mind’ integrates the information arriving at the neural
modules of the neocortex from the sense organs to provide a unified stream
of consciousness. Second, in willed movement, the self-conscious mind
excites appropriate assemblages of neurons controlling motor responses. In
essence, this is the same theory championed by Plato and Descartes. The
mind influences the body through the exercise of free will, and the body
influences the mind by providing sensory information, which the mind inte-
grates into perceptual experience. Eccles, of course, updates Descartes’ neuro-
physiology, replacing the pineal gland with modularly arranged neurons
in the dominant hemisphere which are ‘open’ to the influences of the
self-conscious mind, thereby ‘liaising’ between mind and brain. That is,

The self-conscious mind is actively engaged in reading out from the
multitude of liaison modules that are largely in the dominant cere-
bral hemisphere. The self-conscious mind selects from these modules
according to attention and interest, and from moment to moment inte-
grates its selection to give unity even to the most transient experiences.
Furthermore, the self-conscious mind acts upon these modules modify-
ing their dynamic spatio-temporal patterns. Thus it is proposed that
the self-conscious mind exercises a superior interpretative and control-
ling role. A key component of this hypothesis is that the unity of con-
scious experience is provided by the self-conscious mind and not by
the neural machinery of the liaison areas of the cerebral hemisphere.
Hitherto it has been impossible to develop any neurophysiological
theory that explains how a diversity of brain events come to be syn-
thesised so that there is a unified conscious experience of a global or
gestalt nature.

(Eccles, 1980, p. 49)

In his extensive writings on this subject, Eccles developed other, detailed
proposals. For example, while Eccles accepted that both hemispheres of the
brain have a form of consciousness, he focused on the ‘liaison brain’ in the
dominant hemisphere, as he believed that only this is fully conscious. That is,
only the dominant hemisphere ‘knows that it knows’ and can communicate
its awareness – essential requirements, he maintained, for a ‘conscious self ’.

These claims, based on findings with ‘split-brain’ patients, need not con-
cern us for now. The above extracts demonstrate how an ancient philo-
sophical position might, in principle, be reinterpreted to fit in with modern
science. They provide an initial basis for assessing the viability of dualist-
interactionism as a modern theory of mind.

Unfortunately, these ‘scientific’ arguments offered by Eccles in defence of
his position are very weak ones. Eccles based his conclusion that conscious-
ness was a nonmaterial entity on its exclusion from a 1980s understanding
of natural laws and the scope of natural science. But our understanding of
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natural laws and the scope of science is in principle revisable, as the subsequent
re-emergence of Consciousness Studies as a major scientific discipline makes
clear. Eccles just takes it for granted that the emergence and biological evolu-
tion of consciousness following Darwinian principles is ‘an undeniable fact’,
but, while this is a common assumption, it is not a ‘fact’ that has in any way
been established by science, and other ways of viewing the relationship of
consciousness to biological evolution exist (see Chapter 14). The force of this
argument also depends on whether or not one accepts dualism. If conscious-
ness is a nonmaterial entity of the kind Eccles proposes, then to deny it a
causal role might be regarded as contrary to evolutionary theory (provided
that one is willing to extend Darwinian evolutionary theory to nonmaterial
entities). But if consciousness turns out to be nothing more than a state or
function of the brain, as various reductionist theories suggest (see Chapters 3
to 5), then there is no problem about it having a causal role and, therefore, no
inconsistency with evolutionary theory.

Nor is there any evidence in support of modules in the dominant hemi-
sphere in the brain being ‘open’ to the manipulations of a nonmaterial mind.
In any case, as we will see in Chapter 11, there are now various neurophysio-
logical theories that deal with ‘how a diversity of brain events come to be
synthesised so that there is a unified conscious experience’ (commonly known
as ‘neural binding’) without any nonmaterial intervention.

Quantum dualist interactionism

In an attempt to provide a fuller understanding of how a nonmaterial con-
sciousness might intervene in neural activity, Beck and Eccles (1992, 2003)
subsequently developed a detailed model of how conscious will exercises
motor control (and other brain functions), by influencing quantum mechan-
ical events in a way that momentarily increases the probability of exocytosis,
the release of neurotransmitter substance at synaptic clefts that causes post-
synaptic neurons to fire. When such influences operate over a large number of
synapses, they argue that this can have major psychological effects. As quan-
tum mechanical effects are in any case probabilistic they argue that this offers
a natural explanation for voluntary movements caused by mental intentions
without violating physical conservation laws. A similar argument for the
effects of quantum mechanics on the brain is offered by Stapp, when he
notes that,

Quantum mechanics deals with the observed behaviors of macroscopic
systems whenever those behaviors depend sensitively upon the activities
of atomic-level entities. Brains are such systems. Their behaviors depend
strongly upon the effects of, for example, the ions that flow into nerve
terminals. Computations show that the quantum uncertainties in the
ion-induced release of neurotransmitter molecules at the nerve terminals
are large (Stapp, 1993, p. 133, 152). These uncertainties propagate in
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principle up to the macroscopic level. Thus quantum theory must be used
in principle in the treatment of the physical behavior of the brain, in spite
of its size.

(Stapp, 2007a, p. 300)

However, Stapp rejects Beck and Eccles’s way of applying quantum mechan-
ics to consciousness–brain interactions, on the grounds that biasing the prob-
abilities of quantum statistical rules is actually in conflict with the rules,
and therefore in conflict with the standard model of quantum mechanics.2

According to Stapp, there is no need for the operations of consciousness to
be in conflict with the rules, as, following Bohr’s famous ‘Copenhagen Con-
vention’ (later extended by Von Neumann and then by Stapp himself), con-
sciousness already plays a central causal role in the operations of quantum
mechanics.

Why? In the quantum world observed phenomena depend critically on the
choices experimenters make about the observational arrangements that they
use. Photons can for example appear to behave either as waves or as particles
depending on the experimental setup, and the measurement of, say, the pos-
ition of an electron affects it in such a way that one can no longer measure its
momentum (so the decision to measure position excludes the possibility of
knowing about its momentum). In classical physics, one can interpret such
observer-dependencies epistemically, as a limitation on what we can know
about the world via physical experiments, rather than ontologically, as a
fact about the autonomously existing physical world itself. However, in vari-
ous interpretations of quantum mechanics, this epistemic versus ontological
distinction becomes blurred.

For example, the Copenhagen Convention argues that quantum mechanics
does not describe an autonomously existing external world. Rather, it
describes the observations made by conscious observers that are consequent
on certain measurement operations. As Stapp notes, this incorporation of the
observer’s knowledge into the mathematics of quantum mechanics involves a
major shift in what physics is about:

The quantum conception of the relationship between the psychologi-
cally and physically described components of scientific practice was
achieved by abandoning the classical picture of the physical world that
had ruled science since the time of Newton, Galileo, and Descartes.
The building blocks of science were shifted from descriptions of the
behaviors of tiny bits of mindless matter to accounts of the actions that
we take to acquire knowledge and of the knowledge that we thereby
acquire.

(Stapp, 2007b, p. 883)

This is clearly an epistemic claim about how physics is done, and what physics
is about. However, in the same paragraph, he goes on to suggest that,
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Science was thereby transformed from its seventeenth century form,
which effectively excluded our conscious thoughts from any causal role in
the mechanical workings of Nature, to its twentieth century form, which
focuses on our active engagement with Nature, and on what we can learn
by taking appropriate actions.

(ibid.)

In stressing that classical physics ‘effectively excluded our conscious thoughts
from any causal role in the mechanical workings of Nature’, Stapp clearly
implies that in quantum mechanics consciousness does play a causal role in
the mechanical workings of Nature – which is a claim about the ontology of
both consciousness and Nature. But then he adds, by way of explanation,
that in quantum mechanics our choices enter into ‘what we can learn [about
Nature] by taking appropriate action’, which reverts back to an epistemic
claim about the role of observer choices in the acquisition of physical know-
ledge. It is important to note these subtle shifts when assessing the status of
what Stapp (2007a) refers to as ‘Quantum dualist interactionism’.

As noted above, classical ‘dualist interactionism’ refers to the view that
autonomously existing conscious experiences can have two-way causal inter-
actions with the brain. In order for consciousness to influence brain states,
there must be some ‘gap’ in neural causal chains for consciousness to operate.
In the realm of classical physics no such gaps are apparent. So it is commonly
assumed that the physical world is ‘causally closed’.

However, according to Stapp the same ‘causal closure’ does not apply in
quantum mechanics. The Copenhagen Convention accepts that the decisions
made by experimenters about what to measure are not themselves described
by the quantum rules. If conscious agents can freely choose the probing
questions they will physically pose, and such choices are not themselves
determined by known physical laws, then physics no longer forms a closed sys-
tem. Consequently, in the new physics there is a natural place for conscious
choices to have a real effect on physics.3

Note, however, that, once again, this argument for the causal efficacy of
consciousness involves a blurred distinction between two meanings, in this
case two meanings of ‘the causal closure of the physical world’. One might
for example accept that physics is ‘open’ in the sense that physicists are free to
choose the physical measurements that they want to make, and that these
choices are not described by the quantum rules, while rejecting the suggestion
that neurobiological processes in the brain have causal ‘gaps’ that provide
space for the intervention of such ‘conscious choices’.4

In various interpretations of quantum mechanics there is in any case ambi-
guity, and associated controversy, about where in the observation process
a choice about what to observe and a subsequent observation is made. For
example, according to the ‘Copenhagen Convention’, the original formula-
tion of quantum theory developed by Niels Bohr, there is a clear separation
between the process taking place in the observer (Process 1) and the process
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taking place in the system that is being observed (Process 2), but the observer
is defined very broadly:

The observer consists of the stream of consciousness of a human agent,
together with the brain and body of that person, and also the measuring
devices that he or she uses to probe the observed system. Each observer
describes himself and his knowledge in a language that allows him to
communicate to colleagues two kinds of information: How he has acted
in order to prepare himself – his mind, his body, and his devices – to
receive recognizable and reportable data; and What he learns from the
data he thereby acquires. This description is in terms of the conscious
experiences of the agent himself. It is a description of his intentional
probing actions, and of the experiential feedbacks that he subsequently
receives.

(Stapp, 2007b, p. 886)

This ‘Process 1’ taking place in the ‘observing’ part of the system is necessar-
ily described in ordinary language and the language of classical physics. By
contrast, ‘Process 2’, which is taking place in the system being probed, is
described in the symbolic language of quantum mechanics. Prior to an obser-
vation being made all possible states of the observed system exist in ‘super-
position’, with probabilities of becoming actual described by the Schrödinger
wave equation. The transition from possible to actual states does not occur
until an observation is made. Once made, the act of observation ‘collapses’
the possible states into one, actual, measured state (to which the Schrödinger
wave equation no longer applies).

But this leaves an unresolved issue: if the ‘observer’ includes the measuring
instrument (e.g. a Geiger counter) as well as the body, brain and conscious
experience of the observer, then what aspect of the measurement process
causes the collapse is open to debate. It could, for example, be the case that
quantum events are actualised at the time that they are recorded by a Geiger
counter, rather than when they are consciously experienced – which would
have little consequence for the causal impact of conscious experience on the
physical world.5

However, in a later extension of quantum theory, Von Neumann demon-
strated that there is nothing in the formalism to exclude any of the physical
systems involved from the quantum mechanical description of the observed
system, including the measuring instruments, body, and even brain of the
conscious observer. Whether one places the cut between the observer and the
physical observed world, or places it at the interface between the observer’s
brain, body and external world on the one hand, and the observer’s conscious
experience on the other, does not alter the mathematics of quantum mechan-
ics or its predictions. Nor does this alter the essential idea that the mathemat-
ics describes what the subject experiences when he probes the world in a
certain way. Consequently, to remove this ambiguity, Von Neumann redrew
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the boundary between the observer and the observed at the interface of
conscious experiences and the brain. In this reformulation, conscious experi-
ences themselves become the choosing agents, and the quantum potentials
that they probe and directly affect are in their own brains!

As Stapp observes,

This placement of the cut does not eliminate the need for Process 1. It
merely places the physical aspect of the Process 1 psychophysical event in
the brain of the conscious agent, while placing the conscious choice of
which probing question to pose in his stream of consciousness. That is,
the conscious act of choosing the probing question is represented as a
psychologically described event in the agent’s mind, which is called by
Von Neumann (1955, p. 421) the ‘abstract ego’. This choice is physically
and functionally implemented by a Process 1 action in his brain. The
psychologically described and physically described actions are the two
aspects of a single psychophysical event, whose physically described
aspect intervenes in the orderly Process 2 evolution in a mathematically
well defined way.

(Stapp, 2007a, p. 304)

To differentiate the conscious part of Process 1 (the ‘conscious ego’) from the
physically embodied part, Stapp (2007c) refers to it as ‘Process 0’. Stapp
believes that such quantum dualist interactionism neatly sidesteps the clas-
sical problems of mind–body (or consciousness–brain) interaction (see Stapp,
2007a, p. 305). According to the Von Neumann/Stapp theory, consciousness
(Process 0) chooses what question to ask; through the mediation of Process 1
this interacts with Process 2 (the developing possibilities specified by the
quantum mechanics of the physical system under interrogation, including the
brain) – and Nature supplies an answer, which is in turn reflected in conscious
experience (making the entire process a form of dualist-interactionism).

It is not surprising, however, that a theory designed to make sense of
observer–observed interactions in quantum mechanics ‘neatly sidesteps’ the
classical problems of consciousness–brain interaction, as quantum mechan-
ical theories were never intended to address such problems! A central claim of
the Von Neumann/Stapp theory, for example, is that it is the observer’s con-
scious free will (Von Neumann’s ‘abstract ego’ or Stapp’s ‘Process 0’) that
chooses how to probe nature. But how such choices are made by the ‘abstract
ego’ and how the phenomenology of consciousness could affect the brain in
ways not already affected by its neural correlates (by the operation of Process 1)
remain obscure, as we will see below.

The plausibility of dualist-interactionism

It is remarkable that dualist-interactionism has persisted in a form very simi-
lar to that proposed by the ancient Greeks for over 2,500 years. Although it is
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framed in terms of current neuropsychology, the mind–body theory of John
Eccles is little changed from that of Plato and Descartes. As before, the
self-conscious mind is a nonmaterial entity with an independent existence
(dualism). It receives information from the senses, and exercises control
over the body through the exercise of will (classical interactionism). Von
Neumann and Stapp similarly view consciousness as an agent that exercises
choice, whose operations are not determined by the physical system with
which it interacts, although, in perception, it is affected by that physical
system. One likely reason for the persistence of this view is that now, as then,
it gives a simple, straightforward account of the following facts:

1 Bodies and brains seem to be very different from minds and conscious-
ness. Arms and legs for example seem to be made of completely different
‘stuff ’ from thoughts and feelings. No one can find consciousness by
examining bits of the brain. It is intuitively plausible therefore to suggest
that body and mind (or brain and consciousness) are different types of
thing.

2 There is extensive evidence that the body and brain affect mind and con-
sciousness via the senses (for example that the visual system affects visual
experience). There is also extensive evidence that mind and consciousness
affect the body and brain (for example in the way that visual experiences,
thoughts, and conscious choices influence subsequent actions). It is
plausible therefore to suggest that mind and consciousness interact with
body and brain.

As far as it goes, nothing could be simpler – and for this reason, dualist-
interactionism forms a natural place of departure for alternative theories of
consciousness or mind. Any alternative theory would have to account for the
same facts in an equally plausible way. Yet in contemporary science and
philosophy of mind there are very few defenders of dualist-interactionism.
Why?

The problems of dualist-interactionism

1 Dualism tells us little about the nature of consciousness

Within dualism the ontological nature of consciousness, mind, or soul
remains essentially mysterious. According to Descartes, it is res cogitans. But
what kind of ‘substance’ is a ‘substance that thinks’? In his clean separation
of res cogitans from res extensa (the stuff of the material world), Descartes
is often thought to have ushered in the modern era. The stuff of the world is
purely mechanical, following mathematically describable laws. These can be
discovered by empirical research and are, therefore, in the province of natural
science. Consciousness, mind or soul, being nonmaterial, cannot be investi-
gated empirically. Consequently, it is in the province of theology and
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metaphysics. In the seventeenth century, this separation of responsibilities was
liberating for science, enabling the investigation of matter to proceed without
interference from the church.

However the cost of splitting the universe into two fundamentally different
substances was to block any empirical investigation of consciousness and
mind. Three hundred years later, this separation appears to have outlived its
cultural value. Eccles made much of the fact that current science does not
explain consciousness (see above). Given its historical exclusion from scien-
tific investigation by both scientists and theologians, this is hardly surprising.
But the same constraints may not apply to future science. Given the success
of science in explaining mysteries once thought to be beyond any natural
explanation (the origins of life, the evolution of man), many scientists and
philosophers now believe a natural explanation is possible for consciousness
and mind.

2 Consciousness is not the same as mind or soul

The classical dualist-interactionist position is not easily translated into a con-
temporary understanding of consciousness, mind and brain. As noted above,
Plato, Descartes and Eccles make no clear distinctions between the terms ‘con-
sciousness’, ‘mind’, and ‘soul’. But, in the modern context, these terms have
different meanings. ‘Consciousness’ is not easy to define. However, as pointed
out in Chapter 1, one can begin to define it ostensively by contrasting situ-
ations where it is present and absent, for example, situations where one is
conscious of something as opposed to not being conscious of that thing. That
is, consciousness can partly be defined in terms of the presence or absence of
phenomenal content. ‘Mind’, by contrast, refers to psychological processes
that may or may not have associated conscious contents. There is consider-
able evidence for example for a ‘cognitive unconscious’. And ‘soul’ tradition-
ally refers to some essential aspect of human identity that survives bodily
death.

Put this way, the distinctions between consciousness, mind and soul should
be clear. It should be obvious, for example, that one can investigate the condi-
tions under which consciousness (of a stimulus) is present or absent, or the
operations of mind (reasoning, the use of language, etc.), by means of psy-
chological research, irrespective of one’s convictions about the survival of
the soul.

3 Thought does not exemplify the whole of conscious experience

Historically, dualism has associated consciousness, mind or soul with the
ability to reason. For Descartes, the best exemplar of conscious experience
is thought. Thoughts do have conscious manifestations, for example verbal
thoughts may be experienced in the form of phonemic imagery or ‘inner
speech’. However, the phenomenal properties of such thoughts do not
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exemplify the whole of conscious experience. As you read this sentence for
example you have a visual experience of print on a page, attached to a book,
extended in three-dimensional phenomenal space. This visual, phen-
omenal world seems to have properties (or ‘qualia’) very different from verbal
thoughts. To understand consciousness one needs to discover how its phen-
omenology relates to processes in the brain, the external world and so
on. Conversely, if we start with an inaccurate (or partial) description of its
phenomenology we are unlikely to arrive at an accurate understanding. A
brief mention of this point will do for now. In Part II of this book, I show
how a more accurate phenomenology leads to a different understanding of
consciousness.

4 The problem of causation

Dualist-interactionism takes the causal interaction of consciousness and brain
to be well substantiated by the evidence of ordinary experience. Eccles also
asks, ‘If consciousness doesn’t do anything, how could it have evolved?’
However, the mechanism by which interaction takes place is far from clear. As
Hume (1739), Moore (1910), and Russell (1948) have pointed out, differences
in appearance between entities and events do not in themselves eliminate the
possibility of their causal interaction – witness the mutual influence of mag-
netic fields and electric currents. Yet, if consciousness or mind is truly imma-
terial and ‘soul-like’ then the differences between it and the material world
seem to be more fundamental than any differences that obtain amongst phys-
ical energies and events. How could something ‘extended’ interact with some-
thing that ‘thinks’? How could experienced wishes or desires affect the
behaviour of neurons? And how could electrochemistry give rise to subjective
experiences? Little wonder that Spinoza (1677) and Leibniz (1686) judged the
causal interaction of res cogitans and res extensa to be literally inconceivable
(Box 2.2).

Extensive investigations of the brain have deepened this puzzle. According
to dualist-interactionism the activities of the brain cannot be fully under-
stood without the causal intervention of a nonmaterial consciousness or
mind. But, on the basis of present evidence, the brain appears to operate
on entirely physical principles. Viewed from the perspective of classical phys-
ics, there appear to be no ‘gaps’ in neural causal chains for nonmaterial
causes to fill. In this sense, the physical world appears to be causally closed.
Nonmaterial causation also seems to contravene the Conservation of Energy
Principle. In order to do work in the physical universe one requires energy.
If mental events are to influence physical ones, physical energy must be cre-
ated from some nonmaterial source, and the total physical energy of the
universe thereby increased. Equally, for physical events to influence mental
ones, energy must be drawn from the physical universe. However, according
to the Conservation of Energy Principle energy can neither be created nor
destroyed.
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Given our state of incomplete knowledge about consciousness, mind and
physical matter, one cannot rule out the possibility that such interactions
take place. It might be, for example, that in consciousness–brain interactions
energy is ‘borrowed from’ and ‘paid back’ to the physical universe leaving
the total in balance.6 According to Hart (1995), consciousness might itself be
a ‘form of energy’ currently unknown to physics, in which case conservation
of energy would have to include the energy of consciousness, and transforms
from physical to consciousness energies could, in principle, be found. Alter-
natively, it might be the case that consciousness interacts with the brain’s
microstructure. As noted above, another suggestion, made by Eccles (1989)
and Beck and Eccles (1992, 2003), is that mental events might intervene in
very small degrees in the unstable equilibrium of the brain at the microscopic
probabilistic level – a form of influence that might not be inconsistent with
physical determinism at the macroscopic level. Through a multiplier effect,
such small influences might have macroscopic effects.

Whether the neurobiology of synaptic transmission would actually allow
such quantum mechanical effects is highly controversial (see in particular
Smith, 2008). In any case, as Stapp (2007a) points out, such biasing would be
inconsistent with the rules of quantum mechanics. The Schrödinger wave
equation describes the probability of quantum mechanical events being actu-
alised with great precision. Either this remains true for quantum mechanical
events in the brain, or it does not. If it remains true, then any momentary
biasing of probabilities (by conscious free will) would have to be compensated
for by subsequent biasing against those probabilities, otherwise the shape of
the probability function would be changed. Alternatively, the Schrödinger
wave equation does not apply at the loci of conscious intervention in the brain.

Box 2.2 How could the conscious mind and the body have causal
interactions?

Spinoza and Leibniz recognised the causal interaction of the conscious
mind (or soul) with the body to be one of the hardest problems of
consciousness. To resolve it Spinoza developed a form of ‘dual-aspect
theory’, to which we return in Chapters 11 and 13. Leibniz, on the other
hand, proposed a form of ‘non-interactionist dualism’ or ‘parallelism’
in which the causal interaction of the body and the soul is an illusion.
In actual fact, he argues, God has formed the body and the soul into a
pre-established harmony – like two perfectly aligned clocks, each keep-
ing time exactly with the other. This perfect correlation produces the
appearance of a causal relation although neither actually influences the
other. Needless to say, this attempt to solve a mystery by recourse to a
deeper one has few adherents in modern scientific thought.

Conscious souls, brains and quantum mechanics 25



As Stapp points out, there is another sense in which the world described by
physics is not causally closed – the sense in which experimenters are free to
choose the measurements they make which in turn have a powerful influence
on what they observe. Following Von Neumann, he suggests that the same
process operates at the interface of conscious experience and the brain. How-
ever, in their present forms, such quantum mechanical accounts of the causal
interaction of consciousness and brain suffer from problems that are just as
serious as those of macroscopic accounts. Quantum mechanical effects occur
within the brain at the microcosmic level just as they do in the rest of the
material world, but there is little evidence as yet that these have measurable,
macrocosmic effects.7 Nor is it clear how perturbations at the microcosmic
level could be translated into psychologically relevant macro-effects. Solving
a problem or speaking a language, for example, are highly complex forms
of human information processing that require the manipulation of symbols,
grounded in meanings, which can be related to global knowledge of the world.
This applies even more to the ‘conscious choices’ made by physicists about
how to make measurements that might have theoretical significance in phys-
ical experiments. It is by no means clear how such operations on representa-
tions of the world could be determined by some nonmaterial consciousness,
momentarily affecting quantum mechanical events. Events at the quantum
mechanical level do not determine the way conventional computers operate
on representations. So, unless the brain turns out to be a ‘quantum com-
puter’, interventions at the quantum mechanical level would seem to be at the
wrong level of grain.

And there are other reasons to be cautious about the applications of quan-
tum mechanics to neuropsychology. It seems reasonable to suppose that
a ‘collapse’ of a superposition of quantum states of, say, a photon by the
conscious experience of an observer involves the observer having some form
of visual experience. While this might not be inconsistent with the mathemat-
ics of quantum mechanics, it is paradoxical in terms of the processes involved
in visual perception as it would seem to require backward causation in time
(Box 2.3).

However, the central problem for dualist accounts of causality remains the
phenomenology of consciousness. According to Eccles the self-conscious mind
controls activities in the motor cortex through the exercise of free will. But
how could a consciously experienced wish to do something activate neurons
or move muscles? The processes required to activate neurons are not even
represented in consciousness! For example, the phenomenology of a ‘wish’
includes no details of where our motor neurons are located, let alone how
to activate them. The same argument applies at the quantum mechanical
level. ‘Experiencing a wish’ reveals nothing of the momentary probabilities of
quantum mechanical states, let alone how to alter them. Nor, following Von
Neumann and Stapp, does the phenomenology of a conscious choice reveal
anything about how to intervene in the developing quantum process within
one’s own brain. Consciousness without phenomenology is not consciousness
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at all (see Chapter 1). Consequently, if some aspect of the mind does control
the momentary activities of neurons at the microcosmic level, that aspect of
the mind must be nonconscious. This paradoxical relation of conscious phe-
nomenology to nonconscious processing is discussed, in depth, in Chapters 4
and 10.

5 The problem of function

Both Descartes and Eccles support their case for a nonmaterial, self-
conscious mind by listing capacities that could not be carried out by a purely
material brain. Descartes, for example, focuses on language and reasoning,

Box 2.3 A paradox for quantum dualist interactionism: how could a
visual conscious experience actualise its own prior cause?

Although it only takes one photon arriving at the retina to trigger a
visual experience, the vitreous humour of the eye scatters light, so that
even under optimal conditions, it requires from five to eight photons to
trigger that experience (see Chapter 8). Studies of the visual system and
other sensory systems also make it clear that conscious experiences do
not arise at the instant that input stimuli arrive at the cortex. Instead,
a period of preconscious processing occurs that involves neural acti-
vation, analysis, synthesis and so on. This takes time. Experiments
reviewed by Libet (1996), for example, suggest it takes at least 200
milliseconds for neural states to form in a way that is adequate to sup-
port a tactile conscious experience (see Chapter 10). In short, within
neuropsychology, consciousness of external events is thought to take
place later in time than the occurrence of the events themselves and,
perhaps, hundreds of milliseconds later in time than the arrival time of
the neural activation they produce at the sensory cortex. The relevance
of quantum mechanics to an understanding of how such systems oper-
ate is not obvious. According to the Stapp/Von Neumann interpretation
a photon is only actualised once it results in a visual experience.
But how could a resulting conscious experience ‘actualise’ its own prior
cause? This would seem to require backward causation in time! And are
we also to say, following Von Neumann and Stapp, that preconscious
processes responsible for creating neural conditions that are adequate
to support a conscious experience also only become ‘actualised’ once
the visual experience arises? Note that such paradoxes would remain if
there is any delay between the input stimulus and the consequent
experience. That is, the problems remain even if Libet’s figure of a
minimal 200-millisecond delay turns out to be an overestimate.
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and Eccles on information integration. These claims have to be re-evaluated
in the light of advances in artificial intelligence, and increased understanding
of the brain.

It remains true, to the present day, that no existing machine can use lan-
guage and reasoning with an appropriateness and flexibility approaching that
of humans. But in restricted domains, where the rules and procedures are
relatively well understood, machine performance is impressive – for example,
mathematical calculation, or the ability to play chess, triumphantly demon-
strated by the 1996 defeat of Grandmaster Gary Kasparov by IBM’s ‘Deep
Blue’ (cf. Newborn, 1997). Given such restricted successes, it is no longer
self-evident that there is anything about the nature of physical systems as
such that prevents more sophisticated functioning.8 It would appear to be our
limited understanding of our own mental processing that limits our ability
to simulate or emulate such abilities in machines. Indeed, within cognitive
psychology, one criterion for a ‘good theory’ is that it be sufficiently well
specified to be instantiated in a machine.

Whether, in humans, there is some general ability to respond appropriately
in all circumstances over and above such specialised skills remains to be seen.
The human brain remains far more complex than any existing machine, and
there is extensive cognitive neuropsychological evidence that its operation is
largely ‘modular’. That is, the brain’s sophisticated functioning results from
the interaction of large numbers of relatively specialised processors. It may
be that, in addition, there is a general human capacity or intelligence that
can be applied to many situations, along the lines suggested by Descartes.
Indeed the relative contribution of specialised versus general skills has been a
central topic for researchers of ‘intelligence’ for around 100 years. However,
there is no reason, as yet, to doubt that such generalised functioning, once
instantiated in the brain, follows physical principles.

6 The problem of explanatory adequacy

A more fundamental problem with dualist-interactionist explanations of
human functioning is that they do not offer a genuine alternative to physical
or functional explanations. For example, Descartes claims that res cogitans
provides a general-purpose intelligence without suggesting how it does so.
Eccles asserts that the self-conscious mind ‘reads’ information displayed on
dominant hemisphere, ‘selects’ according to ‘attention’ and ‘interest’, and
‘integrates’ its selection to give unity to experiences. But he says nothing
about how the self-conscious mind achieves such things. Stapp finds a gap in
quantum mechanics where consciousness can exercise choices about how
to interrogate the physical world, but again says nothing about how those
choices are made – and quantum mechanics offers no answers. The processes
involved in reading, selectively attending to, integrating, and responding to
information have been extensively investigated in cognitive psychology for
around fifty-five years (see Chapters 4 and 10), and it is abundantly clear that
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such functions require complex systems. If the self-conscious mind performs
such functions it would itself have to be a complex system (like the brain). To
encode information it would also have to possess discriminable states that
need to be embodied somehow in a structure that can be accessed. But if the
self-conscious mind is nonmaterial, without spatial location and extension,
what kind of structure could this be? In short, all the problems of explaining
how such functions operate in the brain simply regress, with added complica-
tions, to the self-conscious mind.

In sum, classical dualism offers ‘explanations’ which themselves require
explanation. It also ‘splits’ the world in ways that make it difficult to put it back
together again. Given this, it is not surprising that monists have searched for a
more unified theory of consciousness and mind.

Notes
1 In Descartes’ dualism no clear distinction is made between the terms ‘soul’, ‘mind’,

and ‘consciousness’, so for exposition of his position I use the terms interchange-
ably. Later, I will argue that this loose conflation of terms is a source of major con-
fusion in contemporary debates, which needs clarification before genuine progress
can be made.

2 Stapp also rejects the suggestion that conscious influences are carried out by a
disembodied soul. Rather, they reflect the operations of one aspect of a dual-aspect,
psychophysical mind. As the latter proposal is also an important feature of the
reflexive monism developed in this book, we return to it in depth in Chapters 11
and 13.

3 Hans Primas (2002) made the similar point that physical experiments require one
to fix boundary conditions and initial conditions that are not given by the funda-
mental laws of nature, both in classical physics, and even more obviously in quan-
tum mechanics. So, in this sense, conscious agents influence the findings of physics,
and again, in this special sense, the physical world is not causally closed.

4 Indeed, there are good reasons to believe that ‘free choice’ or, more generally, ‘free
will’, in the form that we experience it, is compatible with causal closure at the level
of classical physics, a position known as ‘compatibilism’. We examine this in depth
in Chapter 14.

5 As it happens, most physicists have moved on to the view that interactions of a
quantum particle with its environment (for example with the billions of particles
that make up a macroscopic Geiger counter) produce a decoherence of the super-
position of quantum states of that particle which fixes it into a given state – in
which case the consciousness of an observer is not required. As this is an alternative
to quantum dualist interactionism (rather than a version of it) I will not go into
decoherence theory here. But see Thomas (2007) and Greene (2004, ch. 7), for lucid
explanations.

6 The notion that energy may be briefly ‘borrowed’ and ‘paid back’ to the universe is
used in subatomic physics to account for phenomena such as the tunnelling of
electrons through electrical fields, the escape of alpha particles from radioactive
nuclei and the existence of ‘virtual’ particles.

7 Critics of the QM approach to consciousness have pointed out that the heat and
noise of the brain are too great to support QM effects. Hameroff and Penrose
(1996) have suggested quantum mechanical effects might nevertheless operate within
microtubules, protein structures found in the skeleton of neurons. These micro-
tubules normally exist in quantum coherent states, whose (gravitation-induced)
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collapse corresponds to elementary acts of consciousness. They also suggest ways
in which such effects might combine to allow the brain to operate as a ‘quantum
computer’. This highly original, but controversial proposal has been extensively
criticised by Grush and Churchland (1995), defended by Penrose and Hameroff
(1995), and further criticised by Atmanspacher (2006), Stapp (2007a), and Smith
(2008). The Hameroff–Penrose model is closer to a dual-aspect theory of con-
sciousness–brain than interactionist-dualism, but I mention it here on the grounds
that it is one of the most detailed models of consciousness–brain activity at the
QM level.

8 Modern versions of the ‘argument from capacity’ are equally controversial. Accord-
ing to Penrose (1994) certain mathematical problems are noncomputable using
classical computing systems although they are computable by minds. He suggests
that such problems might be soluble by a ‘quantum computer’ – in which case, the
brain itself might be a quantum computer. However, a quantum computer is still
a physical system, so this is not an argument in support of the intervention of a
nonmaterial consciousness or mind.
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3 Are mind and matter the
same thing?

How to collapse dualism into monism

There are three ways to collapse mind–matter dualism into monism:

1 Mind and physical matter might be aspects or arrangements of some-
thing more fundamental that is in itself neither mental nor physical
(dual-aspect theory; neutral monism; pan-psychism).

2 Physical matter might be nothing more than a particular aspect or
arrangement of mind (idealism).

3 Mind might be nothing more than a particular aspect or arrangement of
physical matter (physicalism; functionalism).

Current Western philosophy and science largely favours option 3, so this
will be the main focus of our analysis. However, each of these positions
has been defended in the philosophy of mind, and being out of current
fashion does not mean they are entirely wrong. Let us examine them briefly,
in turn.

Dual-aspect theory

Spinoza (1677), like Descartes, viewed mind (‘thinking being’) and body
(‘extended being’) as very different in kind, yet intimately conjoined in their
activity. For Spinoza, however, the differences between mind and body are so
great that their causal interaction is inconceivable. Rather, mind and body are
different aspects of one underlying reality (which he variously refers to as
‘Nature’ or ‘God’), and it is for this reason that they appear intimately
conjoined. That is,

Mind and body are one and the same thing, conceived first under
the attribute of thought, secondly, under the attribute of extension.
Thus it follows that the order of concatenation of things is identical,
whether nature be conceived under the one attribute or the other; con-
sequently the order of states of activity or passivity in our body is



simultaneous in nature with the order of states of activity and passivity
in the mind . . .

(Spinoza, 1677)

In its original form, this theory threatens to solve a mystery by introducing a
greater one (the unfathomable nature of ‘Nature’, or ‘God’). However, the
related notion that consciousness and aspects of brain activity may be thought
of as one process with two sides was later taken up by Lewes (1877), Romanes
(1885), Gunderson (1970), and Nagel (1986). Later, Velmans (1991a, 1991b)
and Chalmers (1996) developed this into different dual-aspect theories of
information. We return to these in Chapters 13 and 14.

Neutral monism

According to Ernst Mach (1885), William James (1904) and Bertrand Russell
(1948), mental events and physical ones are not aspects of some more funda-
mental reality but simply different ways of construing the world as perceived.
On this view, there is only one, neutral stuff of which the perceived world is
composed, which Mach refers to as ‘sensations’, James as ‘pure experience’,
and Russell as ‘events’. Although the terms they use to describe the perceived
world differ, the central argument used to support neutral monism is the
same: what we observe in the world is neither intrinsically mental nor phys-
ical. Rather, we judge what we experience to be ‘mental’ or ‘physical’ depend-
ing on the network of relationships under consideration.

Mach (1885), for example, writes that,

The traditional gulf between physical and psychological research . . .
exists only for the habitual stereotyped method of observation. A colour
is a physical object so long as we consider its dependence upon its
luminous source, upon other colours, upon heat, upon space, and so
forth. Regarding, however, its dependence upon the retina . . . it becomes
a psychological object, a sensation. Not the subject, but the direction of
our investigations is different in the two domains.

Or, as William James (1904) puts it, a room in which one sits enters simul-
taneously into two histories – ‘one of them is the reader’s personal biog-
raphy, the other is the history of the house of which the room is a part’. In
so far as the room is one’s present field of consciousness it is ‘the last term
of a train of sensations, emotions, decisions, movements, classifications,
expectations, etc, ending in the present, and the first term of a series of
similar “inner” operations extending into the future’. On the other hand, it
is also the end product of a very different series of physical operations,
‘carpentering, papering, furnishing, warming’ and so on, and it is the
potential recipient of future physical operations – ‘As your field of con-
sciousness it may never have existed until now’ – As a physical room it
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may have ‘occupied that spot and had that environment for thirty years’
(Box 3.1).

Given the supposed, unbridgeable ‘gap’ separating the physical world
from conscious experience, it is important not to lose sight of this simple
(often neglected) point – and we will return to it in Chapter 6. However,
one needs a lot more than this to solve the mind–body problem. For
example, one still has to relate the phenomenal world to the very different
world described by physics.1 And it is not so easy to be ‘neutral’ about the
status of events more traditionally regarded as the contents of conscious-
ness, such as images, dreams, emotions and thoughts. These are clearly
‘mental’, but how, in the sense that the neutral monists intend, could they
be ‘physical’? Such experiences appear to differ from tables, chairs, floors,
etc., not only in terms of the network of relationships into which they
enter, but also in terms of their intrinsic qualities (or ‘qualia’). That is, in
contrast to physical objects they have no solidity, permanence, location, or
extension in space.

And what of the causal interactions between consciousness and the brain
which have so troubled dualist theories? How, in neutral monism, can the
brain ‘produce’ experiences or experienced wishes affect neurons? According
to Russell (1948) such questions pose no special problems, provided that
‘causation is regarded – as it usually is by empiricists – as nothing but invari-
able sequence or concomitance’ (p. 276). Given this, he concludes that,

The whole question of the dependence of mind on body or body on
mind had been involved in quite needless obscurity owing to the
emotions involved. The facts are quite plain. Certain observable occur-
rences are commonly called ‘physical’, certain others ‘mental’; sometimes
‘physical’ occurrences appear as causes of ‘mental’ ones, sometimes vice
versa. A blow causes me to feel pain, a volition causes me to move my
arm. There is no reason to question either of these causal connections,

Box 3.1 How an entity in the world can be both mental and physical

There is a clear sense in which some experienced entities in the world are
both mental and physical. From one point of view this WORD is an
experience – one might for example investigate how it comes to be seen
as WORD rather than WORD by tracing the activities of different sets
of feature analysers which code for line orientation in the brain. At the
same time, this WORD has physical properties determined by the nature
and texture of the paper on which it is written, the ink used in the print,
and so on. These different ways of analysing WORD do not alter its
phenomenology. Only the network of relationships of interest changes.
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or at any rate no reason which does not apply to all causal connections
equally.

(Russell, 1948, p. 276)

In a sense, Russell is right. If we knew the necessary and sufficient neural
conditions for a given conscious experience, these would count as the
‘neural causes’ of that experience. That is, if we could reproduce the neural
conditions, we could reproduce the experience! The reverse is equally true.
When we have a conscious wish to move an arm, we can usually do so. But
this alone would not give us an understanding of how neuronal events could
give rise to subjective experiences which seem so unlike neuronal events, or
vice versa. Nor does it deal with the problem that, viewed macroscopically,
the physical world appears to be causally closed. If one assumes that every
experience has a neurophysiological correlate, then whenever an experience
(such as a volition) appears, its neural correlates would also appear, thereby
filling any ‘gaps’ in the neural causal chain, in which case there is no ‘room’
for any mental intervention. And if one already has a complete causal
account of what is going on in neural terms, why introduce added, conscious
causes? To these problems, neutral monism provides no solutions.

The reduction of body to mind

If one cannot bridge the mind–body gap by being ‘neutral’ about whether
events are mental or physical, perhaps they have to be one thing or the other.
But then one has to choose which one has ontological primacy. Historically,
this choice has been determined by decisions about what counts as reliable
knowledge, and particularly by decisions about whether to trust what one
experiences. According to the Greek Rationalists, experience is illusory.
Only innate knowledge of reality accessed through our ability to reason can
provide knowledge of the true structure of the world (the universal forms).
By contrast, British Empiricists such as John Locke (1690) believed that, at
birth, the mind is a blank slate (a tabula rasa) on which the world makes
impressions via the senses. Concepts and theories of the world are con-
structed by the mind on the basis of sensations, and their reliability depends
entirely on the extent to which they can be seen to reduce to or derive from
such sensations. That is, sensations provide the ‘bedrock’ of knowledge. They
are as close to the world as one can get. Ironically, this sceptical, empiricist
position provided the foundation for Berkeley’s Idealism – the view that
things exist only in so far as they exist in the mind.

John Locke himself had no doubts that the physical world is real.
Like Descartes, he thought it to be composed of ‘insensate corpuscles’
(atoms) whose movements stimulate our sense organs by direct contact. This
mechanical stimulation is transmitted via the ‘nerves’ to the brain which then
produces effects in the mind, in the form of ‘ideas’ or ‘ideas of sensations’
such as ideas of solidity, motion, colour, smell and taste. According to Locke,

34 Mind–body theories and their problems



sensations differ in how accurately they represent the physical causes that
produce them. ‘Primary sensations’ such as sensations of ‘extension’, ‘figure’
(shape), ‘solidity’ and ‘motion’ mirror qualities that actually inhere in matter
(they are attributes of the corpuscular world of seventeenth-century physics).
‘Secondary sensations’, although produced in the mind by the motions of
material particles, do not represent what the particles themselves are like. For
example, sound is a sensation produced in us by the motion of particles in the
air, heat is a sensation produced in us by the motion of particles of which
objects are composed, sensations of light are produced by the motions of
particles impinging on the eye, and so on.

Locke’s model is valuable in that it makes an initial attempt to ground a
theory of knowledge in a theory of how the brain and the physical world
interact (it does not divorce epistemology from ontology) – and, in rough
outline, it is not far from contemporary views about the way sensations relate
to the world described by physics (light is produced by photons, sound by the
vibrations of air molecules, heat by molecular Brownian motion, etc.). But
the model poses as many problems as it addresses. How could ‘motions in the
nerves’ become ‘sensations in the mind’? If mental events are quite different
from physical or mechanical ones then what is their nature? And, on what
basis can Locke judge the resemblance of sensations to the physical entities
that they represent. To make a judgement about resemblance, one would need
to make a comparison. But within Locke’s empiricist epistemology there
seems to be no way to make this comparison. According to Locke, abstrac-
tions about the fundamental nature of the world are only reliable in so far as
they reduce to or can clearly be seen to derive from sensations. Sensations are
as close to the real world as one can get. So there are no means (within
empiricist philosophy) for knowing through sensations, concepts or theories
the nature of a physical world that is, in many respects, quite different from
our sensations.2

Berkeley’s Idealism

Bishop George Berkeley (1710) agreed with Locke that ‘secondary qualities’
commonly attributed to material objects can, strictly speaking, only be said
to exist in the mind of the perceiver. When we speak of colours, sounds, tastes
and so on we are referring to aspects of what we experience. However, for
Berkeley, this applies equally to ‘primary qualities’, which Locke believed to
have an independent existence in the material world. When we speak of
bodies being ‘extended’ or being ‘solid’ or having a certain ‘shape’ we are
referring to how we experience those bodies, just as much as when we speak
of colours or tastes. And, if all the ‘qualities’ normally attributed to material
objects are in fact forms of experience in the mind of the perceiver, then what,
asks Berkeley, is the sense of speaking of an unperceivable ‘material’ world
which somehow ‘lies behind’ what we perceive? There is no such world! The
abstractions of physics are simply convenient and useful ways to describe and
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interrelate what we do experience. In fact, the only sense in which objects or
qualities of objects may be said to exist is in so far as they are experiences.
‘Esse est percipi’ – to be is to be perceived!3

With this argument, Berkeley solves a number of problems. If the ‘real’
world is just the world we experience, then there is no need to worry about
how the events we perceive might ‘represent’ the ‘material causes’ which bring
them into being. The ‘material causes’ have no real existence – they are simply
abstractions, and themselves products of the mind. Their usefulness (follow-
ing empiricist philosophy) depends entirely on how they reduce to or can be
seen to derive from what we do experience. Nor is there any need to puzzle
over how material causes could possibly produce mental effects, or any need
to ask whether there are two fundamentally different ‘substances’ in the
universe (mental and physical). According to Berkeley’s analysis, the only
existing ‘substance’ is a mental one!

Problems with idealism

Like neutral monism, idealism tends to skate over the qualitative differences
between events normally thought to be ‘in the mind’ such as thoughts and
dreams, and entities like chairs and tables normally thought to be in the
external physical world; the fact that all such events are experienced does not
alter the fact that they are experienced to be different. Nor does it tell us
anything about how volitions, percepts and the like relate to brain activity.

But the main, unfortunate consequence of Berkeley’s thesis is that if things
are not experienced they do not exist. Rather like our dreams – if we do not
dream them, they are not there. This consequence seems absurd. If you bring
an egg to the boil, then leave the kitchen for 3.5 minutes, you get a soft-boiled
egg whether you are watching it or not. So how can experiencing the egg be
the sole grounds for its existence? Berkeley, too, found such consequences
unacceptable. But, there was One, he pointed out, who perceived all – so the
‘choir of Heaven and furniture of Earth’ do exist continuously, for they exist
as ideas ‘in the mind of God’.

Being an Irish bishop, this ‘solution’ served a number of purposes. Not
only did it resolve certain problems in epistemology and certain paradoxes
surrounding the mind–body problem, but it also provides a good reason for
the existence of God. God is the stabilising principle which gives an otherwise
erratic universe continuous existence. However, those of a secular bent were
not impressed. As the philosopher Geoffrey Warnock points out, when
Berkeley first published this thesis in 1710, ‘Some thought he was insane,
and some that he could not be wholly serious; some thought he was corrupted
by an Irish propensity to paradox and novelty; almost no one took him
seriously’ (Warnock, 1972, p. 34) (Box 3.2).

In Bertrand Russell’s classic A History of Western Philosophy (first pub-
lished in 1946), Berkeley’s Idealism is given a detailed treatment as one
important position in philosophy of mind. In the materialist 1990s, it hardly
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received a mention (e.g. it received just ten words in the 642 pages of
Guttenplan (1994) A Companion to the Philosophy of Mind), and it has little
influence on current Western psychology and philosophy. However, as with
dual-aspect theory and neutral monism, I have re-introduced idealism on the
grounds that, even viewed from the perspective of Western science, it is not
entirely wrong. A version of idealism is to be found, for example, in the
‘Copenhagen’ interpretation of quantum mechanics (see Chapter 2), and,
while it may be absurd to suggest that the existence of the macroscopic
material world depends on its being perceived, it is not absurd to suggest that
this is true of the phenomenal world (the world as perceived). A different form
of idealism – that the manifest world depends for its existence on conscious-
ness and mind – also plays a central role in Eastern philosophies that derive
their sources of evidence largely from introspective investigations of con-
sciousness and mind. We examine how the material world relates to the
phenomenal world, and how to make sense of idealism versus realism in
Chapter 8.

The reduction of mind to body

Given the problems with Berkeley’s Idealism, it may be that reducing the
physical to the mental is to collapse the mind–body problem in the wrong
direction. Far more common in the twentieth and early twenty-first century
has been the reduction of the mental to the physical.

Box 3.2 A little poem from Ronald Knox to George Berkeley

There was a young man who said, ‘God
Must think it exceedingly odd

If He finds that this tree
Continues to be

When there’s no one about in the Quad’.

REPLY

Dear Sir:
Your astonishment’s odd:

I am always about in the Quad
And that’s why the tree
Will continue to be,

Since observed by
Yours faithfully

God.
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Like dualism, materialism was given an explicit form by the ancient
Greeks. According to Leukippos and his pupil Democritus there is nothing in
the universe other than ‘atoms and the void’. Even the soul is composed of
atoms that permeate the atoms of the body. According to Thomas Hobbes
(1651), man is just a machine – ‘For what is the heart, but a spring; and the
nerves, but so many strings, and the joints but so many wheels, giving motion
to the whole body . . .?’ Sensory experience, he thought, is only a ‘motion in
the brain’ produced by the motions of matter in the external world. There
can be no other intrinsic quality in experiences, argues Hobbes, ‘for motion
produceth nothing but motion’.

Such views are clear antecedents to the modern and widely shared intuition
amongst natural scientists that descriptions of the world given by physics, for
example the equations of quantum mechanics, are more fundamental and
ultimately more ‘real’ than our everyday talk of minds and experiences. In the
words of the Cambridge physicist Stephen Hawking (1988), if we could
develop a theory that unified all the known physical forces of the universe ‘we
would know the mind of God’ (see Chapter 8).

Hawking, no doubt, only meant to refer to one aspect of ‘God’s thinking’.
But, to many students of consciousness and mind, such claims for the
all-embracing explanatory power of a grand unified theory (GUT) are in any
case wildly optimistic. The explanatory power of scientific theories can only
be assessed in terms of the phenomena they are designed to explain. Given
that those working on GUT have not, by and large, addressed the many
problems surrounding consciousness and mind, it would be surprising indeed
if GUT explained them. As noted in Chapter 2, we cannot even be certain, at
the present time, that quantum mechanical phenomena are psychologically
relevant. Nor, if we return to classical physics, do Newton’s laws of motion
tell us anything about human motivation (what ‘moves’ people), let alone
how humans solve problems, have emotions and, ultimately, become aware
of their own existence. There is, however, a more plausible form of ‘Physical-
ism’ which claims mind and consciousness to be nothing more than states of
the brain. This claimed identity between mind, consciousness and states of
the central nervous system is sometimes known as ‘central state identity
theory’.

Reducing consciousness to a state of the brain

It has long been suspected that there is a causal relation between mind,
consciousness and brain (Box 3.3). However, the claim that mind and con-
sciousness are nothing more than states of the brain is far more radical. If this
claim can be justified, then the fundamental puzzles surrounding the
mind–body relationship, and (in its modern form) the consciousness–brain
relationship, would be solved. Clearly, if consciousness is nothing more than
a state of the brain (a C-state, say), it should be possible to understand it
within the existing framework of natural science. Causal relations between
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consciousness and brain would translate into the causal relations between
C-states and other brain states, and the functions of consciousness would
simply be the functions of C-states within the global economy of the brain.
The methods for investigating consciousness would then be third-person
methods of the kind already well developed in neurophysiology and cognitive
science.4

With such a potential prize in view, philosophical and scientific theories
of consciousness over the last fifty years have in the main assumed, or tried
to show, that some form of materialist reductionism is true. Given the
dominance of this approach we need to examine it in some depth.

How could conscious experiences be brain states?

Given the apparent differences between the ‘qualia’ of conscious experiences
and brain states it is by no means obvious that they are one and the same.
Physicalists such as Ullin Place (1956) and J.J.C. Smart (1962) accepted that
these apparent differences exist. They also accepted that descriptions of
mental states and descriptions of their corresponding brain states are not
identical in meaning. However, they claimed that with the advance of neuro-
physiology these descriptions will be discovered to be statements about one
and the same thing. That is, a contingent rather than a logical identity will be
established between consciousness, mind and brain.

Smart (1962) summarises this position in the following way:

Let us first try to state more accurately the thesis that sensations are

Box 3.3 How states of consciousness depend on states of the brain

According to Hippocrates of Cos (460–357 BC),

Man ought to know that from the brain and from the brain only,
arise our pleasures, joys, laughter and jests, as well as our sorrows,
pains, griefs and fears. Through it, in particular, we think, see, hear,
and distinguish the ugly from the beautiful, the bad from the good,
the pleasant from the unpleasant, in some cases using custom as a
test, in others perceiving them from their utility. It is the same thing
which makes us mad or delirious, inspires us with dread and fear,
whether by night or by day, brings sleeplessness, inopportune mis-
takes, aimless anxieties, absent-mindedness, and acts that are con-
trary to habit.

(from Jones, 1923; cited in Flew, 1978, p. 32)
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brain-processes. It is not the thesis that, for example, ‘after-image’ or
‘ache’ means the same as ‘brain-process of sort X’ (where ‘X’ is
replaced by a description of a certain brain process). It is that, in so far
as ‘after-image’ or ‘ache’ is a report of a process, it is a report of a
process that happens to be a brain process. It follows that the thesis
does not claim that sensation statements can be translated into state-
ments about brain processes. Nor does it claim that the logic of a
sensation statement is the same as that of a brain process statement. All
it claims is that in so far as a sensation statement is a report of some-
thing, that something is a brain process. Sensations are nothing over and
above brain processes.

(p. 163; my italics)

In short, there is a distinction to be drawn between how things seem, how we
describe them, and how they really are.

It is important to remember that no discovery that reduces consciousness
to brain has yet been made. Central state identity theory, therefore, is partly
an expression of faith, based on precedents in other areas of science.
Consequently, arguments in defence of this position have focused on
the kinds of discovery which would need to be made for reductionism to be true.
We need to examine these with care.

C.D. Broad noted in 1925 that materialism comes in three basic versions:
radical, reductive and emergent. Radical materialism claims that the term
‘consciousness’ does not refer to anything real (in contemporary philosophy
this position is usually called ‘eliminativism’). Reductive materialism accepts
that consciousness does refer to something real, but claims that science will
discover that real thing to be nothing more than a state (or function) of the
brain. Emergentism also accepts the reality of consciousness but claims it to
be a higher-order property of brains; it supervenes on neural activity, but
cannot be reduced to it.

Eliminative materialism

The atomism of Democritus and the ‘man as machine’ metaphor of Hobbes
are early examples of eliminativism. More recent attempts to ‘do away
with consciousness’ divide into (a) those which deny its existence outright,
(b) those which argue that the term ‘consciousness’ and its associated con-
cept do not refer to anything sufficiently clear to make the term (and concept)
usable, and (c) those which argue that our theories about consciousness
(our ‘folk psychologies’) are so crude and fallacious that they are bound to
be replaced, without remainder, by some future neuroscience.

In a commentary on my 1991 article ‘Is human information processing
conscious?’, the philosopher Georges Rey (1991), for example, denies that
consciousness exists, comparing my faith in the existence of consciousness to
a theologian’s faith in the existence of God:
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Why in the world should one believe in such a God? Why should one
believe in such a consciousness? In both cases, of course, people have
been tempted to say, ‘Because I have direct access to it.’ But such
first-person breast beating begs the question . . . the challenge . . . is to
come up with some non-question-begging reason to believe consciousness
exists. I doubt there is any to be had.

As noted in Chapter 2, Descartes, using the same ‘method of doubt’, came to
the opposite conclusion. One might, he argued, doubt the existence of the
material world. But, when in doubt, one cannot deny the existence of doubt
itself, and, therefore, the existence of thought and consciousness. If Descartes
is right, Rey’s doubt about the existence of consciousness is self-defeating.
Unless one has consciousness one cannot have doubts! In my reply to Rey
(Velmans, 1991b, section 7.3) I also pointed out that to deny the existence of
consciousness is to deny everything that one experiences. If consciousness
does not exist, neither do its contents. That is, Rey questions not just the
existence of love and hate, pleasure and pain, and other inner events such as
thoughts, images and dreams – but also the experienced body and the entire
phenomenal world, including visual experiences of meter readings, brain
events in others, and so on. This is to saw away the branch on which the
eliminativist position sits. That is, if consciousness does not exist, observa-
tions do not exist.5 And if observations do not exist, science does not exist –
in which case neurophysiology does not exist and one can forget about trying
to reduce consciousness to a state of the brain.

Sloman (1991) (in the same set of commentaries) attacks the concept of
consciousness, claiming that ‘people who discuss consciousness delude them-
selves in thinking that they know what they are talking about. . . . it’s not just
one thing but many things muddled together’ – rather like our ‘multifarious
uses of “energy” (intellectual energy, music with energy, high energy explo-
sion, etc.)’. Stanovich (1991) likewise points out that ‘the term “conscious-
ness” fractionates into half a dozen or more different usages’. This, he claims,
makes it a ‘botched concept; a psychiatric institution is too good for it; it
deserves the death penalty’. Given this, they argue, one can make no general-
isations about it.6

Sloman and Stanovich are right to stress the importance of definitions. As
noted in Chapter 1, no universally agreed definition of the term ‘conscious-
ness’ exists. Consequently, a good deal of confusion has arisen in conscious-
ness studies from different implicit and explicit usages of the term. Yet there
is nothing to prevent organised discussion of a specific usage of ‘conscious-
ness’, and provided that this usage is agreed, there is nothing to prevent its
scientific investigation. In this monograph I restrict the term ‘consciousness’
to situations where phenomenal content is present (where one is conscious of
something – see Chapter 1). The conditions that determine whether one is
conscious of something can be investigated experimentally. In psychology
there is a large experimental literature dealing with conscious versus
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preconscious or unconscious processing. In psychophysics, for example, it is
traditional to investigate the conditions under which subjects become con-
scious of a given stimulus (stimulus thresholds), or become conscious of
changes in the stimulus (difference limens). In ordinary life there seem to be
clear situations where one is conscious (of things) when awake, versus not
conscious (of anything) in deep sleep. In short, while it is important to be
mindful of confusing usages, there are good reasons for retaining the term.

The philosopher Patricia Churchland’s attempt to eliminate phenomenal
‘consciousness’ from science focuses on its role in our common-sense theories
(folk psychologies) about what is going on in our minds. In folk psychology
we typically explain our actions in terms of our conscious wishes, beliefs,
reasons, and so on. Rather like ‘phlogiston’ in explaining the role of combus-
tion or ‘élan vital’ in explaining what gives organic matter life, such folk
psychological terms, she claims, will disappear from future, more advanced
explanations of mind. Folk psychological theories will be replaced by the
more exact theories of psychological science and, in time, these will be
replaced by more exact neurophysiological theories. As psychological theor-
ies operate at a higher level of analysis than neurophysiological theories their
terms of analysis do not always correspond. However psychological theories
influence the development of neurophysiological ones and vice versa. As such
theories continue to co-evolve, their convergence will increase until, in some
distant future, the higher level, psychological theories will be reduced to
the more fundamental, neurophysiological theories. When this happens, she
claims, consciousness will have been shown to be nothing more than a state
of the brain. As she puts it:

In the sense of ‘reduction’ that is relevant here, reduction is first and
foremost a relation between theories. Most simply, one theory, the
reduced theory TR, stands in a certain relation (specified below) to
another more basic theory TB. Statements that a phenomenon PR reduces
to another phenomenon PB are derivative upon the more basic claim
that the theory that characterises the first reduces to the theory that
characterises the second.

(Churchland, 1989, p. 278)

Whether or not folk psychological theories can always be usefully replaced
by the more mechanistic theories of psychological science, and whether
these, in turn, can always be reduced to neurophysiological accounts is open
to debate (Box 3.4).

But even if a reduction of psychological to neurophysiological theory (in
a given case) is possible, this would not reduce conscious phenomena to
being nothing more than states of the brain. As the philosopher William
Wimsatt (1976) pointed out, such eliminativist arguments confuse interlevel
reduction (the reduction of psychological phenomena to neurophysiological
phenomena) with intralevel reduction (Box 3.5).
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Box 3.4 Psychological concepts that are difficult to reduce to
neurophysiological concepts

Some psychological concepts are in part defined by one’s interactions
with other human beings, such as ‘empathy’ or a desire for ‘intimacy’ or
‘fame’. While the cognitive and affective aspects of such mental states
will have corresponding brain states, the meaning of these terms is
partly social and relational. Consequently, such concepts (and associated
theories) cannot be reduced without remainder to states of the brain.
Recent ‘enactive’ and ‘embodied’ theories of perception and cognition
also stress the importance of the active engagement of organisms with
the surrounding physical world in their explanations of how the mind
works. Some aspects of visual perception for example are difficult to
explain without reference to sensory-motor interactions with the world
(see discussions in Chapters 5 and 8, and reviews by Noë, 2002, 2007).

Note that this difference between interlevel and intralevel reduction has
nothing to do with the special properties of consciousness as such. Overt
human behaviour for example is a higher level phenomenon that can in prin-
ciple be described from an entirely ‘third-person’ perspective. On occasion, a
(lower level) neurophysiological explanation of behaviour might give a better
understanding of that behaviour than a (higher level) cognitive psychological
account. But it does not make sense to claim that the neurophysiological
causes somehow eliminate or replace the resulting behaviour. Even if one can
explain the detailed neuromuscular antecedents of some motor response, the
overt response remains.

Box 3.5 The difference between interlevel and intralevel reduction

Intralevel reductions involve the replacement of a given theory by a
more powerful theory that operates at the same level of explanation (the
replacing theory explains the same phenomena in a more powerful
way). A classical example is the reduction of Newtonian to Einsteinian
physics. In such reductions one may obtain a genuine replacement of
the reduced theory; for example Newtonian physics turns out to be
nothing more than a special case of relativity theory. In interlevel reduc-
tions, on the other hand, lower level theories about causal relations
amongst lower level phenomena are used to explain higher level phe-
nomena, but the lower theories and phenomena do not replace the
higher level phenomena.
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In short, higher level to lower level theory reduction is not equivalent
to higher level phenomenon reduction, and the inability of a reducing
neurophysiological theory to eliminate consciousness as a phenomenon has
nothing to do with the nonmaterial nature of consciousness. Given this,
might a non-eliminative reduction be possible? Genes were shown to be noth-
ing more than DNA molecules. Lightning was shown to be nothing more
than the motion of electrical charges through the atmosphere. So, even if one
cannot eliminate consciousness, perhaps science will discover it to be nothing
more than a state of the brain!

What non-eliminative reductionism needs to show

There is nothing hypothetical about our own conscious experiences. To each
and every one of us, our conscious experiences are observable phenomena
(psychological data) which we can describe with varying degrees of accuracy
in ordinary language. Other people’s experiences might be ‘hypothetical
constructs’, as we cannot observe their experiences in the direct way that we
can observe our own, but that does not make our own experiences similarly
hypothetical. Nor, as we have seen above, are our own conscious experiences
‘theories’ or ‘folk psychologies’. With deeper insight we might be able to
improve our theories about what we experience, but this would not replace, or
necessarily improve, the experiences themselves.

In essence, then, the claim that conscious experiences are nothing more
than brain states is a claim about one set of phenomena (first-person experi-
ences of love, hate, the smell of mown grass, the colour of a sunset, etc.) being
nothing more than another set of phenomena (brain states, viewed from the
perspective of an external observer). Given the extensive, apparent differences
between conscious experiences and brain states, this is a tall order. Formally,
one must establish that, despite appearances, conscious experiences are
ontologically identical to brain states.

Instances where phenomena viewed from one perspective turned out to be
one and the same as seemingly different phenomena viewed from another
perspective do occur in the history of science. A classical example is the way
the ‘morning star’ and the ‘evening star’ turned out to be identical (they were
both found to be the planet Venus).

But viewing consciousness from a first- versus a third-person perspective is
very different from seeing the same planet in the morning or the evening.
From a third-person (external observer’s) perspective one has no direct access
to a subject’s conscious experience. Consequently, one has no third-person
data (about the experience itself) which can be compared to or contrasted
with the subject’s first-person data. Neurophysiological investigations are
limited, in principle, to isolating the neural correlates or antecedent causes of
given experiences. This would be a major scientific advance. But what would
it tell us about the nature of consciousness itself ?
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Common reductionist arguments and fallacies

Reductionists commonly argue that if one could find the neural causes or
correlates of consciousness in the brain, then this would establish conscious-
ness itself to be a brain state (see, for example, Place, 1956; Crick, 1994).
Let us call these the ‘causation argument’ and the ‘correlation argument’.
I suggest that such arguments are based on a fairly obvious fallacy: for
consciousness to be nothing more than a brain state, it must be ontologically
identical to a brain state. However, correlation and causation do not establish
ontological identity.

These relationships have been persistently confounded in the literature,
so let me make the differences clear (see Table 3.1).

Ontological identity is symmetrical: if A is identical to B, then B is identical
to A. Ontological identity also obeys Leibniz’s Law: if A is identical to B, all
the properties of A are also properties of B and vice versa (for example all the
properties of the ‘morning star’ are also properties of the ‘evening star’).

Correlation is also symmetrical: if A correlates with B, then B correlates
with A. But correlation does not obey Leibniz’s Law: if A correlates with B,
it does not follow that all the properties of A and B are the same. For
example, height in humans correlates with weight, but height and weight do
not have the same set of properties.

Causation, by contrast, is asymmetrical: if A causes B, it does not follow
that B causes A. If a rock thrown in a pond causes ripples in the water, it does
not follow that ripples in the water cause the rock to be thrown in the pond.
And causation does not obey Leibniz’s Law (flying rocks and pond ripples
have very different properties).

Once the obvious differences between causation, correlation and onto-
logical identity are laid bare, the weaknesses of the ‘causation argument’ and
the ‘correlation argument’ are clear. Under appropriate conditions, brain
states may be shown to cause or correlate with conscious experiences, but
it does not follow that conscious experiences are nothing more than states
(or, for that matter, functions) of the brain. To demonstrate that, one would
have to establish an ontological identity in which all the properties of a
conscious experience and a corresponding brain state were identical.
Unfortunately for reductionism, few if any properties of experiences (accur-
ately described) and brain states appear to be identical.

In short, the causes and correlates of conscious experience should not

Table 3.1 Ontological identity, correlation and causation

Symmetrical Obeys Leibniz’s Law

Ontological identity Yes Yes
Correlation Yes No
Causation No No
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be confused with their ontology. As it happens, various nonreductionist
positions such as dualist-interactionism and epiphenomenalism agree that
consciousness (in humans) is causally influenced by and correlates with
neural events, but they deny that consciousness is nothing more than a state
of the brain. As no information about consciousness other than its neural
causes and correlates is available to neurophysiological investigation of
the brain, it is difficult to see how such research could ever settle the issue. The
only evidence about what conscious experiences are like comes from first-
person sources, which consistently suggest consciousness to be something
other than or additional to neuronal activity. Given this, I conclude that
reductionism via this route cannot be made to work (cf. Velmans, 1998a).7

False analogies

Faced with this difficulty, reductionists usually turn to analogies from other
areas in science, where a reductive, causal account of a phenomenon led to an
understanding of its ontology that is very different from its phenomenology.
Francis Crick (1994), for example, makes the point that, in science, reduction-
ism is both common and successful. Genes for example turned out to be
nothing but DNA molecules. So, in science, this is the best way to proceed.
While Crick recognises that experienced (first-person) ‘qualia’ pose a problem
for reductionism, he suggests that in the fullness of time it may be possible to
describe the neural correlates of such qualia. And, if we can understand the
nature of the correlates, we may come to understand the corresponding forms
of consciousness. By these means science will show that ‘You’re nothing but a
pack of neurons!’

It should be apparent from the above that finding the neural correlates
of consciousness won’t be enough to reduce people to neurons! The reduc-
tion of consciousness to brain is also quite unlike the reduction of genes to
DNA. In the development of genetics, ‘genes’ were initially hypothetical
entities inferred to exist to account for observed regularities in the trans-
mission of characteristics from parents to offspring. The discovery that
genes are DNA molecules shows how a theoretical entity is sometimes
discovered to be ‘real’. A similar discovery was made for bacteria, which
were inferred causes of disease until the development of the microscope,
after which they could be seen. Viruses remained hypothetical until the
development of the electron microscope, after which they too could be
seen. These are genuine cases of materialist reduction (of hypothetical to
physical entities).

But it would be absurd to regard conscious experiences as ‘hypothetical
entities’, waiting for their neural substrates to be discovered to make them
real. Conscious experiences are first-person phenomena. To those who have
them, they provide the very fabric of subjective reality. One does not have
to wait for the advance of neuroscience to know that one has been stung
by a bee! If conscious experiences were merely hypothetical, the mind–body
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problems, and in particular the problems posed by the phenomenal properties
of ‘qualia’, would not even exist.

Ullin Place (1956) focuses on causation rather than correlation. As he
notes, we now understand lightning to be nothing more than the motion of
electrical charges through the atmosphere. But mere correlations of lightning
with electrical discharges do not suffice to justify this reduction. Rather, he
argues, the reduction is justified once we know that the motion of electrical
charges through the atmosphere causes what we experience as lightning.
Similarly, a conscious experience may be said to be a given state of the brain
once we know that brain state to have caused the conscious experience.

I have dealt with the fallacy of the ‘causation argument’ above. But the
lightning analogy is seductive because it is half true. That is, for the purposes
of physics it is true that lightning can be described as nothing more than the
motion of electrical charges. But there are three things that need to be
accounted for in this situation, not just one – an event in the world, a perceiver,
and a resulting experience. Physics is interested in the nature of the event
in the world. However, psychology is interested in how this physical event
interacts with a visual system to produce experienced lightning in the form of
a perceived flash of light situated in a phenomenal world. This experienced
lightning may be said to represent the same event in the world which physics
describes as a motion of electrical charges. But the phenomenology of the
experience itself cannot be said to be nothing more than the motion of
electrical charges! Prior to the emergence of life forms with visual systems on
this planet, there presumably was no such phenomenology, although the
electrical charges which now give rise to this experience did exist.

In sum, the fact that motions of electrical charges cause the experience of
lightning does not warrant the conclusion that the phenomenology of the
experience is nothing more than the motion of electrical charges. Nor would
finding the neurophysiological causes of conscious experiences warrant the
reduction of the phenomenology of those experiences to states of the brain.8

Faced with this problem, some reductionist philosophers claim that
psychologists are just not interested in phenomenology (Box 3.6). Hardcastle
(1991) for example makes this (false) suggestion – and goes on to offer similar
reductionist arguments to those above, noting that,

science regularly and nonproblematically redescribes the way the world
seems to us from a first-person perspective in third-person objective
terms. To wit, objects which appear red to us do so because they reflect a
certain wavelength of electromagnetic radiation. Surfaces which seem
warm to us do so because their mean molecular kinetic energy is above a
certain level relative to the MMKE of our skin. There is no reason why
consciousness should not be reducible in the same way.

As does Place (1956), Hardcastle erroneously assumes that if cause C is
shown to produce effect E, then E reduces to C. A sensation of redness might
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be caused by certain electromagnetic wavelengths interacting with the colour
coding mechanisms of the visual system, but this does not establish the
resulting sensation to be nothing more than ‘electromagnetic radiation’. For
the purposes of physics it may be useful to redescribe visual stimuli in the
world as electromagnetic radiation. But the ability of the visual system to
translate electromagnetic frequencies into colour sensations is what is of
interest to psychology – and to redescribe the sensations as electromagnetic
radiation does not make sense!

Given that such examples of supposed reduction of first-person experience
to third-person science (DNA, lightning, colour, heat, etc.) are not really
examples of first-person reduction at all, perhaps a nonreductive materialism
is more appropriate. For example, according to Sperry (1969, 1970, 1985) and

Box 3.6 Should psychologists be interested in phenomenology?

According to Hardcastle (1991) the inability to capture first-person
experiences within third-person accounts is of little concern. If
consciousness is not captured by (a third-person) psychology, so be it;
‘consciousness could simply be outside the domain that psychologists
are trying to capture. . . . Whether an information processing model
is complete depends on what it is explaining.’ The short answer to this is
that conscious phenomenology has been of concern to experimental
psychology from its very beginnings in the psychophysics of Gustav
Fechner (1860) and this concern is retained in modern consciousness
studies (see, for example, readings in Velmans and Schneider, 2007).

Dennett goes even further, arguing that psychologists should not be
interested in phenomenology. In vision research, for example, ‘Every
investigable issue that comes up for . . . a psychologist seems to have a
parallel version in the land of robot vision’ (in discussions following
Velmans, 1993a, p. 99). Given that one can understand robot function-
ing in entirely third-person terms, why should we worry about
first-person phenomenology? But this, again, misrepresents what psy-
chologists actually do. In some areas of psychology, conscious phe-
nomenology is and always has been an investigable issue – for example,
in the study of sensory systems (the study of colour vision, pitch per-
ception, olfaction, etc.). And, without reports of subjective experience,
large tracts of psychological research would simply disappear (free
recall in memory, perceptual illusions, studies of emotions, dreams, and
so on). For a detailed discussion of this issue see the online debate
between Dennett and Velmans (2001), and subsequent papers by
Dennett (2003) and Velmans (2007c). We return to this issue in
Chapters 8 and 9.
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Searle (1987, 1992, 1994a, 1997, 2007), conscious states cannot be redescribed
(now or ever) in neurophysiological language. Rather, they have to be
described just as they seem to be. Searle, for example, believes subjectivity and
intentionality to be essential features of consciousness. Conscious states have
‘intrinsic intentionality’, that is, it is intrinsic to them that they are about
something. According to Searle, this distinguishes conscious states from
physical representations such as sentences written on a page. Conscious
readers might interpret these as if they are about something (such physical
representations have ‘as-if intentionality’), but they are just marks on a piece
of paper and not about anything in themselves. Subjectivity, too, ‘is unlike
anything else in biology, and in a sense it is one of the most amazing features
of nature’ (Searle, 1994a, p. 97). Nevertheless, Searle maintains that con-
scious states are just higher order features of the brain. As he later observes,
‘Sometimes philosophers talk about naturalizing consciousness and inten-
tionality, but by “naturalizing” they usually mean the first-person or subject-
ive ontology of consciousness. On my view, consciousness does not need
naturalizing, for it is already a part of nature as the subjective, qualitative
biological part’ (Searle, 2007, p. 329).

Emergentism

In classical dualism, consciousness is thought to be a nonmaterial substance
or entity different in kind from the material world, with an existence that is
independent of the existence of the brain (although in normal life it interacts
with the brain). ‘Emergentism’ in the form of ‘property dualism’ retains the
view that there are fundamental differences between consciousness and phys-
ical matter, but views these as different kinds of property of the brain. That is,
consciousness is not reducible to something ‘physical’ in the manner suggested
by central state identity theory, but its existence is still dependent on or super-
venient on the workings of the brain. For this reason its protagonists some-
times describe this position as ‘non-reductive physicalism’ – although
whether this position is truly non-reductive is open to question as we shall see.

As Guttenplan (1994) notes, whether a conscious property that emerges
from the brain is better thought of as ‘mental’ or ‘physical’ is arguable.
So labelling this position can be a delicate matter. Given their insistence that
mental properties do not reduce to the physical properties of neurons or
to other physical properties that can be described in entirely ‘third-person’
terms, both Sperry and Searle could be described as property dualists.
However, Sperry (1985) considers his position to be a form of monism (for
the reason that all mental properties are properties of the brain), and Searle
actually describes his position as ‘physicalism’ or, in his most recent writings,
as ‘biological naturalism’.9

Searle (1987), for example, argues (as I have) that causality should not be
confused with ontological identity (see my critique of reductionism above),
and his case for physicalism appears to be one of the few to have addressed
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this distinction head-on. The gap between what causes consciousness and
what conscious is can be bridged, he suggests, by an understanding of how
microproperties relate to macroproperties. The liquidity of water is caused by
the way H2O molecules slide over each other, but is nothing more than (an
emergent property of) the combined effect of these molecular movements.
Likewise, solidity is caused by the way molecules in crystal lattices bind to
each other, but is nothing more than the higher order (emergent) effect of
such bindings. In similar fashion, consciousness is caused by neuronal
activity in the brain and is nothing more than the higher order, emergent
effect of such activity. That is, consciousness is just a ‘subjective’ physical
macroproperty of the brain.

Searle’s argument is ingenious, but it needs to be examined with care.
The brain undoubtedly has physical macroproperties of many kinds. Like
other physical systems, its physical microstructure supports a physical
macrostructure. However, the physical macroproperty of brains that is
most closely analogous to ‘solidity’ and ‘liquidity’ is ‘sponginess’, not con-
sciousness! There are, of course, more psychologically relevant ‘objective’
macroproperties, such as the blood flow patterns picked up by PET scans or
the magnetic and electrical activities detected by fMRI and EEG. But why
should increased blood flow constitute ‘subjectivity’, or why would it be
‘like anything’ to be an electrical potential or magnetic field? While some of
these properties undoubtedly correlate with conscious experiences, there is
little reason to suppose that they are ontologically identical to conscious
experiences.10

One might also question how Searle’s property dualism could really be
a form of physicalism. Searle insists that consciousness is a physical phenom-
enon, produced by the brain in the sense that the gall bladder produces
bile. But he also stresses that subjectivity and intentionality are defining
characteristics of consciousness. Unlike physical phenomena, the phenom-
enology of consciousness cannot be observed from the outside; unlike
physical phenomena, it is nearly always of or about something. But, according
to him, this ‘traditional notion of the mental, that distinguishes it from the
physical, contains a serious mistake. The mistake is to suppose that the essen-
tial features of consciousness prevent it from being an ordinary part of
the physical world’ (Searle, 2007, p. 330). Note, however, that, put this way,
the debate about how the ‘physical’ relates to the ‘mental’ becomes a debate
about how these terms should be used, rather than a debate about how
the ontology of consciousness relates to the ontology of entities and events
more usually thought of as ‘physical’. Even if one accepts that consciousness
is, in some sense, caused by or emergent from the brain, given its subjectivity
and intentionality why call it ‘physical’ rather than ‘mental’ or ‘psycho-
logical’? Merely relabelling consciousness, or moving from micro- to
macroproperties, doesn’t really close the gap between ‘objective’ brains and
‘subjective’ experiences.11

It is interesting to note that Roger Sperry (1969, 1970) developed a similar
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emergent interactionist position. Like his contemporary John Eccles, Sperry
found it difficult to believe that biochemical and physiological data will ever
provide an account of mental phenomena. Nor did he believe consciousness
to be a mere epiphenomenon, or passive by-product of cerebral activity.
Rather, according to Sperry, consciousness is a holistic property of the brain
that both emerges from brain activity and ‘supervenes’12 over or regulates the
neural activity from which it emerges.13

Sperry (1969) argues that just as holistic properties of organisms have
causal effects that determine the course and fate of constituent cells and
molecules, the conscious properties of cerebral activity may have causal
effects on brain functions that control the details of nerve impulse traffic. For
example, if the corpus callosum is intact, consciousness co-ordinates and
unifies the activity of the two halves of the brain. In this way, he claims,
consciousness can be seen to be ‘an integral part of the brain process itself
and an essential constituent of the action. Consciousness in the present
scheme is put to work. It is given a use and a reason for being, and for having
evolved’ (Sperry, 1969, p. 533).

How might a holistic property both emerge from and regulate the pattern
of nerve impulse traffic? One analogy suggested by Dewar (1976) is the phe-
nomenon of ‘mutual entrainment’. The term ‘entrainment’ refers to the syn-
chronisation of an oscillator to an input signal. This occurs, for example,
when television receiver oscillators controlling the vertical and horizontal
lines ‘lock into’ transmitting frequencies to produce a given picture on the
screen. Examples of entrainment, Dewar notes, may also be found at many
levels of biological organisation – a particularly apposite case being the way
‘biological clocks’ governing circadian rhythms can be locked into varying
periods (of around twenty-four hours) to produce altered cycles of day–night
activity in animals.

‘Mutual entrainment’ occurs when two or more oscillators interact in such
a way as to pull one another into synchrony. This occurs, for example, when
different alternating-current generators feeding the national grid are pulled
into synchrony by what Norbert Wiener (the father of cybernetics) referred to
as a ‘virtual governor’ in the system. Although the generators may be far
distant from each other and may start up and stop at idiosyncratic times,
once ‘online’ they are made to speed up or slow down to produce alternating
current in phase with that of all the other machines feeding the grid. As
Dewar points out, the ‘virtual governor’ is not located in any one place in
the system, but rather pervades the system as a whole, so that it does not have
a ‘physical existence’ in the usual sense. It is an emergent property of the
entire system. In similar fashion, Dewar suggests, consciousness is ‘a holistic
emergent property of the interaction of neurons which has the power to be
self-reflective and ascertain its own awareness’.

This analogy becomes particularly interesting in the light of recent discus-
sions of the ‘binding problem’. Although we experience objects as unified
wholes, there is extensive evidence that different features of objects are

Are mind and matter the same thing? 51



encoded in spatially separated regions of the brain. Crick (1994), for example,
cites evidence for the existence of twenty-seven distinct areas in the
visual system that encode different visual features. Given their spatial separ-
ation in the brain, and the potential participation of any given feature in the
representation of an indefinitely large number of objects, how on any given
occasion does the brain ‘bind’ a particular set of feature representations
together to support a unified experience? One ‘binding’ process suggested by
Von der Malsburg (1986) involves the synchronous or correlated firing of
diverse neuron groups representing currently attended to objects or events.
Although this possibility remains tentative, evidence for the existence of such
binding processes (involving rhythmic frequencies in the 30 to 80 Hz region)
has been reviewed by Crick and Koch (1990, 1998), Engel and Singer (2001),
Gray (1994), and Singer (2007).14 Crick and Koch (1990) proposed that such
synchronous bindings are the neural basis of consciousness.

Whether or not mutual entrainment controls neural binding, there seems
to be little doubt that mechanisms that control the co-ordination of nerve
impulse traffic exist. Given the well integrated nature of normal consci-
ous experiences, it also seems reasonable to propose that such binding
processes operate prior to the formation of, or co-occur with, such experi-
ences. However, there is nothing to guarantee that such properties are
sufficient to cause consciousness let alone are identical to consciousness. It is
not clear, for example, how what is normally thought of as control circuitry
involving feedback, feedforward, mutual entrainment and so on could in
itself produce consciousness (it presumably does not do so in thermostats,
guided missile systems, and the national grid).

Significantly, 40 Hz synchronised oscillations have been found in the
visual systems of anaesthetised cats (Crick, 1994, p. 245), suggesting that
such integrated operation can take place in the absence of normal experience.
An apparent dissociation between consciousness and 40 Hz synchronous
oscillations has also been found in humans by Schwender et al. (1994).
Schwender and his co-workers were interested in the effects of nonspecific
versus receptor-binding anaesthetics on auditory processing in primary
auditory cortex of patients undergoing cardiac surgery. Nonspecific anaes-
thetics act on all excitable biological membranes, producing a general
depression of neural activity. Receptor-specific anaesthetics block the
receptors of specific neurotransmitters (e.g. opioids bind to mu, kappa and
delta opioid receptors in the central nervous system). While nonspecific and
receptor-binding anaesthetics both produce surgical anaesthesia, Schwender
et al. found that they had very different effects on auditory processing.
Nonspecific anaesthetics blocked auditory processing, but receptor-specific
anaesthetics did not. In particular, evoked potentials at frequencies of around
40 Hz, associated with processing in primary auditory cortex, were sup-
pressed under nonspecific anaesthetics but continued under receptor-binding
ones. To assess the effects of such physiological differences, Schwender et al.
played taped stories of Robinson Crusoe and his companion Friday to
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anaesthetised subjects (during the operation). After the operation none of the
patients had any explicit, conscious memory of the tape. However, seven of
the thirty subjects given the receptor-binding anaesthetic produced Robinson
Crusoe as an associate to ‘Friday’ in an implicit memory test, whereas none
of the nonspecific group did so. This suggested that the 40 Hz activity that
took place during receptor-binding anaesthesia was associated with useful
auditory processing. It is possible for example that it provided ‘binding’ for
the output of auditory analysers operating on the taped input (along the lines
suggested by Crick and Koch, 1990). However, the 40 Hz activity did
not prevent surgical anaesthesia, nor did it enable conscious recall. That is,
‘binding’ may not be sufficient for consciousness.15

Conversely, the discovery of such control mechanisms in the brain permits
alternative, entirely physiological accounts of its directed, integrated activity.
With such mechanisms in place, no added intervention by conscious aware-
ness is required. In this regard, it is important to note that we are not aware of
any active directing of nerve impulse traffic in our brains. Paradoxically,
therefore, any conscious intervention would have to be unconscious! It also
remains entirely unclear how what we normally think of as consciousness
or awareness could operate in this ‘supervisory’ way.

The strengths and weaknesses of emergentism

Emergentism tries to ‘naturalise’ dualism. Neural microproperties cause
conscious macroproperties. In treating consciousness as an emergent prop-
erty, emergentism accepts that there are significant differences between
conscious experiences and the micro-activities of the brain, without positing
the existence of some nonmaterial entity (consciousness, mind or soul)
that lies outside the province of natural science. In Sperry’s interactionism
consciousness is also given an important role in the activities of the brain,
thereby providing a reason for its emergence consistent with evolutionary
theory.

But the problems that remain are serious. Demonstrating the brain to
have physical macroproperties that are supervenient on its physical micro-
properties is one thing; identifying those physical macroproperties with the
properties of consciousness is another. Searle, as shown above, tries to settle
the issue by fiat. Subjective, intentional conscious experiences are simply
declared to be physical states. But this doesn’t really help much. The ontology
of these ‘new’ physical states is not really clarified by renaming them.
Nor does the transition from microproperties to macroproperties explain
how brains, viewed from a third-person perspective, could themselves have
a first-person perspective. And the problem of how ordinary physical states
could interact with such extraordinary ‘subjective’, ‘intentional’ states
remains.

Almost forty years ago, Bindra (1970) made a similar criticism of Sperry,
pointing out that his case for subjective experience having a causal influence
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on neural activity rests on nothing more than a ‘semantic equating of
conscious awareness with higher order cerebral organisation’. The same
accusation can be levelled at Dewar (1976), and at the more recent identifica-
tion of consciousness with 40 Hz synchronous neuronal oscillations by Crick
and Koch (1990). Given the integrated nature of consciousness, ‘mutual
entrainment’ might be one form of higher order cerebral organisation to
which consciousness is linked. But the unargued transition from the
‘synchronisation of oscillations’ to the ‘power to be self-reflective and ascer-
tain its own awareness’ is just too quick.

At this point, the difficulties of asserting consciousness to be integral to the
physical workings of the brain, yet at the same time something other than
physical activity, should be apparent. Ironically, Eccles (1980) accused Sperry
of being a reductionist, while Bindra (1970) accused him of unnecessary
mystification. Similar caveats apply to the case developed by Searle (1992,
1997, 2007). In asserting consciousness to be neither a mysterious ‘substance’
or ‘entity’, nor merely the higher order neural activity of the brain, emergent
property dualism seeks to occupy some middle ground. Arguably, however,
it hovers, without firm support, between nonmaterialist dualism and materi-
alist reductionism.

Notes
1 Neutral monists differ in how they address this. Mach (1885), for example, adopts

phenomenalism – the view that statements about sense data are the only
firm foundation for scientific knowledge. Causal or other laws in science simply
summarise the relations between perceived events in an economic way. Hypothetical
constructs relating to physical realities that one cannot directly observe are no
more than convenient fictions and hence there is no underlying reality to explain.
By contrast, Russell (1948) considers the world described by physics to be real. To
cope with how it differs from the world as perceived he proposes the existence of
two spaces, ‘physical space’ and ‘psychological space’. Physical space is the space–
time structure described by relativity theory. Psychological space contains the
everyday objects of the three-dimensional phenomenal world. The relation of
the experienced world to the world described by physics can then be determined in
terms of how these two spaces relate to each other.

2 Modern empirical science is not hampered by this problem because it accepts
the Greek rationalist intuition that through the power of reason, expressed in the
ability to theorise, develop mathematical formalisms and so on, it is possible to
generate descriptions of the world that go beyond the evidence of the senses. It is
central to the scientific method that such theories be open to empirical testing
(verification, falsification, etc.), but a commitment to empirical testing requires no
commitment to an empiricist epistemology. Cognitive psychology, for example,
does not accept the simple hierarchical empiricist model of the way concepts
derive from sensations, theories from concepts, and so on (knowledge of the world
is thought to be concept-driven as well as data-driven).

3 Ernst Mach’s phenomenalism is similar, in its insistence that what we think of as
material objects are actually arrangements of ‘sensations’ while hypotheses or
theories are just convenient ways of thinking about our sensations.
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4 Functionalism, the view that mind and consciousness are nothing more than
functions of the brain, has similar potential benefits for natural science. Given the
differences between a physical brain state (specifiable in terms of neurochemistry,
neurophysiology, etc.) and a brain function (specifiable in terms of more abstract,
causal relationships into which that state enters), I will consider functionalism
separately, in Chapters 4 and 5.

5 I give a fuller justification of this claim once we examine the relation between
observations and experiences in more detail in Chapters 6 and 9.

6 Sloman’s attempt to fragment consciousness is followed by an attempt to
eliminate it from the analysis of mind altogether, to be replaced by a study of
capabilities. ‘If we give up the idea of a unique referent, we can instead survey
relevant phenomena, analyze their relationships to other capabilities . . . and try
devising mechanisms capable of generating all these capabilities, including
self-monitoring capabilities.’ He goes on to discuss architectures that might sup-
port monitoring, information integration and higher level control. As I noted in
Velmans (1991b, section 7.3), the study of such capabilities and the architectures
that instantiate them is extremely important. But, ultimately, psychology has
to make sense of the phenomenology of consciousness too – and a psychology
that speaks only of capabilities and their embodying architectures has nothing
to say about phenomenal consciousness at all whether fragmentary or unified
(see Chapter 5).

7 Some philosophers have tried to finesse such arguments by adopting a different
point of departure. Armstrong (1968) and Lewis (1972) for example define
sensations not in terms of their first-person qualia, but in terms of the causal
relationships into which sensations enter. If sensations are nothing more than
causal relationships then they might turn out to be identical to brain states or
processes which fulfil the same causal relationships. However, if conscious qualia
cannot be reduced to causal relationships (see also Chapters 4 and 5) such
reductive definitions of conscious phenomenology beg the question.

8 Note that the reduction of perceived lightning to electrical charges works for
the purposes of physics for the reason that these are alternative representations
of the same event out in the world (event L, say). The perceived lightning is a
phenomenal representation of L (phenomenal L) produced by the visual system,
and the description ‘a motion of electrical charges’ is a more abstract
representation of L developed by physics (physical L). Given that these are alter-
native representations of the same event (they have the identical referent L) it
makes sense to choose the one that is most useful for physics on the basis of its
explanatory power. It is reasonable to suppose that the phenomenology of
perceived lightning also has neural correlates in the visual system, which in turn
code information about L in some neural form (neural L). Reductive materialism
claims that phenomenal L is nothing more than neural L (that the phenomenal
experience of lightning is nothing more than its neural correlates). This claimed
ontological identity runs into the standard problems outlined above (that correlates
are not identities, that the properties of neural codes are not the same as phenom-
enal properties, etc.). However, there is something identical in neural L and
phenomenal L – that is, they encode identical information about L, albeit in differ-
ent neural and phenomenal formats. In Chapter 13, I give an account of this
relationship between phenomenal L and neural L in terms of a nonreductive,
dual-aspect theory of information.

9 To confuse matters further, Davidson (1970), who develops a similar position,
prefers to call it ‘anomalous monism’.

10 In fact Searle admits that there is an essential difference between consciousness
and other physical properties such as liquidity and solidity. Liquidity and
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solidity (viewed from the perspective of physics) are reducible to molecular
behaviour, but consciousness cannot be reduced to neuronal behaviour (Searle,
2007, p. 211). Or later, ‘consciousness only exists if it is experienced as such. For
other features, such as growth, digestion, or photosynthesis, you can make a dis-
tinction between our experience of the feature and the feature itself. This possibil-
ity makes reduction of these other features possible. But you cannot make that
reduction for consciousness without losing the point of having the concept in the
first place. Consciousness and the experience of consciousness are the same thing’
(ibid., p. 213).

11 Searle (1997) tries to resist the charge that he is a property dualist for the
reason that property dualism makes it difficult for him to be a true physicalist.
Instead he argues that his position should really be called property n-ism, where
the value of n is left open. As he notes, ‘There are lots of real properties in the
world: electromagnetic, economic, gastronomical, aesthetic, athletic, political,
geological, historical, and mathematical to name but a few. . . . The really
important distinction is not between the mental and the physical, mind and
body, but between those real features of the world that exist independent of
observers – features such as force, mass, and gravitational attraction – and
those features of the world that depend on observers – such as money, property,
marriage and government’ (p. 211). According to Searle, ‘though all observer-
relative properties depend on consciousness for their existence, consciousness is
not itself observer-relative’ (p. 211). This needs a little clarification, as there is
an obvious sense in which consciousness is observer-relative – that is, without
an experiencing observer one cannot have an experience. What Searle is getting
at is that the consciousness of a given observer is intrinsic to that observer
(unlike, say, money, which is not an intrinsic property of anything). Searle’s
distinction between intrinsic features of the world and observer-relative ones is
important and we will return to it in our analysis of functionalism in Chapter
4. However, the gap between subjective, intentional properties and non-
subjective, non-intentional properties is not closed by expanding the number of
cases of the former or the latter to an arbitrarily large n. Nor is it closed by
introducing a further observer-relative versus intrinsic property distinction – as
it is the intrinsically ‘first-person’ nature of conscious experience that seems to
make it intrinsically different from physical properties (as they are usually
conceived).

12 Davidson (1970) is credited for entering the term ‘supervenience’ into philo-
sophical discussions of the mind–body problem. In his usage, however, the term
merely denotes a dependency of the mental on the physical, without reducibility of
the mental to the physical. Sperry’s (1969) usage gives consciousness a function,
suggesting that it governs that from which it emerges. See Kim (1993, 2005, 2007)
for extensive discussions of different usages of the term ‘supervenience’ within
philosophy of mind.

13 Another version of emergent interactionism has recently been proposed by the
neurophysiologist Benjamin Libet (1996). For Libet, consciousness is an
emergent field that has the power to veto behaviours that are preconsciously
planned and readied for action by the brain. We consider this possibility in
Chapter 10.

14 Shastri and Ajjanagadde (1993) also gave a detailed, innovative account of
how such variable bindings might propagate over time, as attended-to representa-
tions change, within neural networks, and Metzinger (1995) considered the
philosophical implications, for example how such momentary bindings might
solve the homonculus problem, and provide the basis for the experience of an
integrated self.
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15 Significantly, in their latest writings on the subject, Crick and Koch (2007) have
moved away from the suggestion that such bindings are a sufficient neural basis for
consciousness, and in similar fashion, Singer (2007) now regards such bindings as
a prerequisite for conscious experience.
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4 Are mind and consciousness
just activities?

Classical dualist and monist theories of consciousness argue about whether it
is a substance, entity, or property that is distinct in some way from the
material world. In psychological science, however, mind and consciousness
have more commonly been thought of as activities.

Faced with the task of converting their discipline from a ‘discourse’ (logos)
about the ‘soul’ (psyche) to an experimental science, psychologists’ views
of mind and consciousness have been determined, in part, by the available
experimental methods. This influence of the method of enquiry on the topic
of enquiry was taken to extremes in behaviourism, which dominated psych-
ology throughout the first half of the twentieth century.

The first psychological laboratory

Behaviourism is best understood as a reaction to introspectionism, the early
form of ‘experimental’ psychology that it replaced. Following on the creation
of psychophysics by Gustaf Fechner (1860), Wilhelm Wundt founded the
first psychological laboratory at the University of Leipzig in 1879. For Wundt,
however, the task of psychology was the scientific study of the ‘mind’ and, for
him, the study of ‘mind’ required the study of consciousness. With his
experimental method, controlled, measurable stimuli were used to bring about
given conscious states. Rather like chemical compounds these states were
thought to have a complex structure and the aim of experimentation was to
analyse the entire structure into its fundamental, component elements. This
was to be achieved by trained subjects carefully introspecting and reporting
on their detailed, moment to moment experiences.

This categorising of conscious states presented a formidable task and
extensive inventories were developed, for example in the laboratories of Külpe
(1901) and Titchener (1915). However, in the early years of the twentieth
century, this programme fell into disrepute. How can one give a definitive list
of the contents of consciousness? In his analysis of this period, Boring (1942)
noted that Külpe’s laboratory discovered less than 12,000 distinct sensations,
whereas Titchener’s laboratory discovered more than 44,435. These differ-
ences appeared to be largely due to differences in how subjects had been



trained to attend to and describe what they experienced, and without agree-
ment in the field about the fine details of the introspective method, disagree-
ments between different laboratories were difficult to settle. Worse, given the
privacy of individual experience and the sole reliance on subjective reports,
introspective findings were difficult to falsify. Güzeldere (1997), for example,
recounts the famous debate between followers of Titchener and Külpe about
the existence of ‘imageless thought’:

Titchener was convinced that all conscious thought involved some form
of imagery, at least some sensory elements. However, subjects from
Külpe’s laboratory came up with reports of having experienced thoughts
with no associated imagery whatsoever. The debate came to a stalemate
of, ‘You cannot experience X,’ of Tichenerians versus ‘Yes, we can!’ of
Külperians . . .

(p. 15)

Other reasons for the demise of introspectionism had more to do with the
prevailing, positivist, intellectual climate. Psychologists were keen to reformu-
late their discipline along the lines of natural science. John Watson (1913),
for example, argued that the subject matter of psychology should not just be
restricted to humans, but should include other animals. The introspective
method does not allow this for the reason that other animals cannot make
verbal reports about what they experience. Nor, he argued, does it make
much sense to speculate about what they experience. Psychology, therefore,
should confine itself to a study of overt behaviours, the stimuli which produce
them, and observable physiological functions such as the behaviour of nerves,
glands, muscles and so on. Thus refocused, psychology would become a
behavioural form of biological science.

In short,

Psychology as a behaviorist views it is a purely objective experimental
branch of natural science. Its theoretical goal is the prediction and con-
trol of behavior. Introspection forms no essential part of its method nor
is the scientific value of its data dependent upon the readiness with which
they lend themselves to interpretation in terms of consciousness.

(Watson, 1913, p. 158)

Indeed, ‘The time has come when psychology must discard all reference to
consciousness; when it need no longer delude itself into thinking that it is
making mental states the object of observation . . .’ (ibid., p. 163).

Methodologically, there are clear advantages to be gained from this refocus-
ing of psychological enquiry. The organism’s responses may be measured
with precision and, being publicly observable, allow intersubjective agree-
ment or the settling of disagreement. Watson’s commitment to behaviourism,
however, was more than methodological. In his view mental events are
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irrelevant to psychological enquiry – and some mental events are in any case
nothing more than the behaviour of internal organs. For example, thinking
(Descartes’ prime exemplar of nonmaterial mind) was, for Watson, nothing
more than minute muscular activity of the vocal tract.

Methodological and analytic behaviourism

Clearly, if inner variables such as consciousness or mind reduce to beha-
viour, and behaviour is entirely under stimulus control, then nothing is lost
by restricting psychology to the study of responses and the stimuli that pro-
duce them. In this way methodological behaviourism, which is basically a
thesis about how psychological research should be carried out, and analytic
behaviourism, a reductive thesis regarding the ontological nature of con-
sciousness or mind, are mutually supportive. Consequently, behaviourist
psychologists often adopted aspects of both positions.

B.F. Skinner (1953), for example, shared Watson’s belief that the aim of
psychology is the prediction and control of behaviour. This, he argued,
involves a causal chain composed of three links:

1 An operation performed on the organism from without (e.g. water
deprivation)

2 An inner condition (e.g. physiological or psychological thirst)
3 A kind of behaviour (e.g. drinking)

Skinner argued that the second link in this chain is useless in the control of
behaviour unless we can manipulate it directly, and this, he believed, cannot
be done. Our knowledge of neurological states is insufficient to allow predic-
tion and control of behaviour, and, he suggests, it may always be so. In any
event, the first link in the chain (the external stimulus configuration) deter-
mines the behaviour of the second link, which in turn determines overt
behaviour. Consequently, we may safely focus on the first link to achieve
prediction and control. He therefore concludes, ‘The objection to inner states
is not that they do not exist but that they are not relevant to functional
analysis’ – a clear commitment to methodological behaviourism.

At the same time, Skinner tries to strengthen his thesis by demonstrating
that talk of intervening mental events is mostly vague and metaphysical. For
example, if someone forgets something (an observable behaviour) we speak,
metaphorically, of his ‘mind’ being ‘absent’. Other mental accounts, he
claims, simply restate the facts of observed behaviour and are, therefore,
redundant. For example, ‘He eats because he is hungry’ is, arguably, no
more informative than to say ‘he eats’. Such attempts to translate statements
about mental events into statements about observable responses exemplify
Skinner’s analytic behaviourism.

Around the 1950s the attempt to translate statements about consciousness
or mind into statements about behaviour was given considerable impetus by
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philosophers such as Gilbert Ryle (1949) and Ludwig Wittgenstein (1953).1

Nevertheless, behaviourism has been all but abandoned in contemporary
psychology and philosophy of mind.

Difficulties with behaviourist analyses of consciousness

Watson’s theory that thought is nothing more than the minute movements
of articulatory muscles was heroically put to the test by S.M. Smith who
temporarily paralysed all his muscular activity with curare. He reported
afterwards that his ability to think and remember while paralysed was
unimpaired – thereby falsifying the ‘minute muscle movement’ theory of
thought (cf. Smith et al., 1947). Recent studies of locked-in syndrome lead to
the same conclusion (see Chapter 11).

Analytic behaviourism is, in any case, counterintuitive. There is an old joke
about two behaviourists conversing after sex. ‘That was great for you’, says
one to the other, ‘But how was it for me?’ The joke is amusing because it is
absurd. We do not learn about our own joys and griefs second-hand, from
observations of our behaviour by others, or, entirely, from observations of
our own behaviour. We simply feel them.

As Chappell (1962) noted, ‘If behaviorism were true, I could find out that
I myself had a pain by observing my behavior, but since I do not find out that
I have a pain, when I do, by observing my behavior . . . behaviorism is not
true’ (p. 10).

Conversely, we are often not able to determine the mental states of others
even if they make no attempt to conceal these states and their overt behaviour
is clearly visible. Again, as Chappell comments,

If behaviorism were true I could always in principle find out when you
had a pain by observing your behavior, but since I cannot always find
out, even in principle, that you have a pain when you do, whereas I can
always observe your behavior it follows that behaviorism is not true.

(ibid., p. 10)

There are also many instances where overt behaviour is inconsistent with what
one thinks, feels or otherwise experiences. For example, one may experience
hunger without eating (if one is on a diet), or eat in spite of the fact that one
is not hungry (e.g. if one’s mother insists!) – and one may conceal or lie about
one’s intentions and so on.

Even if one tries to express some experience faithfully in overt behaviour it
is not always possible to do so. For example, the phenomenology of experi-
ence cannot always be unambiguously and exhaustively described in words
(‘translated into verbal behaviour’). This was, in fact, one of the stumbling
blocks of introspectionism.

Given the many dissociations between conscious states and overt behaviour,
the attempt to reduce conscious states to overt behaviour seems ill-conceived.
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Are mental states just ‘dispositions’ to behave?

However, there are subtler versions of behaviourism which are not so easily
dismissed, for example Gilbert Ryle’s (1949) suggestion that mental states
reduce not to overt behaviour but rather to ‘dispositions to behave’. While
there may be no immediate, overt response to which a given mental state
refers, people are always disposed to behave in one way or another and it is
to such dispositions, argues Ryle, that mental terms refer. Just as there is no
army over and above the soldiers, brigades and divisions within it, and there
is no university over and above the buildings and academic activities that take
place within them, there are no mental states, he claims, over and above the
dispositions to behave that we observe. For example, the difference between
the presence and absence of intelligence can only be judged by intelligent
behaviour, and not by the presence or absence of some Cartesian ‘ghost in
the machine’. Those who propose mind or consciousness to be some entity
or state quite separate from such dispositions to behave are guilty, according
to Ryle, of a simple ‘category error’.

Ryle’s dispositional analysis seems at least partly true of some mental
concepts. Intelligence does seem to refer, in part, to people’s disposition to
behave in some ways rather than others, for example in ways that improve
their social standing or success. If one removes the disposition to behave in an
intelligent way from ‘intelligence’, what is left? However, such a reduction to
dispositions to behave seems counterintuitive for terms which refer to the
phenomenology of experience. How can one translate the phenomenal qualia
of visual images or after-images, or the smell of Columbian coffee, or the
sound of an Indian sitar into behavioural dispositions?

In his book, A Materialist Theory of Mind (1968), the Australian phil-
osopher D.M. Armstrong attempted to do just that. Armstrong’s case
involved the application of two central propositions:

(a) Mental states (of whatever kind) are nothing but states of a person apt
for bringing about certain sorts of behaviour.

(b) States of a person apt for bringing about certain sorts of behaviour are
nothing but states of the brain.

In this way, Armstrong tried to eliminate phenomenal qualia by a two-stage
reduction, combining dispositional behaviourism with central state identity
theory. Consider, for example, the nature of perception. According to
Armstrong, perception is just, ‘a matter of acquiring capacities to make phys-
ical discriminations within our environment’ (p. 83), and ‘nothing but the
acquiring of true or false beliefs concerning the current state of the organism,
body and environment’ (p. 209). ‘Our perceptions, then, are not the basis
for our perceptual judgements, nor are they mere phenomenological accom-
paniments of our perceptual judgements. They are simply the acquirings of
these judgements themselves’ (p. 226).2
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In short, according to Armstrong, there is nothing about perceptions
which is additional to the capacity to make discriminations based on the
acquiring of true or false beliefs about the organism and environment. Such
a reanalysis, he argues, has two advantages. It both captures the ‘inner char-
acter of perception’ and creates ‘a logical tie between the inner event and the
outer behaviour’ (ibid., p. 248).

There are obvious difficulties with this thesis. If perception is nothing more
than a belief about ourselves or our environment (encoded in some brain
state) then how can one account for cases where we do not believe what we
perceive? In the illusion shown in Figure 4.1, the inner lines appear to be bent.
However, use of a straight edge shows the lines to be straight. Yet, believing

Figure 4.1 A visual illusion: ‘Flying Squirrel’. Reproduced with kind permission of
Professor Akiyoshi Kitaoka, Ritsumeikan University, Kyoto, Japan.
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the lines to be straight does not alter their bent appearance. If so, phenom-
enal appearance cannot merely be the acquiring of true or false beliefs.

The reduction of conscious perception to the capacity to make physical
discriminations is also inconsistent with the extensive evidence for human
ability to make discriminations below the threshold of conscious awareness
(cf. Dixon, 1981; Kihlstrom, 1996; Cheesman and Merikle, 1984, 1986;
Merikle, 2007). The existence of this ability has been known for over 100
years. Pierce and Jastrow (1885), in what may have been the first psychology
experiment published in America, studied the ability of subjects to make
weight and brightness discriminations by reducing the difference between
standard and comparison stimuli until subjects had zero confidence about
which stimulus was the brighter or heavier one. However, when forced to
guess they were more accurate than chance, indicating that some discrimin-
ation ability remained below the level of subjective awareness. Given such
dissociations, and the persisting irreducibility of the ‘qualia’ of consciousness
to behaviour, analytic behaviourism, even in a dispositional form, seems
unlikely to succeed.3

Difficulties with methodological behaviourism

Within psychology, the waning influence of behaviourism had less to do with
its implausible account of consciousness and mind than with the inability
of methodological behaviourism to carry out its manifesto. According to
Watson and Skinner it matters little whether mental states exist as they exert
little, if any, autonomous influence on behaviour. Behaviour is controlled by
stimulus configurations combined with appropriate schedules of reinforce-
ment. Given the stimuli and the reinforcement history, one can predict the
behaviour. Unfortunately for this position, there is very little evidence in
its favour. Brewer (1974), for example, reviews evidence that even simple
conditioning in humans does not occur unless it is mediated by conscious
knowledge of the relationship between the conditioned stimulus and the
unconditioned response. For example, a puff of air (an unconditioned stimu-
lus) causes the eye to blink (an unconditioned response). If the puff of air is
reliably preceded by a flash of light this too will cause the eye-blink (the light
becomes a conditioned stimulus), but this only occurs if subjects are aware
of the contingency between the light and the puff of air. That is, even simple
classical conditioning in humans seems to require the intervention of cogni-
tive mediators, which have no place in radical behaviourist theory.

The ability to predict complex human behaviour on the basis of stimulus
input is extremely poor. As the psychologist Charles Tart puts it, ‘After
50 years of behaviorist research, the best way of finding out what somebody
is going to do next, is to ask, “What are you going to do next?” ’4

The critique of Skinner’s (1957) book Verbal Behavior by the linguist
Noam Chomsky (1959) suggested that the problems of explaining language
in behaviourist terms were insurmountable. In real-life situations, given a
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stimulus, it is very difficult to predict a human verbal response, as what people
say does not appear to be entirely under stimulus control. For example,

A typical example of ‘stimulus control’ for Skinner would be the response
to a piece of music with the utterance Mozart or to a painting with the
response Dutch. These responses are asserted to be ‘under the control
of extremely subtle properties’ of the physical object or event. Suppose
instead of saying Dutch we had said Clashes with the wallpaper, I
thought you liked abstract work, Never saw it before, Tilted, Hanging too
low, Beautiful, Hideous, Remember our camping trip last summer?, or
whatever else might come into our mind when looking at a picture (in
Skinnerian translations, whatever other responses exist in sufficient
strength). Skinner could only say that each of these responses is under
the control of some other stimulus property of the physical object. If we
look at a red chair and say red, the response is under the control of the
stimulus ‘redness’; if we say chair, it is under the control of the collection
of properties (for Skinner, the object) ‘chairness’, and similarly for any
other response. This device is as simple as it is empty. Since properties are
free for the asking (we have as many of them as we have nonsynonymous
descriptive expressions in our language, whatever this means exactly), we
can account for a wide class of responses in terms of Skinnerian func-
tional analysis by identifying the ‘controlling stimuli’. But the word
‘stimulus’ has lost all objectivity in this usage. Stimuli are no longer part
of the physical world; they are driven back into organism. We identify the
stimulus when we hear the response. It is clear from such examples, which
abound, that the talk of ‘stimulus control’ simply disguises a complete
retreat to mentalistic psychology. We cannot predict verbal behaviour in
terms of the stimuli in the speaker’s environment, since we do not know
what the current stimuli are until he responds. Furthermore, since we
cannot control the property of a physical object to which an individual
will respond, except in highly artificial cases, Skinner’s claim that his
system, as opposed to the traditional one, permits the practical control
of verbal behaviour is quite false.

(Chomsky, 1959, p. 51)

Rather than behaviour being determined in a rigid mechanistic fashion by
impinging stimuli, human beings are able to select and interpret the informa-
tion to which they attend and they may respond in ways that are flexible,
adaptive and potentially novel. Faced with such a ‘loose coupling’ between
external stimuli and overt response, psychologists in the second half of the
twentieth century turned once more to a study of inner mental events – to a
cognitive psychology which investigates the states and processes which enable
human beings to produce the behaviour that they do. This resurgent interest
in cognitive processes within psychology was extensively cross-fertilised by
theoretical developments in other disciplines – by information theory, signal
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detection theory, control theory, and systems analysis in engineering, by
developments in linguistics, and, above all, by the impact of computers
(Box 4.1). Cognitive psychology remains the dominant paradigm in Western
psychological science, and it has a distinct functionalist approach to the
analysis of consciousness and mind.

The emergence of functionalism in psychological science

Functionalism in modern psychology treats mind and consciousness as func-
tions of the brain, typically specified in information processing (or more
recently in neural network) terms. However, the earliest attempt to under-
stand consciousness and mind in a functionalist way probably appears in
Aristotle’s discussions of the soul – for souls, he argues, are simply the forms
in which life is expressed. In organisms, these forms are defined largely by their
capacities and modes of functioning. Thus, plants have a ‘vegetative’ soul
defined by their capacity to grow, decay, feed and reproduce; animals have a
‘sensitive’ soul defined by their capacity to perceive and desire; only humans
have a ‘rational’ soul, defined by the capacity to think.5

Within psychology, the view that mind and consciousness may be viewed
as functions or processes dates back to William James (1890). However this
only became properly established around the late 1950s with the introduction
of information processing theories of cognitive functions, the development
of artificial intelligence, and the computer simulation of human behaviour.
Once established, cognitive psychology replaced behaviourism almost as
quickly as behaviourism had replaced introspectionism. By the late 1960s,
models of the mind no longer consisted of stimuli, responses and a ‘black box’
representing the brain (containing, at most, a few internal mediating stimuli
and responses), but a wealth of mental processes arranged into relatively

Box 4.1 The beginnings of cognitive psychology

The arrival of cognitive psychology as a discipline distinct from
behaviourism was heralded by Ulric Neisser’s famous 1967 book
Cognitive Psychology, but the beginnings were much earlier. Donald
Broadbent in Cambridge, for example, produced the first flow diagram
of selective attention in 1958. This is turn built on the prior develop-
ment of flow diagrams in systems analysis and employed the use of
‘filters’ and ‘channels’ with ‘limited information capacity’, imported
from electrical engineering. Useful accounts of the influences which led
to the emergence of cognitive psychology, along with an analysis of
its debts to and divergences from behaviourism, are given by Lachman
et al. (1979) and Gardner (1987).
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autonomous information processing systems which encode input informa-
tion, store it, transform it, and produce appropriate output. A schematic
diagram of where some of the processes studied by psychology fit into the
flow of information (from input to output) is shown in Figure 4.2.

Initial ideas about where consciousness fits into human
information processing

How does consciousness relate to such processing? According to James (1890)
the current contents of consciousness define the ‘psychological present’ and
are contained in ‘primary memory’ (a form of short-term working store). The
contents of ‘secondary memory’ (a long-term memory store) define the ‘psy-
chological past’, and while they remain in secondary memory they are
unconscious. James also suggested that stimuli that enter consciousness are at
the focus of attention, having been selected from competing stimuli to enable
effective interaction with the world. Stimuli at the focus of attention are also
given significance and value by their contextual surround – a conscious
‘fringe’ or flowing consciousness ‘stream’. These ideas, developed around 100
years ago, eventually became the focus of much psychological research.

However, in the early years of cognitive psychology, references to con-
sciousness were made only in passing, in discussions that were really focused
on the details of information processing. For example, Broadbent (1958)
mentions consciousness in his ‘filter’ model of selective attention. This model
was intended to account for the finding that subjects have a limited capacity
to process information arriving simultaneously at the sense organs. A cocktail
party is typical, in that one can fully attend to only one of the many conversa-
tions occurring at any given moment (Cherry, 1953). The conversation to
which one attends enters consciousness, but the other non-attended conversa-
tions form a kind of background ‘buzz’. As Broadbent put it, this is evidence
for an ‘information processing bottleneck’ in the system. So the brain needs
to select the information to which to attend. How is this done? In Broadbent’s
initial model (based on the evidence available in the 1950s) selection is
achieved by a preconscious ‘sensory filter’ which performs a rough physical
analysis of input stimuli. It then selects the information which will be passed

Figure 4.2 A rough outline of where some of the mental functions studied by psych-
ology fit into the flow of human information processing.
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through the bottleneck of the brain’s ‘limited capacity decision channel’
(LCDC) for further processing. Only information that enters the LCDC is
analysed for meaning, becomes conscious, and may be used to organise a
response. James’s linking of consciousness to primary memory was also
reintroduced into experimental psychology by Waugh and Norman (1965),
but, again, their work had more to do with the relation of primary to second-
ary memory than consciousness. Nevertheless, by 1962, George Miller, in his
classic Psychology: The Science of Mental Life, felt able to assert that while
most psychologists confess they do not know what consciousness is, ‘They are
sure it is not a substance – a material thing – but a process or group of
processes, which occurs in some objects and not in others’ (Miller, 1962, p. 40).

In the late 1960s theories of selective attention and memory converged.
That is, a number of models appeared each summarising a large body of
research in which selection, attention, and transfer of information between
primary and secondary memory were combined into one integrated system
(e.g. Atkinson and Shiffrin, 1968; Norman, 1969). In the model proposed by
Donald Norman (1969), for example, stimuli arriving in parallel at the sense
organs are initially subject to analysis of a preconscious, automatic kind so
that they may be identified (by matching them to traces in secondary memory
formed by previous experience with those stimuli). Once matched, they are
assessed for significance. Only the most ‘pertinent’ of the input stimuli are
selected for further processing by a limited capacity attention system, thereby
entering consciousness.6 Conscious processing contrasts with preconscious
processing in that it is voluntary and flexible. Attended-to stimuli may be
processed in a variety of ways – for example, they may be rehearsed and
stored in secondary memory, they may enter into problem solving, or they
may form the basis of some overt response. Information that is not selected
for more detailed attention remains unconscious and is eventually lost from
the system (see Figure 4.3).

While such theories associated consciousness with particular forms and
stages of processing (typically with focal attention or primary memory),
they remained uncommitted about the nature of this association. However,
from around 1970 a number of papers appeared in which the ontological
identification of consciousness with a form of processing becomes explicit.
Following Broadbent (1958), for example, Posner and Warren (1972) asserted
that the use of a limited capacity central processing system ‘becomes the
central definition of a conscious process and its non-use is what is meant
by a process being automatic’. Posner and Boies (1971) also pointed out
that tasks involving the limited capacity central processor can be interfered
with by other tasks which compete for the use of the limited capacity
central processor. They argued, therefore, that susceptibility to interference
provides one way of defining which processes are conscious by experi-
mental means. Rehearsal of a stimulus and choosing an appropriate output
response, for example, can both be disrupted by competing tasks and
are (on this definition) ‘conscious processes’. Simultaneous recognition of
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different input stimuli, on the other hand, appears, at least to a degree, to
proceed in a parallel, automatic fashion, without mutual interference, and
is ‘preconscious’ (see Figure 4.3 above).

Figure 4.3 A ‘late-selection’ model of selective attention (from D. Norman,
Memory and Attention: An Introduction to Human Information Processing.
Copyright © 1969, John Wiley and Sons, Inc. Reprinted with permission).
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Comparisons were also made between the operations of the limited cap-
acity central processor and an ‘executive monitor programme’ sometimes
used in large computing installations to allocate processing resources effi-
ciently to the many simultaneous tasks in which the system is engaged
(Shallice, 1972; Bower, 1972; Bjork, 1975). Bjork (1975), for example, out-
lined a model of human information processing in which ‘an explicit central
processor is proposed as a kind of executive consciousness that controls and
governs the system; without the involvement of the central processor, nothing
happens in the system beyond the formation of input traces’.

If consciousness just is a ‘central processor’ or a ‘central executive system’
then it clearly does something useful in the activities of brain. As Darwin’s
friend, the naturalist George Romanes, noted in 1885, this is exactly what one
would expect from evolutionary theory – for,

Is it not itself a strikingly suggestive fact that consciousness only, yet
always, appears upon the scene when the adjustive actions of any animal
body rise above a certain level of intricacy. . . . Surely, this large and
general fact points with irresistible force to the conclusion, that in the
performance of these more complex adjustments, consciousness or the
power of feeling or the power of willing are of some use. Assuredly on
the principles of evolution, which materialists at all events cannot afford
to disregard, it would be a wholly anomalous fact that so wide and
important a class of faculties of mind should have become developed in
constantly ascending degrees throughout the animal kingdom, if they
were entirely without use to animals. . . . we never meet, on any large or
general scale with organs or functions which are wholly adventitious. Is
it to be supposed that this general principle fails just when its presence
is most required, and that the highest functions of the highest organs of
the highest animals stand out of analogy with all other functions in being
in themselves functionless? To this question I, for one, can only answer
unequivocally, No.

(cited in Vesey, 1970, p. 182)

The notion that consciousness is necessary, or at any rate useful, in the per-
formance of complex tasks, particularly when these are novel, or require flexi-
bility, is a recurring theme in subsequent psychological theory. Following
James (1890), many psychologists have also identified consciousness with
‘focal attention’ or with the contents of ‘primary memory’. Up to the early
1990s, for example, ‘preconscious’ processing was commonly identified with
‘pre-attentive’ processing, whereas ‘conscious’ processing was identified with
‘focal-attentive’ processing (e.g. Baars, 1991; Mandler, 1975, 1985, 1991;7

Miller, 1962). Following James (1890) and Waugh and Norman (1965), there
were also many identifications of consciousness with primary memory or
some similar short-term working store.8 More recently, James’s views about
the role of ‘fringe consciousness’ have also been reintroduced into cognitive
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psychology by Mangan (1993, 2003, 2007). James stressed that the significance
and value of conscious material at the focus of attention are indicated by the
relatively vague feelings that surround it. Mangan argues that such feelings
provide contextual information about conscious material at the focus of atten-
tion, in a highly condensed form. For example, the goodness-of-fit of currently
focused-on material with prior material stored in long-term memory may be
manifest in consciousness as a simple feeling of its ‘rightness’ or ‘wrongness’.9

Within cognitive psychology, various attempts have also been made to spell
out the evolutionary functions of consciousness in finer detail.10 Mandler
(1975), for example, argued that,

relational processes operate primarily if not exclusively on conscious
content. In addition to choice, these include evaluation, comparison,
grouping, categorization and serial ordering. In short, practically all
novel relational orderings require that the events to be ordered must be
simultaneously present in the conscious field. . . . Once relations have
been established and stored subsequent evaluations are frequently
unconscious.

According to Mandler (1975), such conscious operations confer a number
of evolutionary advantages. For example:

1 Consciousness enables the covert testing of possible ways of interacting
with the immediate environment, that is ‘the consideration of complex
input–output contingencies – including ones the organism has never
previously performed’, eliminating the need for overt testing of those
actions which might have harmful consequences.

2 Consciousness makes it possible to reformulate long-range plans –
involving retrieval of information from secondary memory, modification
of that information, storage of the new plans and so on.

3 Consciousness provides a ‘troubleshooting function’ for systems which
normally operate unconsciously but only become conscious when they
fail. For example, if one is driving a car and the brakes suddenly fail,
awareness is immediately redirected to the task in hand, enabling ‘repair
work’ to get under way.

In sum, Mandler concluded that,

Many of these functions permit the organism to react reflectively instead
of automatically, a distinction that has frequently been made between
humans and lower animals. All of them permit more adaptive transac-
tions between the organism and the environment. Also, in general, the
functions of consciousness permit a focusing on the most important and
species relevant aspects of the environment.11

(Mandler, 1975, p. 57)
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In similar fashion, Dixon (1981) identified consciousness with ‘an action
system in which the final product of interactions between sensory-inflow,
stored information and need states is delivered up for the elaboration of
plans and responses’ (p. 3). This conscious action system, according to
Dixon, evolved to

hallmark those features of the external scene which were at any one
time of maximum importance to survival and upon which plans of
action could be based. A second and related function of a consciousness
system would be the provision of a means whereby organisms could
contemplate their own need states, to mediate between inner and outer
demands, and given the limited capacity of the effector system, to estab-
lish priorities for action.

(ibid.)

Baars (1988) attempted to integrate some of these ideas by positioning con-
sciousness within a ‘Global Workspace’ architecture of the brain. In their
review of cognitive models of consciousness, Baars and McGovern (1996)
point out that the brain has hundreds of different types of unconscious spe-
cialised processors, such as feature detectors for colours, line orientation and
faces, which can act independently or in coalition with one another, thereby
bypassing the limited capacity of consciousness. These processors are
extremely efficient, but restricted to their dedicated tasks. The processors can
also receive global messages and transmit them by ‘posting’ messages to a
limited capacity, global workspace whose architecture enables system-wide
integration and dissemination of such information. Such communications
allow new links to be formed between the processors, and the formation of
novel expert ‘coalitions’ able to work on new or difficult problems. Baars et al.
(1997) liken this global workspace to a ‘theatre of consciousness in the society
of the mind’.

A further element of this model of the mind is provided by the unconscious
contexts within which activities on ‘central stage’ take place.

Contexts are coalitions of expert processors that provide the director,
playwright and stagehands behind the scenes of the theatre of the
mind. They can be defined functionally as knowledge structures that
constrain conscious contents without being conscious themselves, just
as the playwright determines the words of the actors on stage without
being visible.

(Baars and McGovern, 1996, p. 89)

Contexts are provided by past experiences (stored in memory), expectations,
beliefs and so on.

As do prior theories which identify consciousness with information ‘at
the focus of attention’, ‘in a working store’, ‘in a limited capacity decision
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channel’ and so on, Baars and McGovern (1996) assert that ‘information in
the global workspace corresponds to conscious contents’ (p. 89). Accordingly,
they give consciousness a central role in the economy of mind that corres-
ponds to the functions of the global workspace. Within their model, the global
workspace is essential for organising novel, complex activities. So Baars and
McGovern give consciousness many things to do:

1 By relating input to its context, consciousness defines input, removing its
ambiguities in perception and understanding.

2 Consciousness is required for successful problem solving and learning,
particularly where novelty is involved.

3 Making an event conscious raises its ‘access priority’, increasing the
chances of successful adaptation to that event.

4 Conscious goals can recruit subgoals and motor systems to carry out
voluntary acts. Making choices conscious helps to recruit knowledge
resources essential to arriving at an appropriate decision.

5 Conscious inner speech and imagery allow us to reflect on and, to an
extent, control our conscious and unconscious functioning.

6 In facing unpredictable conditions, consciousness is indispensable in
allowing flexible responses.

‘In sum, consciousness appears to be the major way in which the central
nervous system adapts to novel, challenging and informative events in the
world’ (ibid., p. 92). Romanes (1885) came to a similar conclusion, as we
have seen.

Recurring themes in cognitive models of consciousness

There are many differences in the detail of cognitive models of conscious-
ness, for example, in the way selection, attention, primary memory and the
operations of a limited capacity central processor relate to each other.
Nevertheless in their attempts to relate consciousness to such functioning,
there are a number of recurring themes. It is generally agreed that the initial
processing of information arriving at the sense organs proceeds, at least to
some extent, in a parallel, automatic, preconscious fashion. When a stimulus
is sufficiently well identified to be judged more important or ‘pertinent’ than
competing stimuli it may be selected for more detailed attention. It is only
if this happens that the stimulus enters primary memory (or some equivalent
short-term ‘working memory’), in which case it enters consciousness and
may be subject to further processing of a novel, flexible kind. In this there
is a trade-off between the greater range of processing resources that can be
allocated to a given, attended-to task, and the smaller number of tasks that
can be at the focus of attention at any given moment. Attentional processing
may involve categorisation, choice, planning, reorganisation, retrieval from
and transfer to secondary memory and so on. As a result of such processing,
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information at the focus of attention is integrated in a coherent way, and
becomes generally available (widely disseminated) throughout the system,
providing the basis for a co-ordinated, adaptive, overt response. While novel,
complex tasks require such conscious processing for their successful execu-
tion, once they are well learnt they may be dealt with in an automatic,
unconscious way.12

The strengths of functionalism in cognitive psychology

In many respects, psychofunctionalism seems intuitively plausible. Psycholo-
gists study mental processes. So it is hardly surprising that psychological
theories might, indeed, be theories of mental processes. The identification of
mind with certain modes of functioning also reconciles the intuition that
the mind is somehow embodied in the brain with the contrary intuition that
the mind does not seem to have a specific spatial location in the brain.

Psychofunctionalism also seems consistent with our natural language
usage of many mental terms. For example our ability to think, solve problems
and so on seems to relate to our capacity to function in certain ways. Likewise,
when comparing ourselves with other humans or other animals, it is common
to assess our mental abilities in functional terms. Historically, this has been
accepted even by dualists such as Descartes. Indeed, for Descartes, man’s
ability to use language and to respond appropriately to changing situations
gives him capacities which are beyond any machine or any nonhuman animal
(see Chapter 2). One might or might not agree with Descartes that this is
evidence for a thinking, nonmaterial soul (res cogitans). But it seems difficult
to deny that theories that specify the detailed processes involved in language,
thinking, problem solving and so on illuminate at least some aspects of the
nature of mind.

For our present purposes we do not need to consider the extensive experi-
mental work which led to the development of the many models of conscious
and nonconscious processing outlined above (we consider this evidence in
more depth in Chapter 10). Suffice it to say that the evidence in support of
broad functional links between consciousness, attention and primary mem-
ory along the lines described above is considerable (for reviews see, for
example, Velmans, 1991a; Baars and McGovern, 1996; Mandler, 1997; Styles,
1997; Pashler, 1999). The above, broad outline of how mental processes are
organised is also supported by everyday experience. It is easy to demonstrate
for example that one attends to only a small amount of the information that
arrives at the sense organs. Just notice, as you read, the pressure of your
feet against the floor, the range of environmental sounds, the sensation of
your own breathing, and so on. These other inputs only enter consciousness
once one allocates attention to them. So it is reasonable to suppose that there
must be a process which governs selection of input, allocation of attentional
resources and entry into consciousness. The observation that complex, novel
tasks require conscious attention is also evident to anyone learning to drive
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a car or play a musical instrument. Once in consciousness, an event also
becomes part of one’s ‘psychological present’ – which makes it possible for
it to become part of one’s psychological past, involving storage in long-term
memory, the possibility of later recall and so on.

In short, the cognitive psychological approach, which treats mind as a
complex system that can be analysed into its constituent functions and pro-
cesses, seems to be both productive and plausible (unlike behaviourism,
which ignored or denied the existence of mind). Information processing
accounts have also significantly advanced our understanding of the processes
most closely associated with consciousness in the economy of mind. In prin-
ciple, functional accounts of mental operations can also be combined with
neurophysiological accounts of how the wetware of the brain operates (as in
cognitive neuropsychology) with potentially unifying results. One might have
doubts about whether it makes sense to reduce functional descriptions of the
mind to neurophysiology, but few would deny that it makes sense to investi-
gate the manner in which mental functions are embodied in neurophysiology.

According to Mandler (1975, 1997), this division of labour, in which cogni-
tive theories describe the mind and neurophysiological theories describe the
brain, has clear implications for the mind–body problem. That is, ‘Once it is
agreed that the scientific mind–body problem concerns the relationship
between two sets of theories, the enterprise becomes theoretical and empir-
ical, not metaphysical’ (Mandler, 1997, p. 494).

The weaknesses of functionalism in cognitive psychology

Unfortunately, matters are not quite that simple. To the extent that mind
can be thought of in process terms, it is true that the relation of mind to brain
concerns the relation of mental processes to the neural wetware that embodies
them. But, as noted in Chapter 1, ‘mind’ needs to be distinguished from
‘consciousness’ for the reason that mental processes may or may not be
conscious. Theories of mind (or brain) also need to be distinguished from
mind (or brain) itself (as noted in Chapter 3, theory reduction is not equiva-
lent to phenomenon reduction). Crucially, such theories, expressed in func-
tional, information processing terms, are ‘third-person’ accounts of what is
going on. That is, they are inferences about intervening processes based on
observations of input–output contingencies. Neurophysiological accounts
are similarly based on ‘third-person’ observations of the brain. By contrast,
consciousness is, in essence, a ‘first-person’ phenomenon (we cannot observe
someone else’s consciousness from the outside, so if we did not have it our-
selves, we would not suspect it was there). Consequently, one cannot take it
for granted that third-person functional accounts of mind or brain are also
accounts of consciousness.

The truth of this is evident from the fact that, for many years, cognitive
accounts of mental processes now thought to be closely associated with con-
sciousness made little if any reference to consciousness. Theories of selective
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attention, for example, focused on how processing capacity was allocated,
on determining the stage of input analysis at which stimulus selection takes
place, and on how pre-attentive processing differs from focal-attentive pro-
cessing. Theories of short-term memory tried to specify its capacity, the
principles governing information entry to and loss from the memory system,
the modes of encoding used, and so on. While there are good reasons to
believe that phenomenal consciousness in humans is closely associated with
attentional processing and short-term memory, the nature of this association
is not what is at issue in such cognitive investigations. Consequently, it is
not clearly specified in such information processing accounts. In the models
above, for example, there are no ‘bridging laws’ or ‘transform equations’
which cross the gap from third-person information processing accounts to
first-person accounts of phenomenal experience. Cognitive theories which
place consciousness in an information processing ‘box’ simply assume or
define it to be ontologically identical to a given form of processing in the
brain (largely ignoring its phenomenology). Such theories typically move,
without blinking, from relatively well justified claims about the forms of
information processing with which consciousness is associated, to entirely
unjustified claims about what consciousness is or what it does. Baars and
McGovern (1996), for example, move without any discussion, from the
somewhat ambiguous claim that ‘information in the global workspace cor-
responds to conscious contents’,13 to the claim that consciousness actually
carries out the functions of the global workspace. However, such manoeuvres
beg the question; that is, they assume or posit what they need to establish.

Information at the ‘focus of attention’, in ‘primary memory’ or in a
‘global workspace’ might, for example, cause or correlate with what we
experience. But it is important to distinguish causation and correlation from
ontological identity. Conflation of these basic relationships is a common
flaw in reductionist accounts. As we have already examined this in depth
in Chapter 3, I will not repeat the analysis here. We all know what it is like
to have conscious experiences. Taken together, they comprise our entire
phenomenal worlds. How the phenomenal ‘shape’ and ‘qualia’ of these
experienced worlds relate to neurally encoded information at the focus of
attention is not self-evident. Rather than ignoring this issue, it needs investi-
gation. One cannot explain what consciousness is or what it does, without
explaining what this phenomenology is, or what it does. Discussions of infor-
mation processing which ignore its phenomenology are not discussions of
consciousness.

It is instructive to note that psychological theories that take the identity of
consciousness with information processing for granted tend to be vague
about the phenomenology–information processing relationship at just the
points where they need to be clear. As we have seen, early cognitive theories
often used the term ‘conscious’ loosely, to describe a property of a process,
for example a property of the LCDC, focal-attentive processing, or primary
memory. This associated certain forms of processing with consciousness but
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entailed no commitment about whether consciousness as such actually does
anything – consciousness might for example be an epiphenomenal property
that accompanies, emerges from or is produced by certain forms of processing.

By contrast, George Miller (1962) took the bolder position that conscious-
ness is ‘a process or group of processes’. Indeed he went on to claim that ‘the
selective function of consciousness and the limited span of attention are
complementary ways of talking about one and the same thing’ (ibid., p. 65).
If consciousness is a brain process that selects items for attention then it
clearly does something important in the workings of the brain.

Miller derived this suggestion from the work of William James. However,
James’s own characterisation of the consciousness–attention relation was
ambiguous. As he pointed out in his Principles of Psychology, not only do
the sense organs themselves select, in that they respond to just a portion of
the energies described by physics, but also selective attention,

out of all the sensations yielded, picks out certain areas as worthy of its
notice and suppresses all the rest. . . . [Thus,] the mind is at every stage a
theater of simultaneous possibilities. Consciousness consists in the com-
parison of these with each other, the selection of some, and the suppres-
sion of the rest by the reinforcing and inhibiting agency of attention.

(James, 1890, Vol. 1, p. 288; my italics)

Miller (along with many other commentators) takes this to mean that con-
sciousness does the selecting. However James actually states that the agency of
attention compares, selects and so on. Consciousness ‘consists in’ the ongoing
comparison, selection and suppression which are undertaken by attentional
processing. What ‘consists in’ means in this passage is not entirely clear. It
could mean, ‘is nothing more than’, in which case Miller’s interpretation is
justified; or it could mean, ‘is constituted by’, or ‘is constructed by’, in which
case consciousness results from focal-attentive processing. These fine distinc-
tions matter for the reason that the first interpretation makes no sense – how
could consciousness select what enters consciousness? To determine what
enters consciousness a preconscious selection must take place (this is taken for
granted in most modern theories of selective attention).

Indeed, in a later chapter of his 1962 book, Miller begins to examine the
role of consciousness with greater care – and what he finds threatens to
undermine all the identities and functions claimed for consciousness outlined
above, including those that he himself suggests.

Are the detailed activities of mind conscious?

Miller asks us to examine what we are actually aware of when we ‘think’. If
we attend to this carefully, Miller argues, it becomes apparent that ‘thinking’
is a preconscious process (Box 4.2). Significantly, Karl Lashley (1958), one of
the most prominent psychologists of his era, came to the same conclusion.
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This contention is in any case supported by the very existence of cognitive
psychology as a scientific discipline. If the complex processes which enable
us to select information, attend to it, plan, organise, determine priorities,
respond appropriately and so on, were available to consciousness, there would
be no need for careful experiment and theoretical inference to determine their
operations. One could simply observe these activities introspectively, much
as one can observe the way cogs, springs and levers drive the hands of a
mechanical clock.14 However, working out how we are able to do these things
has proved to be very difficult, even at the functional level. And we have no
introspective access whatsoever to the neurophysiological activities in our
own brains.

Box 4.2 No activity of mind is ever conscious

George Miller arrives at the view that no activity of mind is conscious
by attending to what we actually experience when we try to think or
remember something, or experience an emotion or a motivation to do
something:

The fact that the process of thinking has no possible access into
consciousness may seem surprising at first, but it can be verified
quite simply. At this moment, as you are now reading, try to think
of your mother’s maiden name.

What happened? What was your conscious awareness of the pro-
cess that produced the name? Most persons report they had feelings
of tension, of strain unrelated to the task, and then suddenly the
answer was there in full consciousness. There may have been a
fleeting image or two, but they were irrelevant. Consciousness gives
no clue as to where the answer comes from; the processes that
produce it are unconscious. It is the result of thinking, not the
process of thinking, that appears spontaneously in consciousness.

(Miller, 1962, p. 71)

And,

What is true of thinking and of perceiving is true in general. We
can state it as a general rule. No activity of mind is ever conscious.
In particular, the mental processes involved in our desires and
emotions are never conscious. Only the end product of these
motivational processes can ever become known to us directly.

(ibid., p. 72)
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So which is it to be? Either consciousness is a ‘process or group of processes’
which does something in the activities of mind, or ‘no activity of mind is ever
conscious’, in which case consciousness is an epiphenomenon – ‘the result of
thinking’ and not the ‘process of thinking’. Miller can’t have it both ways!
While the former option is consistent with functionalism, the latter clearly is
not – for if consciousness is not an activity of mind then all the problems
supposedly solved by functionalism are raised again. After all, what is an
‘epiphenomenon’, where is it located, how is it produced, how could it have
evolved, and so on? The logical possibility that consciousness might be both
the ‘result of thinking’ and a ‘process’ would not resolve matters – for what
kind of mental process could it be that plays no part in the activities of mind?

Other functionalist theories of consciousness face similar problems. If con-
sciousness just is a kind of functioning which can be specified in third-person
information processing terms, then it must have a function that is specifiable
in those terms.15 But if we are not aware of carrying out the claimed functions
how can they be conscious? We return to this issue in depth in Chapter 10.

For those who are not yet convinced that there is a problem, I leave the
conundrum in Box 4.3.

Notes
1 See readings in Chappell (1962), and a discussion of some of the subtleties by

Byrne (1994).
2 This hybrid position is not easy to categorise. Armstrong is clearly committed to

a form of dispositional behaviourism. However, given his ultimate reduction of
phenomenal states to states of the brain, he is also a central state identity theorist
(see Chapter 3). Given his attempt to recast the ordinary meanings of terms which

Box 4.3 A conundrum: is it possible for consciousness to do something
to or about something that it is not conscious of?

If the answer is NO
We are not aware of the activity of our own brains.
So we conclude that consciousness as such does not influence brain
activity.

If the answer is YES
We are not aware of the activity of our own brains.
So consciousness must influence brain activity unconsciously.
So we conclude that consciousness as such does not influence brain
activity.
Yet consciousness is central to human being.
Without it our existence would be like nothing.
So the notion that consciousness does nothing makes no sense.

Are mind and consciousness just activities? 79



refer to conscious states into the causal relations which mediate between stimulus
and response, Armstrong is also sometimes thought of as a ‘conceptual func-
tionalist’ or an ‘analytic functionalist’ (Byrne, 1994). A similar view was later
developed by the philosopher Daniel Dennett, as we will see in Chapter 5.

3 The attempt to remove the phenomenal aspects of perception from perception
produces many further difficulties. Armstrong finds it necessary to argue, for
example, that the colours of surfaces are not aspects of perception. Rather, he
claims, they ‘are nothing but physical properties of physical objects or processes’
(ibid., p. 272). This, he maintains, follows from the distinction between a surface
being red, which is a physical property of a surface, and a surface looking red,
which is an aspect of perception. As he points out, unless he manages to exclude
qualities of objects such as ‘redness’ from perception he would have to abandon
his whole analysis (ibid., p. 272), for how could the colour of a surface out in the
world be nothing more than the capacity to make certain discriminations? But in
what sense is there some observer-independent ‘redness’ in the world? There is
nothing intrinsically red about electromagnetic wavelengths in the region 700
nanometers. Animals without colour vision or humans with red–green colour
blindness may be able to detect light in this region without it looking red.
Although it is a logical possibility that redness is somehow ‘really there’ (and that
such humans and animals simply do not see it) it is more parsimonious to regard
the existence of redness and other perceptual qualia as being contingent on the
interactions of physical energies with the visual (and other perceptual) systems of
conscious beings. We return to this issue in depth in Chapters 6, 7 and 8. Other
versions of Armstrong’s theory have been developed – for example, by Lewis
(1972, 1994), and Shallice (1972) – but these face related difficulties to which I will
return in the analysis of functionalism below.

4 Personal communication, September, 1996. According to Tart this wry comment
on behaviourism originated somewhere on the US West Coast in the late 1960s.

5 See, in particular, Aristotle’s De Anima, Book 2, chs 1 and 2, or Flew (1978),
pp. 72–81, for relevant extracts. In contrast to Plato’s dualism in which idealised
forms have an autonomous transcendent existence, Aristotle’s forms are imma-
nent in their embodying substance. Consequently, in Aristotle’s cosmology there is
no room for personal immortality as the body’s ‘soul’ is not viewed as a separate
incorporeal substance (any more than the function of cutting can be seen as
separate from the axe). Aristotle is unclear on this point, however, as he also
appears to believe that intellect, which enables humanity to comprehend the forms,
cannot entirely be reduced to an aspect of bodily functioning, but participates
in the one, divine intellect (nous) which is immortal and transcendent (see, for
example, Tarnas, 1993, pp. 55–62).

6 In Broadbent’s (1958) model, information is selected for attentional processing
on the basis of a preliminary physical analysis. Consequently, this is known as an
‘early selection’ model. Norman’s (1969) model suggests that a rudimentary, pre-
conscious analysis for meaning also takes place (enabling the ‘pertinence’ of a
stimulus to be assessed), before a selection is made. So this is known as a ‘late
selection’ model. The evidence for preconscious meaning analysis is extensive
(for reviews see Velmans, 1991a; Styles, 1997).

7 This identity was challenged by Velmans (1991a), and Baars (1997a) sub-
sequently changed his position from identifying focal-attentive processing with
consciousness to viewing it as a gateway to consciousness; the identity implicit in
Mandler’s writings was also somewhat equivocal. We return to a fuller evaluation
of this literature below.

8 Examples include Norman (1969), Atkinson and Shiffrin (1968), Mandler
(1975), and, in more detail, Ericsson and Simon (1984), and Baddeley (1993).

9 According to Mangan, the unconscious process that produces such feelings may
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resemble the computation discovered by Hopfield (1982), in which the goodness-
of-fit of an immense number of interacting, neuron-like nodes is condensed into a
single metric or index.

10 See, for example, Mandler (1975, 1985, 1997), Crook (1980), Dixon (1981),
Johnson-Laird, (1988), Baars (1988, 2007), Shallice (1978, 1988), and Schacter
(1990). A useful summary of the way the theories of Mandler, Shallice, Johnson-
Laird, and Schacter relate to that developed by Baars (1988) is given in Baars and
McGovern (1996).

11 In a later review of his own twenty years of theorising on this issue, Mandler
(1997) concluded that, ‘Given our recent insights into the parallel and distributed
nature of (unconscious) mental processing, the human mind (broadly interpreted)
needed to handle the problem of finding a buffer between a bottleneck of possible
thoughts and actions of comparable “strengths” competing for expression and
the need for considering effective action in the environment. Consciousness han-
dles that problem by imposing limited capacity and seriality’ (p. 490). This returns
to the basic insights developed by James (1890) and Broadbent (1958). Following
James, Mandler (1997) also identifies the capacity of conscious contents with the
capacity of primary memory.

12 Elements of such cognitive psychological theorising have also been incorporated
into many philosophical and neurophysiological theories of consciousness.
Prominent examples include Dennett’s (1978) identification of consciousness with
the information stored in a hypothetical ‘buffer memory M’, Block’s (1995) reifica-
tion of information accessibility into a distinct form of ‘access consciousness’
(which he separates from phenomenal consciousness), and the necessity of short-
term memory to consciousness in the thalamocortical reverberatory loop model
of Crick and Koch (1990). Crick and Koch’s (1998) assertion that, ‘the biological
usefulness of visual consciousness in humans is to produce the best current inter-
pretation of the visual scene in the light of past experience . . . and to make this
interpretation directly available, for a sufficient time, to the parts of the brain that
contemplate and plan voluntary motor output, of one sort or another, including
speech’, combines a number of these recurring cognitive psychological themes.

13 Interpreted weakly, ‘corresponds’ could mean ‘is associated with’ or ‘correlates
with’; however, Baars and McGovern go on to interpret this in the strong sense
of ‘is identical to’. While the weak interpretation poses no theoretical problems,
the identity claim does pose problems, as we shall see.

14 Various mental activities do of course result in conscious experiences in the forms
of percepts, thoughts, feelings and so on, and they are in this sense ‘conscious’.
Given this, the claim that ‘no activity of mind is ever conscious’ needs to be
unravelled with care, along with its implications for the causal role (if any) of
consciousness. We return to this issue in depth in Chapter 10.

15 If it does not have a function it makes no sense to claim that it is a function
(one can’t have functionless functions). The converse does not of course apply,
i.e. consciousness might have a function without being a function (as claimed for
example in dualist-interactionist theory).
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5 Could robots be conscious?

Descartes believed that mere physical mechanisms could never think flexibly
and use language in the ways that humans do. Nor, lacking res cogitans
(substance that thinks), could they be conscious. However, the ability to think,
use language and be conscious even in humans cannot really be explained by
adding an immaterial substance ‘that thinks’, for the simple reason that all
questions about how it is possible for humans to think, use language, etc.
simply regress to res cogitans (see Chapter 2). Language and thought require
the use of rules and procedures that need to be instantiated in some medium
that can carry out such rules and procedures. Cognitive psychology takes it
for granted that the embodying medium is the brain. Functionalism in cogni-
tive psychology (psychofunctionalism) makes the added assumption that
mind and consciousness are nothing more than forms of processing in the
brain. Formally, mental or conscious states are identified with the causal
relationships that state enters into with perceptual input, overt responses and
other mental or conscious states. From this point of view, the study of mind
and consciousness simply is the study of the rules and procedures people use
when they think, solve problems, use language and so on, typically specified
in information processing or neural network terms.

As we have seen in Chapter 4, there is good reason to believe that the
functioning of mind in humans can be usefully described in such third-person
terms, although first-person phenomenal consciousness does not fit naturally
into such descriptions. Furthermore, whatever one’s doubts might be about
the reducibility of first-person consciousness to third-person accounts of
functional relationships, there seems little doubt that mind and consciousness
in humans are closely associated with the activity of the brain, and that the
brain is a physical system. Given this, what is there to prevent physical systems
other than brains also having associated mind and consciousness?

According to computational functionalists, there is nothing to prevent mind
and consciousness in nonhuman systems for the reason that mental oper-
ations are nothing more than computations. The mathematician Alan Turing
(1950), for example, suggested that if independent judges cannot distinguish
the answers given by a computer to questions put to it from those of a human
being, then the machine may be said to ‘think’. And the philosopher Hillary



Putnam (1960) claimed the relation between mind and brain to be ‘analogous
to the relation between the logical operations carried out by a computer
and the physical structure of the machine’.

Such logical operations may be likened to psychological operations in that
they describe functioning in a computer that is similar to logical operations
in brains, and, Putnam later notes, in that they have the interesting property
of being neither ‘mental’ (in a Cartesian sense) nor ‘physical’. Rather, ‘As
Aristotle saw, psychological predicates describe our form, not our matter’
(Putnam, 1975, p. 279).

Note that functions are easily dissociable from structures. A system with a
given physical structure may fulfil many different functions. A given com-
puter may, for example, be programmed to solve equations, control factory
processes, simulate human cognitive functioning and behaviour, and so on.
Conversely, the same function can be embodied in many different physical
structures. The earliest computers for example were built out of vacuum
tubes which were replaced by transistors and subsequently by integrated
circuits.1

Following the development of artificial intelligence (AI) and the computer
simulation of mental functions, it became common in cognitive science to
think of the brain/mind relationship as analogous to the distinction between
the ‘hardware’ of a computer (the physical structure) and the ‘software’
(the programming) of the machine.2 That is, many psychofunctionalists are
also computational functionalists. However, it is important to note that
psychofunctionalism does not entail computational functionalism. Psycho-
functionalism claims mind and consciousness to be nothing more than func-
tions of the brain. According to computational functionalism the biochemical
composition of the brain is irrelevant to mind and consciousness. In short,
mind and consciousness are exportable; whatever the physical properties of a
system might be, if it embodies the same functions defined entirely in terms
of the causal relations between input, internal elements in the system and
output, it has the same mind.

How to make mechanical systems into minds

Descartes’ seventeenth-century doubts about whether any machine can think
are hardly surprising. In ancient Greece, Ethiopia and China men had
already built machines that mimicked the behaviour of the human body. But
simulating the functions of the human mind proved to be more difficult. The
first digital calculating machine was constructed by Blaise Pascal in 1642 and
later refined by Leibniz to the point where it could add, multiply, divide and
extract square roots (cf. McCorduck, 1979). Impressive though this machine
was, its functions were fixed.

The first attempt to build a general purpose, programmable calculator was
made by the English mathematician Charles Babbage. This ‘Analytic Engine’,
which occupied Babbage from 1833 to the end of his life in 1871, had a
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processing unit controlled by punched cards which, he hoped, would allow
it to analyse and tabulate any mathematical function. In the words of his
close associate, Lady Lovelace, the Analytic Engine ‘would weave algebraic
patterns the way the Jacquard loom weaved patterns in textiles’ (cited in
Morrison and Morrison, 1961).

But Babbage never completed his project – and the first general purpose
digital computers were constructed in World War II. Building on the theor-
etical work of Alonzo Church, Alan Turing and others, the first was devised
by Thomas Flowers, a British Post Office engineer, to decode German
ciphers, in the Ultra project set up at Bletchley Park in 1943. ENIAC, another
machine used to generate bombing tables, was built in the Moore School of
Engineering at the University of Pennsylvania. In spite of their superior
speed and general purpose computing abilities neither these machines nor
their immediate successors were thought of as exercising reason or emulating
other functions of the human mind. In this they resembled Charles Babbage’s
Analytical Engine – and, as Lady Lovelace noted in a memoir, ‘The Analytical
Engine has no pretensions whatever to originate anything. It can do whatever
we know how to order it to perform’ (ibid.).

Some of the intellectual steps necessary for the creation of more ‘thought-
ful’ machine behaviour had, however, already been taken. In 1854, the Irish
logician George Boole, building on the work of Leibniz, William Hamilton
and Augustus de Morgan, had developed a means of expressing the proposi-
tions of logic and the relations between such propositions in terms of simple
symbols and rules for operating on those symbols. This ‘algebra’ was, in turn,
expressible in terms of a binary code (consisting solely of zeros and ones).
In 1937, Claude Shannon, an engineering student at MIT (Massachusetts
Institute of Technology), obtained his master’s thesis for demonstrating that
Boolean algebra can be used to describe the behaviour (the sequencing of
‘on’ and ‘off ’ states) of relays and switching circuits. Consequently, the possi-
bility emerged that logical operations could be embodied in the operations of
a machine.

In spite of this, the gap separating logical operations carried out by switch-
ing circuits from ‘thought’ remained wide. In the 1950s, however, there was a
dawning realisation that it might be possible to bridge the gap separating
humans from machines from the human side. That is, human functions could
themselves be thought of in terms of the operation of systems that encode,
store, retrieve and transform information. Conversely, once simple machine
language operations were appropriately combined into complex, intercon-
nected systems they could generate higher level functions that, to some
extent, resembled those performed by humans. In 1955, for example, Newell,
Simon and Shaw working at the RAND Corporation in America, developed
these insights into a new programming language, IPL1 (and later, IPL2),
capable of expressing procedures and strategies of the kind which appear to
be used by humans, in the form of instructions suitable for driving the oper-
ations of a machine. Armed with this they produced the ‘Logic Theorist’, a
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programme embodying strategies for solving problems of logic (Newell and
Simon, 1956; Newell et al., 1960).

At the time, the results appeared to be a stunning success. The Logic
Theorist proved thirty-eight of the first fifty-two theorems of Russell and
Whitehead’s Principia Mathematica, including a shorter and more elegant
proof of Theorem 2.85 than that given in the original work. This was fol-
lowed afterwards by the ‘General Problem Solver’ (GPS), a programme
incorporating a variety of general purpose strategies for solving problems,
derived in this case from the self-reports of human problem solvers. Even
more impressive than the Logic Theorist, this early simulation programme
was eventually developed to the point where it could solve problems in eleven
different domains. These included chess, theorem proving, missionaries and
cannibals, integration, and parsing sentences, thereby capturing something
not only of the manner but also of the flexibility of human problem solving
(cf. Newell and Simon, 1972). Given that proficiency in these domains is one
method of assessing intelligence in humans, it is understandable that for
many workers in Artificial Intelligence this provided convincing evidence of
intelligence in a machine.

By the early 1980s, for example, chess programmes were beginning to beat
international masters. In 1980 the US’s North Western University’s Chess 4.7
programme beat international master, David Levey, in a tournament game.
And in 1982 the Chess Champion Mark V system, marketed in Hong Kong
by Scisys, beat the UK grandmaster John Nunn five times out of six. In
addition, the Mark V found three correct solutions to a celebrated chess
problem thought to have only one solution. The problem was originated by
Russian expert, L. Zagorujko, in 1972. The problem had been widely publi-
cised in newspapers and journals throughout the world, but no human being
had found a solution other than the one proposed by Zagorujko. Nunn was
unable to find the solution, but the Mark V confounded the experts by finding
Zagorujko’s solution and two alternatives of its own (cf. Simons, 1983, p. 76).
Later, IBM’s ‘Deep Blue’ defeated the then reigning international champion
Gary Kasparov (Newborn, 1997). In March 2007, Rybka, the 2007 World
Computer-Chess Champion created by international master Vasik Rajlich,
defeated international grandmaster Jaan Ehlvest in a six-game match with
three wins and three draws, in spite of a one-pawn handicap (randomly
selected) and half the thinking time offered to the grandmaster.

Since that time there have been many further advances in the computer
simulation of human mental abilities, although not all human abilities have
proved easy to simulate in this way. Symbol manipulation according to
rules and procedures is natural to implement in serial, digital computers.
Consequently, these have been useful devices for simulating cognitive oper-
ations that follow serial, logical rules. However, some abilities that are simple
for humans have proved to be extremely difficult to implement in such
machines. For example, the complex patterns presented by faces and speech
exhibit statistical regularities which are difficult to characterise in terms of
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invariant features and fixed rules for their identification, making them dif-
ficult to recognise via such symbol manipulation techniques. What is difficult
for one machine architecture, however, may not be difficult for another. Over
recent decades, for example, there have been extensive developments in the
pattern recognition of faces, speech and so on. Recent systems use multilay-
ered, artificial neural nets whose internal connections are either strengthened
or weakened over a learning period (according to pre-set ‘learning rules’),
depending on whether or not they contribute to successful recognition of the
to-be-recognised pattern.3 In such systems it is not necessary to specify the
defining features of complex patterns a priori – when appropriate forms of
feedforward and feedback are applied, the system simply ‘relaxes’ into states
which optimise recognition performance. Such neural nets have the added
advantage over serial computers of appearing closer in their architecture and
operation to neurons in living brains.

The ability of neural nets to accomplish aspects of such tasks in a relatively
simple way and their potential for linking cognitive science to neuroscience
are, like the digital computer before them, having a major influence on psy-
chological models of the ‘brain’s mind’ (an example of theory ‘co-evolution’
of the kind described by Churchland, 1989). For our purposes, it does not
matter which, if either, approach becomes dominant – and it may even be that
symbolic, rule-based approaches and neural network approaches are com-
plementary, for example in situations where the psychological phenomena
can be well described by rules, while the mechanisms for learning the rules
can be well described in terms of neural networks. This might apply, for
example, to the grammatical rules underlying use of language (cf. Abrahamsen
and Bechtel, 2006). Whether or not this turns out to be true, the ability of
artificial systems to simulate or emulate some areas of cognition once
thought to be exclusive to the human mind is now quite impressive.

But what can’t machines do?

According to Descartes, no machine could reason or use language in the
appropriate ways that humans do for the reason that such flexibility is beyond
the capacity of material ‘stuff’ no matter how it is arranged. Within AI circles
it is now commonly thought that the limits of machine performance have
more to do with our limited ability to specify what is required to carry out a
given task than anything about mechanisms as such. However, there are
reasons to suspect that it may not be possible to give a formal specification of
the procedures required to carry out all tasks. This may be true not just for
the pattern recognition of faces and speech discussed above but also for the
global meanings and knowledge of the world which form the very ground of
human thought and the use of human language. For Turing the inability of
human judges to distinguish typewritten answers given by a machine from
those of a human is a sufficient test of whether a machine can think. But, as
the psychologist Robert Green (1981) has pointed out, there are more
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demanding tasks which can be carried out by humans (with appropriate
training) that might not be specifiable in terms of the symbol manipulations
according to rules which form the programmes of Turing machines. For
example:

Of the more intriguing tasks that have been explored using computers,
that of translating from one language to another is of especial relevance.
In the heady days of the 1950s it was believed that, given sufficient time,
money and singleminded expert effort, all the problems relating to
machine translation were in principle capable of solution. Over the years
it became painfully clear that some of the problems associated with
semantic content might prove to be ultimately intractable. As Lock (1975)
points out, human translators and computers go about their business
in very different ways. So far as human translators are concerned, ‘The
commonly accepted model, that he takes the words and grammar of
Language A and replaces them with the words and grammar of Language
B, is simply wrong. No translator works that way. What he really does is
to read or listen to the text in Language A to get the idea . . . then he
expresses the same meaning in Language B. Meaning is the substance of
communication. Words and grammar are arbitrary conventions which
have evolved over the years and differ from one language to another.’

(Green, 1981, p. 177)

Differences in machine and human routes to language translation might not
matter if each effectively accomplished the same task. Unfortunately, natural
languages are notoriously context-sensitive and ambiguous, which makes
exact translation from one language to another extremely difficult. As Green
notes, this led to various attempts to construct ‘pivot languages’ based on
logical principles common to all languages, in which each statement in any
given actual language would have a single, unambiguous meaning, which
could then be translated into any other language. A pivot language might, for
example, have fifty-one separate terms for the word ‘head’ corresponding to
its fifty-one natural language meanings. The varied ways in which natural
languages use surface syntax to combine individual meanings into compound
meanings might also be formalised by translating the surface forms into some
common ‘deep’ structure or logical syntax of the kind used in transform-
ational grammars, with the result that, in the deep structure, every statement
is exact and unique. If ambiguous surface structures can be translated into
unambiguous deep structures it might be possible to translate compound
meanings accurately from one natural language to another. Such a task
would be immense, but let us suppose that, in principle, it could be achieved.
If so, the abilities of human translators would still be superior to those of
machines. As Green points out,

Whereas natural language is very fuzzy round the edges, which is
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what makes poetry possible, the pivot language would not tolerate
such vagueness. The elliptical, allusive, evocative properties of natural
language would have to be sacrificed in order to arrive at a semantically
unambiguous formulation. The pivot language would be sterile, lacking
the richness and flavour of a natural language. Retranslating out from
the pivot language into the target language would reintroduce all the
fuzziness associated with that target language, but this fuzziness would
not coincide with the fuzziness associated with the source language.
Human translators can do better than this by catering for the fuzziness,
catching the nuances, and trying to match the allusive, evocative aspects
of the material in both the source and target languages. This is partly
what makes the art of translation so challenging and rewarding for a
human translator and also why machine translation is regarded as more
suitable for technical material than poetry.4

(ibid., p. 179)

What is needed, Green concludes, is the ability to trade not just in words but
in ideas. The same may be said of other tasks which humans perform with
relative ease. Consider, for example, the sixteen statements in Box 5.1. Green
suggests that any reasonably intelligent adult will sort these into eight,
similar-meaning pairs with little difficulty.

Why might this task be difficult for a machine? In these pairs, similar ideas are
conveyed by sentences composed of entirely different words embedded in
different surface forms (compare, for example, (f) and (n)) and their meaning
cannot be understood without a global understanding of the physical and
social world. This is difficult for machine translation as it involves far more
than the manipulation of individual word semantics according to syntactic
rules. Yet, as Green notes,

Our human subject faces no such problems. He goes straight for the
meaning, being utterly indifferent to logical syntax or any other niceties.
The whole point of the comparison between the performance of man
and machine is that there seems to be no way of getting from the form of
language to its real content without a sapient, sentient being transducing
mere quantifiable information into immanent wholistic meaning.

(ibid., p. 181)

At first glance, this seems to recapitulate the arguments of Descartes: only a
sapient, sentient being could use language in the appropriate ways that
humans take for granted. Unlike Descartes, however, Green’s intent is not to
place an unbridgeable divide between humans and machines. Rather, his aim
is to define the gap more accurately in order to cross it. So, in what way could
a machine truly learn the art of human language?

As we know, an ordinary person is constantly being bombarded with
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information of all sorts through a variety of channels. Setting aside all
the technical difficulties, let us suppose that we can produce a machine
capable of handling . . . different forms of input – auditory, visual, tactual,
gustatory and so on, together with appropriate means for manipulating
the environment so that it can perform the same kind of experiments that
a baby does when it grabs a wooden brick and tries to chew it. Essentially,
what we are after is a self-programming computer that can be brought up
in the family and learn empirically. If the conceptual leap seems too big it
may be bridged by Washoe and Helen Keller, taken either separately or in
tandem.

Linguistic skills then develop naturally instead of being imposed.
Rather than placing a ready made dictionary and a set of rules into
the computer, it acquires a vocabulary and the appropriate rules by

Box 5.1 Can you do something that no existing computer can do?

Try sorting the following sixteen sentences into eight similar-meaning
pairs.

(a) A nod is as good as a wink.
(b) An unfortunate experience produces a cautious attitude.
(c) Every cloud has a silver lining.
(d) Fine feathers make fine birds.
(e) Hints are there to be taken.
(f ) Idealists can be a menace.
(g) It is an ill wind that blows no good.
(h) Least said, soonest mended.
(i) Never count your chickens before they are hatched.
( j) Never judge a sausage by its skin.
(k) Once bitten, twice shy.
(l) Reality imposes its own limitations.
(m) Some disagreements are best forgotten.
(n) The road to hell is paved with good intentions.
(o) There’s many a slip twixt cup and lip.
(p) You can’t make a silk purse out of a sow’s ear.

You should be able to do it if you focus on the idea that each sentence
conveys rather than on its grammar or constituent words. According to
Green (1981) the odds against getting this correct by random combin-
ations are over 13 million to one – and no machine, currently on the
stocks, using a general language translating programme that combines
individual word meanings following syntactic rules would do better
than chance.
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a gradual process of self-instruction. The autodidact, employing an
inductive-deductive strategy, learns by comparing the various kinds of
input in situational contexts, forming categories, attaching labels and
generally sorting the chaos into a form and order that enables predictions
to be made and effective goal seeking action to be taken. As McNamara
(1973) so succinctly puts it, ‘. . . the main thrust in language learning
comes from the child’s need to understand and express himself.’ Or, even
more pointedly, ‘. . . the infant uses meaning as a clue to language, rather
than language as a cue to meaning.’

(ibid., p. 184)

Green argues that a machine of this kind would pass Turing’s test without
difficulty – and, given that only a sentient being could appreciate meaning in
this full sense, such a machine would also be conscious.

These arguments, presented over twenty-five years ago, have a contempor-
ary relevance. For example, the philosopher Aaron Sloman (1997a, 1997b)
has developed a research programme to specify how the more complex func-
tional architectures associated with human mind and consciousness might
develop as a consequence of machine interaction with the world (see review
in Sloman and Chrisley, 2003), and in recent years this and similar pro-
grammes have received added impetus from theories that view human percep-
tion and cognition itself as fundamentally ‘embodied’ and dependent on
interaction with the world.5 Yet, even today, natural language in artificial
systems remains a problem. Efforts to teach sensory-motor and cognitive
skills to a robot infant, ‘Cog’, have, for example, been under way for over
a dozen years under the direction of Rodney Brooks and Lynn Andrea
Stein at MIT. Although the conditions that enable learning had to be pre-
programmed into the robot, its ‘nervous system’ is a massively parallel archi-
tecture designed to learn from interaction with the world. Initial learning
included the recognition, manipulation, and avoidance of objects and so on,
but the ultimate aims were more ambitious. The philosopher Daniel Dennett
(a member of this team) reported that:

One talent that we have hopes of teaching to Cog is a rudimentary
capacity for human language. And here we run into the fabled innate
language organ or Language Acquisition Device made famous by Noam
Chomsky. Is there going to be an attempt to build an innate LAD for
our Cog? No. We are going to try to get Cog to build language the hard
way, the way our ancestors must have done over thousands of gener-
ations. Cog has ears (four, because it is easier to get good localization
with four microphones than with carefully shaped ears like ours!) and
some special-purpose signal-analyzing software is being developed to
give Cog a fairly good chance of discriminating human speech sounds,
and probably the capacity to distinguish different human voices. Cog
will also have to have speech synthesis software . . . to have Cog as
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well-equipped as possible for rich and natural interactions with human
beings.

(Dennett, 1995, p. 480)

It was anticipated that, given such basic equipment, language acquisition
would involve a long learning process as it takes a long time for a child to
grow into an adult. The team also intended to equip Cog with a ‘motivation
structure’, with internally programmed goals and preferences which roughly
map onto human desires. Ultimately, it was hoped that Cog would learn how
to report on its own internal states. And, if all this can be made to work,
Dennett claimed, we will have as much reason to believe in Cog consciousness
as in consciousness in other humans.

Twelve years later (October, 2007), the list of achievements reported on
the Cog programme website is instructive.6 Cog appears to be able to make
human-like eye movements and head and neck orientation behaviours; it
can reach to a visual target, imitate head nods, make oscillatory arm move-
ments and play the drums; it is also capable of some face and eye detection.
However language learning is not even mentioned in its list of current
research programmes.

Would Cog really be conscious?

It has to be said that twelve years is not a long time in the broad sweep of
science – and how well Cog (or some other system) might learn to use natural
language remains to be seen. But, suppose that Cog did learn to ‘trade in
ideas’. Would that be enough to conclude that it is conscious? If other minds
are judged to be conscious solely in terms of what they can do this conclusion
might be hard to resist. One can argue of course that we do not attribute
consciousness to others primarily in terms of what they do. Rather, we infer
consciousness in others by extrapolation from consciousness in ourselves (we
return to this below). But suppose, for the sake of argument, that such
attributions of sentience on the basis of observed functioning are legitimate.
What would that tell us about consciousness in a machine?

It should be apparent that the conditions under which we would attribute
mind and consciousness to other beings can be distinguished from claims
about the ontological nature of what we attribute. Green, Dennett, and
Sloman, for example, are philosophical descendants of Ryle (1949) in attrib-
uting mind and consciousness to a functioning system solely on the basis of
its behaviour, or dispositions to behave. They nevertheless have different
opinions about the nature of consciousness.

Dennett (1991), for example, develops an eliminative position (similar to
that of Ryle). For him, terms like ‘mind’ and ‘consciousness’ are nothing more
than attributions that we make on the basis of observed behaviour. They are
essentially fictional attributions which may be quite useful to make in ordin-
ary life, but they do not correspond to anything real either in brains or in
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machines. Rather, they correspond in a rough way to aspects of ‘virtual
machine’ functioning which enable systems with appropriate architectures to
display functioning of psychologically interesting kinds.7 Sloman and Logan
(1998) develop a slightly different reductionist position. For them, mental
terms also denote aspects of virtual machine functioning. But, while everyday
concepts of consciousness and mind are irretrievably confused, these terms
nevertheless denote functions which can be precisely expressed in ‘informa-
tion level’ design descriptions8 (of the kind commonly suggested in cognitive
psychology). In contrast, Chalmers (1996) develops an emergentist position.
For him, mind is nothing more than functioning, but consciousness is
supervenient on functioning and not reducible to it.9 Green, on the other
hand, remains neutral about which of these three options to adopt (personal
communication).

It should be clear that these different versions of functionalism have very
different implications for so-called ‘conscious machines’. Dennett argues that
we have as much reason to believe in Cog consciousness as in human con-
sciousness for the reason that he does not believe that human consciousness
really exists (at least in the sense that we normally understand it).10 Sloman
agrees with Dennett that mental terms refer to ‘virtual machine’ functions
of certain kinds but insists that such functions are nevertheless real. That is,
the qualia of consciousness exist but only as modes of functioning in virtual
machines. For Chalmers, consciousness supervenes on functioning without
reducing to it. Consequently, machines that function in ways that are indis-
tinguishable from humans have conscious experiences that are indistinguish-
able from those of humans. Such experiences are real, nonphysical, emergent
phenomena both for humans and for machines. For the moment I will
focus on the more traditional eliminativist and reductionist positions. We
will return to Chalmers’s position when considering the distribution of
consciousness in the universe in Chapter 14.

Can we get rid of qualia?

Within the sciences, it is generally agreed that colours, sounds and so on are
not inherent properties of the physical world. Rather, such conscious ‘qualia’
are produced in our experience by the action of physical energies on our
perceptual systems. Such experiences do not exist without experiencers. But
few would go so far as to deny the existence of conscious ‘qualia’ altogether.
Dennett, however, tries to do just that when he writes,

Philosophers have adopted various names for the things in the beholder
(or properties of the beholder) that have been supposed to provide a safe
home for the colors and the rest of the properties that have been banished
from the external world by the triumphs of physics: raw feels, phenomenal
qualities, intrinsic properties of conscious experiences, the qualitative con-
tent of mental states, and, of course, qualia, the term I use. There are
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subtle differences in how these terms have been defined, but I am going to
ride roughshod over them. I deny that there are any such properties. But I
agree wholeheartedly that there seem to be.

(Dennett, 1994, p. 129)

What science has actually shown us is just that light-reflecting properties
of objects . . . cause creatures to go into various discriminative states. . . .
These discriminative states of observers’ brains have various primary
properties (their mechanistic properties due to their connections, the
excitation states of their elements, and so forth), and in virtue of these
primary properties, they . . . have secondary, merely dispositional proper-
ties. In human creatures with language, for instance, these discriminative
states often eventually dispose the creatures to express verbal judgements
alluding to the color of various things. The semantics of these statements
makes it clear what colors supposedly are: reflective properties of the
surfaces of objects or of transparent volumes. . . . And that is just what
colors are in fact. . . . Do not our internal discriminative states also have
some special intrinsic properties, the subjective, private, ineffable proper-
ties that constitute the way things look to us (sound to us, smell to us, and
so forth)? No. The dispositional properties of those discriminative states
already suffice to explain all the effects: the effects on both peripheral
behavior (saying ‘Red!’, stepping on the brake, and so forth) and internal
behavior (judging ‘Red!’, seeing something as red, reacting with uneasi-
ness or displeasure if red things upset one). Any additional qualitative
properties or qualia would thus have no positive role to play in any
explanations, nor are they somehow vouchsafed to us directly in intu-
ition. Qualitative properties that are intrinsically conscious are a myth,
an artifact of misguided theorizing, not anything given pretheoretically.

(ibid., p. 130)

Dennett tries to explode this ‘myth’ we all engage in, by examining situations
in which humans clearly seem to use qualia to carry out tasks, and then
showing that the same task can be carried out without qualia by a robot.
Suppose, for example, that one is asked to compare billiard-table-felt-green
and Granny-Smith-apple-green in the ‘mind’s eye’ in order to decide which
has the paler hue. We seem, in such instances, to retrieve information from
memory that enables us to compare one subjective experience directly with
another, on the basis of which we make our response. But a robot fitted with a
TV camera and suitable colour coding equipment (of the kind available off
the shelf ) could perform the same discrimination without using representa-
tions that are themselves coloured, and in actual fact, Dennett suggests, we
do the same:

Nothing red, white, or blue happens in your brain when you conjure
up an American flag, but no doubt something happens that has three
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physical variable clusters associated with it – one for red, one for white,
and one for blue, and it is by some mechanical comparison of the values
of those variables with stored values of the same variables in memory
that you come to be furnished with an opinion about the relative shades
of the seen and remembered colors.

(ibid., p. 136)

While the brain no doubt performs such comparisons via different physical
processes from those of the robot, according to Dennett, there is no reason to
claim any less phenomenal content for the discriminative states of the robot
than for discriminative states of the brain. The ‘qualia’ of consciousness have
no real existence, either in humans or in machines.

Problems with Dennett’s eliminativism

To the watchful reader, the sleight-of-hand in this argument should be clear.
Note that Dennett tries to eliminate colour qualia in four steps:

1 He translates first-person accounts of what it is like to experience
colour ‘qualia’ (the experience of Granny-Smith-apple-green etc.) into
third-person accounts of how systems might perform tasks (how they
might achieve colour discrimination, colour naming, stop on red, and
so on).

2 He shows how the task might be performed by brains or machines
without the use of representations that are themselves coloured.

3 He concludes that ‘qualia’ are not needed for functional explanations.
4 He concludes that ‘qualia’ do not exist.

Step 1 is fundamental to computational functionalism (in its normal elimina-
tive and reductionist forms). If one cannot reduce first-person accounts of
what it is like to experience something into third-person accounts of how
systems function without leaving something important out, these versions of
functionalism cannot get off the ground. Yet it seems obvious that something
important is left out. Once one strips conscious qualia away from accounts of
how a system processes information or of how they are disposed to behave,
one has removed all reference to how things appear from a first-person per-
spective. Consequently, these accounts no longer tell one anything about what
it is like to experience something. For example, it might be possible to specify
the precise functional correlates of sharp pains, shooting pains and burning
pains in information processing terms. But unless one had actually experi-
enced such pains one would not know how these feel.11 Overt behaviour or
dispositions to behave are even less informative, as there are no rigid links
that connect experience with behaviour. If I am in pain, I might be disposed
to be stoical or to make a big fuss without altering the pain I feel. Conversely,
I might respond in exactly the same way to pains that are qualitatively distinct
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(see the discussion of behaviourism and the reasons for its demise in psych-
ology in Chapter 4).

The absence of any rigid link between ‘qualia’ and behaviour is even
clearer in machines. As Dennett notes, qualia are actually irrelevant to
accounts of how machines might discriminate between colours. His robot-
with-TV-camera, for example, might actually experience Granny-Smith-
apple-green as billiard-table-felt-green (and vice versa), or as pale blue versus
dark blue, or it might have no experiences whatsoever. Provided that it
translates electromagnetic energies into internal physical variables that suffice
for machine discrimination, its behaviour might remain indistinguishable
from that of a human being whichever is the case. But the converse of this is
that machine discrimination alone tells us nothing about machine experience
– and certainly nothing about human experience.

Given that Dennett’s stated intention is to explain conscious experience,
and not just how brains and machines perform tasks (his 1991 book is
called Consciousness Explained), this is a rather large omission – to which we
return below.

But first let us consider steps 2, 3 and 4. Step 2 is easily justified. There is
little doubt that accounts can be given of brain or machine functioning in
physical or information processing terms that make no appeal to the ‘qualia’
of conscious experiences. Indeed, viewed from a third-person perspective, it
is difficult to see how conscious qualia could affect the behaviour of neurons
or silicon chips (as the physical world appears causally closed). And, if one
examines the experimental literature regarding the relation of conscious
qualia to human information processing with care, one comes to the same
conclusion (see Chapters 4 and 10, and Velmans 1991a).

Step 3 (that qualia are not needed for functional explanations) then fol-
lows from step 2. However, step 4 does not follow from step 3. The pri-
mary evidence for conscious experience in humans is first-person evidence.
Computational functionalism (in its eliminative and reductionist forms) tries
to show that mental terms denote nothing more than causal relations (inter-
vening between input and output) in functioning systems, which can be
specified in entirely third-person, information processing terms. If such causal
relationships can be fully specified without reference to the qualia of conscious-
ness, one can conclude that conscious qualia are irrelevant or superfluous to
such third-person accounts. But it does not follow that conscious qualia have
no useful place in ‘first-person’ accounts, or that they do not exist.12

Can qualia be reduced to the functioning of virtual machines?

The reductive, functionalist response is to question the value of ‘first-person’
accounts, and to argue that qualia can be fully explained in third-person,
functional terms. If one can specify the architecture of a system that behaves
as if it experiences qualia, understands meaning, operates from a ‘first-person’
perspective and so on, there is, they claim, nothing left to explain. Sloman
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and Logan (1998), for example, develop a theory of architectures capable
of functioning as if they experienced qualia of many different kinds. Intro-
spective reports, for example, require systems capable of self-monitoring and
self-control. They note that the ‘reports’ generated by such systems are really
about virtual machine states or internal physical and physiological states, but
for Sloman and Logan, the same is true for ‘qualia’ in humans. Thus:

Phenomena described by philosophers as ‘qualia’ may be explained in
terms of high level control mechanisms with the ability to switch atten-
tion from things in the environment to internal states and processes. . . .
These introspective mechanisms may explain a child’s ability to describe
the location and quality of its pain to its mother, or an artist’s ability to
depict how things look (as opposed to how they are). Software agents
able to inform us (or artificial agents) about their own internal states and
processes may need similar architectural underpinnings for qualia.

(Sloman and Logan, 1998, p. 4)

According to Sloman (1997b), provided that it has an appropriate archi-
tecture there is every reason to believe that such a machine could fall in love.
How do we go about specifying the appropriate architecture? ‘Read what
poets and novelists and playwrights say about love, and ask yourself: what
kinds of information processing mechanisms are presupposed.’ Sloman notes
for example that X is in love with Y implies X’s thoughts are constantly drawn
to Y. This requires a capacity for reflection, self-monitoring, and self-control
(and, one might add, a systematic bias in focal attention, accompanied by a
loss in self-control and the ability to focus attention on anything else).

Discovering architectures which enable machines to simulate the mental
functioning of humans is undoubtedly useful in the construction of more
interesting machines, and it seems likely that an analysis of such architectures
will make a useful contribution to our understanding of the operation of the
human mind. Functional analyses may also tell us something important
about which forms of processing relate most closely to conscious experience
in the human brain (see for example the discussion of information dissemin-
ation in Chapter 4). However, Sloman (1997a, 1997b) and Sloman and Logan
(1998) also wish to say something fundamental about the ontological nature
of conscious experience. They hope to show that if the behaviour of con-
scious humans can be explained in functional terms, then conscious qualia
can be reduced to ‘information states’ within a ‘virtual machine’.

As Sloman and Chrisley (2003) subsequently put it,

we start with the tentative hypothesis that although the word ‘conscious-
ness’ has no well-defined meaning, it is used to refer to a cluster of aspects
of information processing in humans and other animals. On that basis
we can enhance our understanding of what these aspects might be by
designing, building, analysing, and experimenting with virtual-machine
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architectures which attempt to elaborate the hypothesis. This activity
may in turn nurture the development of our concepts of consciousness,
along with a host of related concepts, such as ‘experiencing’, ‘feeling’,
‘perceiving’, believing’, ‘wanting’, ‘enjoying’, ‘remembering’, ‘noticing’,
and ‘learning’, helping us to see them as dependent on an implicit theory
of minds as information processing virtual machines.

(p. 134)

Following this strategy, Sloman and Chrisley translate the problem of ‘qualia’
and the problem of ‘other minds’ into questions about how we can get access
to our own mental states or those of others, where such states are entirely
defined in information processing terms. Thus redefined, the problems become
easy. For example, according to Sloman and Chrisley, the problem of ‘qualia’
‘arose out of philosophical discussions of our ability to attend to aspects of
internal information processing’ (p. 165), and that possibility is inherent in
any system that has an appropriate self-referential architecture. Once one
specifies the architecture, one has solved the problem. They also suggest that,

evolution apparently solved the ‘other minds problem’ before anyone
formulated it, both by providing built-in apparatus for conceptualising
mental states in others at least within intelligent prey species, predator
species and social species, and also by ‘justifying’ the choice through the
process of natural selection, which tends to produce good designs.

(p. 160)

It should be apparent that, broadly speaking, this reductive strategy is similar
to Dennett’s eliminative strategy discussed above. However, as before, it is
one thing to explain how information is accessed or how conscious humans
might perform other tasks in third-person information processing terms, but
another thing to explain the nature and function of phenomenal ‘qualia’. If
qualia are really nothing more than accessible information states within a
virtual machine then why do they seem to be subjective, private, coloured,
painful and so on? Information states in a machine are, after all, ‘objective’,13

publicly accessible, and not themselves coloured or painful, as Dennett makes
clear. And, given that having subjective, first-person experiences would make
no difference to a machine’s information processing (defined in purely third-
person terms), what is the function of such first-person seemings? If they
really are nothing more than information states of the kinds found in virtual
machines, why should evolution have provided us with such a (supposedly)
faulty insight into our own minds?

Transposed qualia

Given the entrenched nature of philosophical commitments on these issues,
it may be that arguments in favour of one position or the other will never be
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decisive. But what if there were unambiguous third-person experimental evi-
dence that clearly dissociates input–output functioning from their accompany-
ing qualia? In the 1970s and early 1980s I carried out such experiments while
developing a frequency transposing hearing aid for the sensory-neural deaf.14

Sensory-neural deafness is produced by damage to the hair cells of the
cochlea and/or the auditory nerve that carries signals from the cochlea to
auditory projection areas in the brain. The neurons responsible for higher
frequencies are more sensitive to damage than those in the lower frequencies.
Consequently, the sensory-neural deaf commonly have residual hearing only
in the lower frequencies, and are not able to hear speech components with
energies in the higher frequencies, such as the sibilant and stop consonants
that form the beginnings and ends of the words sip, ship, chip, tip, and pip.
For example, when residual hearing extends only up to around 1 kHz, only
the middle vowel of these words can be heard and all the words sound much
the same. Amplification does not help as this simply sends high frequency
signals of greater intensity into neural circuitry that can no longer transmit
them to the brain. To ameliorate this, I developed a frequency transposing
hearing aid that selects a band of frequencies from 4 kHz to 8 kHz that
contains major energy components of sibilant and stop consonants, lowers
their frequency to the 0 Hz to 4 KHz range, and combines these transposed
consonant components with amplified, but otherwise unaltered, speech sig-
nals that are already in the low frequency residual hearing range (e.g. the
lower formants of vowel sounds).

To a normal hearing person most of the transposed consonants sound like
lower frequency versions of the originals. But the technique also produces
some distinct changes in qualia. In particular ‘sip’ sounds more like ‘ship’
– and the original ‘sh’ in ‘ship’ sounds even more ‘shooshy’ (even more
sibilant), so that it becomes unlike any normally produced speech sound,
although it remains readily identifiable and distinct from both the original
and transposed versions of ‘s’. As the transposed versions of ‘s’ and ‘sh’ and
similar consonants were audible to many sensory-neural children we then
used these sounds to assist them in learning to articulate such consonants,
using a combination of imitation and auditory feedback. Speech training
using transposed speech was carried out in the conventional way; for exam-
ple, to learn how to articulate the sound ‘s’, children had to try to imitate the
speech therapist until the sound they produced matched the sound made by
the therapist.

Why is this of philosophical interest? Using a combination of low fre-
quency filtering and amplitude compression it is possible to simulate various
forms of low frequency residual hearing – and, using such simulations, one
can be confident that the transposed sounds heard by a deaf child are system-
atically different from the originals heard by a normal hearing person. One
can be confident for example that once the sound ‘s’ is processed by the
equipment and further restricted by the bandwidth of the damaged ear/brain
system, it sounds more like a filtered version of ‘sh’. However this change in
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qualia makes no difference to the speech training situation. To teach a child to
say ‘s’, the therapist has to produce an ‘s’ in the normal way, even though, to
the child, the sound that the therapist produces sounds more like a ‘sh’. For
the child to imitate ‘s’ successfully, he or she also has to say ‘s’ in the normal
way (with the tip of the tongue placed just behind the teeth to form a small
aperture with the roof of the mouth) so that, once again, the therapist hears
the child produce an ‘s’ while the child hears something more like a ‘sh’. The
same applies to other normal and transposed speech sounds. To produce a
normal ‘sh’, the aperture produced by the hump of the tongue and the roof
of the mouth has to be positioned further back (towards the throat), whether
one hears the sound that results as a normal ‘sh’ or as a transposed version of
the original.

What applies to speech production also applies to speech perception. All
the functional discriminations enabled by normal contrasts between ‘s’ and
‘sh’ (such as the difference between sip and ship) are enabled by transposed
versions of ‘s’ and ‘sh’ (provided that the residual hearing range is sufficient
to allow their discrimination). For example, if a deaf child presented with a
transposed version of ‘sip’ is asked to report whether they hear ‘sip’ or ‘ship’,
they would say the word ‘sip’ in a normal way (even though the sound that
they hear is more like ‘ship’). In short, in this situation, the qualia of ordinary
and transposed speech sounds are functionally indistinguishable. Indeed, with-
out added information about how transposition works, a deaf child might
never know that transposed versions of ‘s’ and ‘sh’ were any different from
the versions heard by those with normal hearing; similarly, unless a normal
hearing person knew that the deaf child was equipped with a transposing aid,
they might never know that the child was functioning with transposed speech
as opposed to amplified versions of normal speech. And here is the point: if
functionally equivalent speech perception and production can be associated
with different speech qualia, there must be something about the differences
between such qualia that cannot be reduced to how speech perception and
production function – a clear dissociation of qualia from input–output
functioning.15

Can qualia be reduced to the exercise of sensory-motor skills?

It might of course be that virtual machine functionalism is only a partial
story. Human brains are embodied, and bodies are, in turn, embedded in and
interact with the surrounding world. Consequently, there has been a recent
resurgence of interest in ‘enactive’ theories that view perception and cogni-
tion in terms of embodied interactions with the environment rather than
being solely dependent on ‘inner representations of the world’ stored in
the brain.

This fosters a rather different understanding of mental processing. For
example, theories of visual perception commonly assume that we have a
detailed and complete inner representation of the external world built up over
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successive eye saccades out of the degraded information arriving at the retinas.
If such a complete representation were updated moment-by-moment, then
we should always notice changes in the visual field (by comparing current
input with complete records of the world developed from prior input). But
experimental findings on inattentional and change blindness suggest that we
don’t. Studies of inattentional blindness such as that by Simons and Chabris
(1999) indicate that we do not see what we do not attend to even when we are
directing our gaze at it. Equally surprising, studies of change blindness such
as that by Simons and Levin (1998) demonstrate that we do not notice major
changes in what we are gazing at unless fast transitions capture our attention,
or we happen to be focusing our attention on the precise features that change.
Taken together, such findings provide persuasive demonstrations that what
we notice about the perceived world is less complete and detailed than we
usually think.

To account for such findings, the enactive view suggests that we perceive
perhaps five to six features of the world at any given moment (wherever we
gaze) but we are free to pick up any other features, as we need them, by
exploring the world (e.g. with eye movements). The reason we think that the
visual world is rich in detail and colour is because the world itself does have
this detail and colour, and we see this wherever we look. We do not need to
build up a complete, detailed, inner representation of the world because
the world itself stores all the relevant information. If true, this would be a
genuine advance in our understanding of how perception works (that we pick
up just five or six visual features at each fixation) and about the nature of
consequent inner representations of the world (that they are limited to the
features that are picked up and are, therefore, not complete). The dynamic
interaction between internal information and external information (picked
up on a need-to-know basis) also suggests that internal information may
sometimes be formatted in a way that is suited to such ongoing activities,
for example as a set of procedures for action, rather than being iconic or
propositional (see, for example, readings in Noë, 2002).

If true, this would be a genuine advance in our understanding of how
visual perception works. But what about our understanding of conscious-
ness? While questions about perceptual functioning and about the nature of
conscious phenomenology are, in principle, separable, a number of enactive
theorists claim them to be connected: according to them, if one understands
perceptual functioning in an enactive way as mastery of a set of sensory-
motor skills, one can also understand the nature of conscious experience
including its ‘qualia’ in this way, thereby (hopefully) resolving this ‘hard’
problem of consciousness. For example, O’Regan et al. (2004) ask, ‘What is it
exactly about phenomenal consciousness which makes it seem inaccessible to
normal scientific inquiry? What is so special about “feel”?’ Their reply is that,
‘Feel is . . . not “generated” by a neural mechanism at all, rather, it is exercis-
ing what the neural mechanism allows the organism to do.’ The feel of driving
a Porsche for example does not reside in any given moment, but rather in the
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fact that you are currently engaged in exercising the Porsche driving skill.
And, ‘If the feel of Porsche driving is constituted by exercising a skill, per-
haps the feel of red, the sound of a bell, the smell of a rose also correspond to
skills being exercised.’

Applying a similar strategy to an understanding of machine consciousness,
Kiverstein (2007) writes,

I will argue that a dynamic sensorimotor (DSM) account of conscious
experience can help us to see how it might be possible for a machine to
have a subjective point of view. According to the DSM account, conscious
experience is an activity of perceptually exploring the world in which one
exercises one’s sensorimotor knowledge. Sensorimotor knowledge is a
form of practical knowledge where what the subject has mastery of are
the dynamics which govern sensorimotor behaviour.

(p. 128; my italics)

It should be apparent from earlier discussions above that this reductive iden-
tification of conscious ‘feel’ with the exercising of a sensory-motor skill is a
variant of reductive functionalism, even though it locates the relevant func-
tioning in the skilful interaction of organisms with the surrounding world
rather than in causal relationships that are exclusively located within the
brain. Given this, it is not surprising that the view has similar problems.

As with other versions of reductionism, the entire force of the argument
derives from a redefinition of consciousness (see for example the italics in the
quote from Kiverstein above). Once one accepts the redefinition one is, so to
speak, home and dry, as there is no obvious reason why sensory-motor skills
might not be incorporated into a machine. As Kiverstein goes on to argue,
‘The DSM account claims that it is exercise of sensorimotor knowledge
which is constitutive of conscious experience. . . . If this is right, a creature
could enjoy conscious experience just by exercising its mastery of sensorimo-
tor dynamics in actively sensing the world’ (p. 128). He then goes on to argue
that such machines have their own first-person perspective – but again
redefines this in terms of having a vantage point on the world from the par-
ticular physical location that the machine occupies, as opposed to the normal
meaning which is to have direct access to what it is like to have a given
experience.

But why, one can ask, should driving a Porsche or any other skill feel like
anything at all? One can hardly deny that human functioning of different
kinds often does feel like something for humans. However human functioning
can often be dissociated from its normal feel. For example, once they are well
learnt, consciously performed skills can often be performed unconsciously, so
it does not follow that skilful functioning itself fully explains the accompany-
ing feel.

If it is a contingent, not a necessary, fact that certain kinds of functioning
in humans have certain kinds of feel, then switching one’s emphasis away
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from neural mechanisms as such, to ‘what neural systems allow an organism
to do’, gets one no closer to understanding why that enabling of skill should
have a feel at all. Piloting a 747 no doubt feels like something, to a human
pilot, and the way that it feels is likely to have something to do with human
biology. But why should it feel the same way to an electronic autopilot that
replaces the skills exercised by a human being? Or why should it feel like
anything to be the control system of a guided missile system? Anyone versed
in the construction of electronic control systems knows that if one builds a
system in the right way, it will function just as it is intended to do, whether it
feels like anything to be that system or not. If so, functioning in an electronic
(or any other) system is logically tangential to whether it is like anything to be
that system, leaving the hard problem of why it happens to feel a certain way
in humans untouched.

In sum, eliminative and reductive versions of computational functionalism
come at a cost. They largely dismiss the phenomenology of the phenomena
(the conscious experiences) that they seek to explain.16 And they attempt to
collapse our first-person perspective to what can be seen from a third-person
perspective without really explaining why we should have a first-person
perspective, with associated ‘qualia’, at all.

Is it possible to develop a nonreductive computational
functionalism?

But might it be possible to develop a nonreductive computational func-
tionalism that does not reduce consciousness to behaviour but explains the
phenomenology of conscious experience itself ? According to John Searle
(1994a), conscious experiences have various properties that seem to differen-
tiate them from other aspects of the world. For example, subjectivity and
qualia are essential features of conscious experience, and many conscious
states are intentional17 (they are about something or meaningful to the agent
which has them). Searle argues that such features are emergent properties
of the physical brain (see Chapter 3). But why restrict consciousness to the
brain? If consciousness is emergent, might not such features emerge from
any computational system with an appropriate architecture and sufficient
complexity?

In his famous Chinese Room thought experiment, Searle has argued that
this cannot be true of GOFAI (Good Old-Fashioned AI) systems that simply
run programmes, i.e. which operate on symbols according to rules. This
thought experiment asks you to

Imagine that you carry out the steps in a program for answering ques-
tions in a language you do not understand. I do not understand Chinese,
so I imagine that I am locked up in a room with a lot of boxes of Chinese
symbols (the database); I get small bunches of Chinese symbols passed to
me (questions in Chinese), and I look up in a rule book (the program)
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what I am supposed to do. I perform certain operations on the symbols
in accordance with the rules (that is, I carry out the steps in the program)
and give back small bunches of symbols (answers to the questions) to
those outside the room. I am the computer implementing a program for
answering questions in Chinese, but all the same I do not understand a
word of Chinese. And this is the point: if I do not understand Chinese
solely on the basis of implementing a computer program for understanding
Chinese, then neither does any other digital computer solely on that basis,
because no digital computer has anything I do not have.

(Searle, 1997, p. 11)

According to Searle, if such programmes do not understand meaning they
do not have minds (and certainly not conscious minds). That is:

1 Programmes are entirely syntactical (they consist of symbols manipulated
according to rules).

2 Minds have semantics (they understand meaning).
3 Syntax is not the same as, nor by itself sufficient for, semantics.

Therefore, programmes are not minds.
Searle originally put this argument in Behavioral and Brain Sciences, in

1980. Later, in 1997, he suggested that, if anything, his original argument
conceded too much to the strong AI position. Strong AI claims that compu-
tation is intrinsic to mind. But the constituents of programmes, that is, sym-
bols and syntactic rules, are not even intrinsic properties of computers. The
natural sciences typically deal with features of the world that are intrinsic in
this sense. Such features are observer-independent, in that their existence
does not depend on what anybody thinks (examples include mass, photo-
synthesis, and electrical charge). Intrinsic features can be contrasted with
observer-dependent features that exist only ‘in the eye of the beholder’. Social
sciences are often concerned with properties that are observer-dependent or
observer-relative in this sense, in that their existence depends on how humans
treat them, use them, or otherwise think of them. Some bits of green paper,
for example, are ‘money’, but only because we think of them as money, and the
same is true of symbols and syntax. English written sentences for example
consist of symbols arranged according to syntactic rules. Intrinsically, how-
ever, they are ink marks on paper. Ink marks have intrinsic chemical proper-
ties, but they become symbols for some human beings only because, through
training, they have learnt to treat and use such ink marks as words in English.
Electrical states in computers can become symbolic for the same reasons.
They are intrinsically physical, but they can become symbols to appropriately
trained humans who treat and use them as symbols. Indeed, the same can be
said of computation itself:

computation is an abstract mathematical process that exists only relative
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to conscious observers and interpreters. Observers such as ourselves
have found ways to implement computation on silicon-based electrical
machines, but that does not make computation into something electrical
or chemical.

(ibid., p. 17)

If Searle is right, a computer isn’t even a computer to a computer! Symbols,
syntax and computation are in the eye of the beholder, and a computer
just isn’t a beholder any more than a book beholds the symbols on its
printed pages. By contrast, ‘My present state of consciousness is intrinsic
in this sense: I am conscious regardless of what anybody else thinks’ (Searle,
1997, p. 15).18

Searle stresses that these are not arguments against the usefulness of com-
puters in simulating mental processes, or a denial that computers can act as
if they can think, love and so on (he calls this ‘weak AI’). Nor is this intended
to prove that machines cannot think. For him, the brain is a machine (a
biological one) and the brain can think – and it is possible that consciousness
somehow emerges from silicon much as he believes it to emerge from the
biological matter of the brain. These are, however, arguments against those
versions of computational functionalism which claim that implementing
the right programme in any hardware at all is all there is to having a mind
(Searle calls this ‘strong AI’). In short, they are arguments about the limita-
tions of programmes rather than about the limitations of silicon or other
nonbiological substances.

Now, one might agree that these are powerful arguments against GOFAI
systems (typically housed in a PC), whose every operation whether self-
generated or not must be interpreted and used by some independent human
user. But what about a robot? As Green (1981) pointed out, machine lan-
guage translators operating on symbols according to rules do not ‘trade in
ideas’ (in this, his argument has interesting parallels to those of Searle). But
what of a robot with sense organs and effector systems whose internal repre-
sentations of the world were developed by direct sensory-motor interaction
with it – a robot that learns, in effect, much as a baby does? Wouldn’t the
representations of the world in its own internal states resulting from the
success or failure of its history of interactions be genuinely ‘about something’
to the robot, particularly if they guided its future interactions with the world?
After all, meaningful representations in humans do not arrive magically.
They have a developmental history, charted for example in extensive studies
of how children learn the meanings of words. Word forms are essentially
arbitrary (different languages use different verbal forms for similar mean-
ings), so, initially, they are no more meaningful to humans than they are to
machines. Through the early language game played by children with parents,
verbal symbols need to somehow become grounded in the world.

This need for ‘symbol grounding’ has been well documented by the psych-
ologist Stevan Harnad (1990, 1991). Harnad agrees with Searle that a system
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that does nothing more than operate on symbols according to rules could
never learn to understand a language. Its efforts would resemble those of a
human learning a first language equipped with nothing more than a diction-
ary. Unless symbols in the dictionary are somehow already meaningful, each
symbol would simply be explicated in terms of more meaningless symbols,
and there would be no way to get off ‘the symbol/symbol merry go round’ to
meaning and understanding.

However, Harnad suggests that meaning can be achieved by ‘symbol
grounding’, that is by linking the symbols to real events in the world, via
internal iconic representations of sensory input. Such iconic representations
first have to be categorised into recurring, elementary features (which corres-
pond to perceived features of the world). The association of symbols with
such recurring feature categories would allow symbols to pick out the class of
features or objects that they ‘name’, thereby ‘grounding’ the symbols. Once
symbols are grounded in elementary features, the composition of symbols
into strings would allow the generation of complex feature combinations that
would inherit their grounding from their elementary constituents. For
example, once the symbols ‘horse’ and ‘stripes’ are grounded in appropriate
feature categories, one can derive ‘zebra’ (‘zebra’ = ‘horse’ and ‘stripes’).
Connectionist systems, he suggests, might achieve the pattern recognition of
elementary invariances in input required for feature or object categorisation
in a natural, endogenous way. Cognitive systems that manipulate symbols
according to rules might then become grounded simply by incorporating a
connectionist ‘front end’.

Could robots have unconscious minds?

Whether or not such proposals about how symbols become grounded are
correct in their details, it seems reasonable to suggest that words acquire
meanings via their associations with internal representational states, and that
representations in the brain become grounded, at least in part, through causal
relationships between internal representations, actions and external events.
Now, if that is the way symbols become meaningful for humans, why can’t
the same associations of symbols to grounded representations be developed
in robots? If this is possible, wouldn’t the symbols be ‘about something’
(semantic) to the robot? And, if one concedes that much, given the Chinese
Room criteria, would not the machine then have a mind?

There might not, of course, be ‘anybody at home’ in the robot (as Harnad
points out). That is, ‘symbol grounding’ might be sufficient for robot seman-
tics and therefore for robot mind, and yet not be sufficient for robot con-
sciousness. Indeed, Searle (1997) insists that his Chinese Room argument is
about semantics rather than consciousness. As he stresses, symbols and syn-
tax are not sufficient ‘for the understanding of the semantics of language
whether conscious or unconscious’ (p. 128; my italics). Given this, it might be
that information processing that is grounded in representations developed
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through sensory-motor interactions with the world is in some sense constitu-
tive of unconscious mind in machines.

This possibility needs to be taken seriously for the reason that much of the
human mind is unconscious. Human information processing, for example,
is largely preconscious or unconscious. Information stored in long-term
memory is largely unconscious (only a tiny proportion of a lifetime’s experi-
ences is conscious at any given moment) and such information is arguably
‘about something’ whether or not it is conscious. While it remains uncon-
scious, for example, it may influence actions, enter into the creation of
expectations, affect judgements, create emotional reactions to ongoing events
and so on. Preconscious semantic processing is also required for many skills
that we think of as ‘conscious’. Reading, for example, requires the pre-
conscious identification of the many possible meanings of individual words,
the analysis of syntax, and an appropriate combination of individual word
meanings into the global meaning of sentences and overall text. It is clear
from this that intentionality (in the sense of being about something) has
to be teased away from ‘consciousness’. Following Brentano it has been
traditional to think of intentionality as definitive of conscious experiences.
While it may be true that consciousness is nearly always consciousness
of something, it also appears to be true that unconscious states, for exam-
ple, in human memory, are genuinely about something to the person who
has them; that is, unconscious semantics also exist in the human mind
(for example, in representations of the world stored in long-term semantic
memory).

Note, however, that talk of preconscious and unconscious processing in
humans is contextualised by the existence of consciousness in humans. That
is, preconscious processing precedes (related) conscious experience and uncon-
scious processing contrasts with processing that has manifestations in con-
scious experience (see Chapter 10). The existence of human consciousness
also contextualises the well accepted contrast between conscious and
unconscious mind. If consciousness were entirely absent in a silicon robot it
might be more accurate to describe its functioning as nonconscious rather
than as ‘unconscious’. In humans, unconscious or preconscious ‘semantic
processing’ is also very different from ‘conscious meaning and understand-
ing’ in that the latter is associated with phenomenal contents which are (by
definition) not present in unconscious representational states. Examples of
such contents include ‘feelings of understanding’ or ‘puzzlement’ that might
accompany reading and speech perception, along with the experience of
visual or auditory verbal forms (Mangan, 1993). If a robot were entirely
nonconscious, such feelings and visual or auditory experiences would be
absent, in which case its semantically encoded states would never become
‘consciously meaningful’ and its ‘understanding’ would never be ‘conscious
understanding’. Whether it nevertheless makes sense to speak of a noncon-
scious mind in such a machine then depends on the criteria one applies for the
attribution of mind of any kind (we return to this below).
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Can one incorporate what it is like to be something into
robot consciousness?

To see how far we can take this line of argument let us suppose that it is
reasonable to attribute at least a ‘nonconscious mind’ to robots provided
that they pass appropriate third-person functional tests, for example, if their
symbols are ‘grounded’ and they can ‘trade in ideas’. In humans, mental
processes sometimes operate with associated consciousness and sometimes
not, so it seems reasonable to allow for both possibilities in other animals and
machines. It also follows that the necessary and sufficient conditions for the
existence of unconscious (or nonconscious) mind are not co-extensive with
the conditions for consciousness. Given this, what else would be needed for
robot consciousness?

As we have seen, third-person causal relations between input, intervening
states and output would not be enough, as a robot’s symbols might be
grounded in causal relationships with the world and still not have ‘anybody at
home’. But, suppose that ‘what it is like to be a conscious being’ was itself
translated into a functional description and that functioning was built into a
robot. Wouldn’t that finally be enough to guarantee robot consciousness?

This approach has been developed in an initial way by Aaron Sloman and
his colleagues, as we have seen above. The German philosopher Thomas
Metzinger (1997, 2003) has also developed added functional descriptions of
many aspects of phenomenal content, including, for example, fundamental
properties such as ‘having a first-person perspective’, feeling that experiences
are ‘my experiences’, and so on. According to him, perspectivalness (having a
first-person perspective) is a higher order property of phenomenal space as a
whole, in which ‘I’ am an immovable centre. This ‘I’ or ‘self ’ is experienced as
being identical through time. The contents of phenomenal self-consciousness
form a coherent whole, and I am acquainted with those contents before initi-
ating any intellectual operations. They also have the quality of ‘mineness’; for
example, I always experience my thoughts and my emotions as belonging to
me and voluntary acts as initiated by me.

Such phenomenal properties, Metzinger suggests, can be explained by a
‘phenomenal self-model’ located within a more general model of reality. This
model can be described abstractly, as a set of causal relations (although
Metzinger assumes that it will also possess a true biological description, for
example, as complex patterns of neural activation developing over time).
Thus, ‘perspectivalness’ requires the existence of a single, coherent and tem-
porally stable model of reality, which is representationally extended around a
single, coherent and temporally extended phenomenal subject (a model of the
part of the system that is having the experience). To have the attribute of
phenomenal ‘mineness’ a representational state must be embedded within the
currently active self-model – a condition which is not met in some patho-
logical conditions, for example, in florid schizophrenia, where consciously
experienced thoughts are not experienced as my thoughts. If the coherence of
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the global self-model is in some way impaired, other syndromes arise, for
example, in multiple personality disorders and the anosagnosias (such as
Anton’s syndrome where sufferers deny their own blindness).

These ideas constitute ‘work in progress’, but it should be clear that they
introduce something of what it is like to have a first-person perspective, which
is missing from models of the mind based on purely third-person input–out-
put relationships. That is, Metzinger takes it for granted that first-person data
regarding what it is like to be a self with a perspective on the world are
relevant to functional modelling. However, his project is still ‘functionalist’ in
that his aim is to translate first-person phenomenology into third-person
functional descriptions (in the hope that this can be done without leaving
anything important out). Such a project has clear benefits to the develop-
ment of machines that behave more like human beings. The location of a
self model within a world model is central for example to a number of
current developments in robotics (Benjamin et al., 2006; Bongard et al., 2006;
Chella and Macaluso, 2006; Vaughan and Zuluaga, 2006; Holland, 2007;
Aleksander, 1996, 2007).

Could semantic transparency produce phenomenal
consciousness?

But couldn’t an entirely nonconscious machine incorporate a model of its own
nature and ongoing states developing over time, embedded in a model of
some wider reality? Metzinger entirely agrees – a representational model of
the self, located in a wider reality, could be instantiated in a system without
instantiating phenomenal ‘perspectivalness’, ‘selfhood’ and ‘mineness’. So he
suggests one further, vital step that would enable the transition from the
representational property of ‘self-modelling’ to the phenomenal property of
‘selfhood’. The transition can be made, he suggests, if the representational
states are ‘semantically transparent’, that is, if they do not contain the infor-
mation (within their own content) that they are models. Under such circum-
stances the system ‘looks through’ its own representational structures, as if it
were in direct and immediate contact with their content. Consequently, ‘we
experience ourselves as being in direct and immediate contact with ourselves’
(rather than with models of ourselves).

While this suggestion is worth considering, it raises some obvious questions.
Who or what is it in the system that ‘looks through’ its own representational
structures? Within computational functionalism, the only thing that could
‘look’ would be other parts of the system. But how could one part of a
system ‘look through’ another part of the system? Alternatively, if ‘transpar-
ency’ is just a metaphor for a system not knowing that its representations are
just models, would supply of that knowledge make phenomenal conscious-
ness disappear? If so, it should be possible to test this for oneself. The notion
that phenomenal representations are just models of what the world is really
like is a central theme of Chapters 6, 7 and 8 of this book, and this is widely
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accepted in psychological research. Yet (in my own experience) even a firm
conviction that one’s own phenomenal representations are just models does
not remove their qualia.

Conversely, consider a thought experiment involving two near-equivalent
machines. Machine 1 has all the functions that Metzinger requires to build a
conscious robot. However, in addition, it has meta-representations that sup-
ply the knowledge that its representations are just models. If Metzinger is
right, this added knowledge should block the development of phenomenal
qualia. In machine 2, we simply remove a few lines of machine code from
machine 1, either removing the meta-representations or making them inacces-
sible to the rest of the system. But it seems counterintuitive that such a sim-
ple trick would be enough to make the mysterious richness of phenomenal
consciousness suddenly appear.

Metzinger’s theorising is interesting for the reason that it gets progressively
closer to the structure of human consciousness. It takes phenomenology ser-
iously, and begins to reveal some of the functional organisation implicit in
what we normally experience. This, in turn, is likely to be useful in the search
for the processes that support human consciousness within the brain. But it
remains the case that an entirely third-person, functional description even of
phenomenal consciousness itself leaves something important out. It is true, for
example, that phenomenal contents model a self in the world, and that these
models do not normally contain the information that they are merely repre-
sentations. It is also true that the same property of ‘transparency’ could be
instantiated in any system whose ‘global’ representation of ‘self’ within some
embedding social and physical reality does not contain the information that it
is a representation. But there is little reason to believe that the simple act of
removing meta-information about the ontological status of (or information
processing precursors of) a representation would transform it into phenome-
nal consciousness. A robot might have an executive system which operated
on the basis of higher order global representations of itself and the world
(rather than on the basis of sub-processes which create such representations)
and still not have anybody at home.

Agnosticism about robot consciousness

Given that we do not know the necessary and sufficient conditions for con-
sciousness in the human brain, we cannot, of course, rule out the possibility
that the robot is conscious. According to dualists such as Descartes, some-
thing nonmaterial would need to be added to the machine in the form of res
cogitans, a substance that thinks. A nonmaterial soul, for example, might just
decide to inhabit a suitably well appointed robot! Or, it might just be a fact
of the universe that functioning of any kind is invariably associated with
experience (as argued by Chalmers, 1996). Or silicon might just have the same
causal powers to ‘produce’ experience as the human brain (a possibility that
Searle (1997) does not dismiss). Alternatively, silicon functioning might be
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accompanied by a distinctively ‘silicon experience’! We will discuss these
options further, along with a possible way of deciding between them, in
Chapter 14. For now, however, the simple message is that on the basis of
third-person criteria or evidence alone, we cannot tell. Indeed, we could know
everything there is to know about robot system functioning, and still not know
whether it was conscious. And, if third-person functional accounts alone
cannot tell us whether or not a robot is conscious, or what it is like to have
robot consciousness, they cannot be complete accounts of consciousness.
Nor can third-person functioning be all there is to having a conscious mind.

Given such caveats, recent builders of ‘conscious machines’ are often
more cautious about their claims (cf. Aleksander, 2007). Franklin (2003), for
example, constructed software to handle the assignment of new billets to
seamen, via email, in just the way that a conscious human being might, by
incorporating a ‘global workspace’ architecture of the kind suggested by
Baars (1988) to underlie consciousness in humans. However, Franklin was
careful to claim only that the system was functionally conscious (behaved
as if it were conscious), while remaining agnostic about its phenomenal
consciousness.

In recognition of this more cautious approach, Torrance (2007) introduces
a useful distinction between weak and strong MC (machine consciousness)
that is analogous to the older distinction between weak and strong AI. As he
notes, ‘Weak MC seeks to model functional analogues to (or aspects of )
consciousness. Strong MC aims to develop “machines” that are (supposedly)
genuinely conscious’ (p. 154). And he goes on to explain that,

Those who see themselves as engaged in weak MC will describe their
activity in terms of modelling various aspects of natural consciousness
with the purpose of better understanding the latter. Those who set them-
selves strong MC goals will be aiming to produce machines which have
psychologically real (and perhaps ethically significant . . .) states of
consciousness.19

(p. 155)

First-person and third-person criteria for the existence of mind

Deciding whether a robot has a conscious mind, an unconscious or noncon-
scious mind, or no mind at all is complicated by the fact that the term ‘mind’
shares some of the ambiguities of the term ‘consciousness’. We do not have a
precise, agreed understanding of what ‘mind’ is in humans any more than
we agree about consciousness. But there is nevertheless a core of intuitive
understanding of what ‘mind’ and ‘consciousness’ refer to in our own case. In
the first instance, our understanding derives from experience of our own
mind – from what it is like to have a mind or to be conscious.

Indeed, according to Searle (1990), unless a mental state is potentially
conscious it is not a mental state, and in his later work this connection to
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consciousness (which he calls the ‘Connection Principle’) becomes the sole
criterion for ‘having a mind’. On this first-person criterion, an entirely
nonconscious robot would not have an ‘unconscious mind’, or even a ‘non-
conscious mind’, and an account of system functioning would not be an
account of what makes a mind at all.20

But there are ancient, competing intuitions. To have a ‘mind’ is also to have
certain modes of functioning and capacities. This intuition dates back to
Aristotle, and recurs in Descartes’ attempts to demonstrate that man cannot
be just a machine, on the grounds that no machine could ever use language or
respond appropriately to continually changing circumstances in the ways that
humans do. Such criteria can also be used to judge the presence of mind in
others. It is hardly surprising, therefore, that modern cognitive science has
focused on these, rather than on first-person criteria – with consequent, con-
siderable advances in the understanding of the mental processes which enable
human adaptive functioning (whether these be conscious or not). From this
perspective, ‘mind’ is what enables us to ‘think’, to ‘understand’, to communi-
cate, to experience ourselves as beings embedded in a world, and so on. In
so far as such functioning manifests in observable behaviour, such criteria
can also be applied to making judgements about the presence of ‘mind’ in
nonhuman animals and in robots.

If one applies only such third-person, functional criteria, a robot might be
judged to have a mind (of a kind) even if we remain agnostic about whether it
is conscious. For example, if it possesses internal representations that are
made ‘semantic’ by virtue of causal relations which link them to real world
events, combined, say, with a representation of itself (a self-model) which
locates the robot within a wider representation of the world.

Irresolvable philosophical debates arise when either first- or third-person
criteria are applied exclusively, that is, if one insists on viewing mind only in
terms of what it is like to experience (from a first-person perspective), or only
in terms of capacities or functions which can be observed from a third-person
perspective. In arguing that states become mental only by virtue of their
connection to conscious experience, Searle adopts first-person criteria to the
exclusion of third-person criteria. In arguing that states become mental only
through their causal relationships with input, output and other intervening
states, computational functionalists such as Dennett and Sloman adopt
third-person criteria to the exclusion of first-person criteria.

This use of first- versus third-person criteria would not create a problem
if they were perfectly correlated (if whenever one experienced mind or con-
sciousness in a given way one behaved or functioned in a given way and vice
versa). But we know from the human case that this is not so. Experience of
given kinds may or may not be accompanied by behaviour of given kinds (see
the discussion of behaviourism in Chapter 4). Consequently, overt behaviour
or functioning may be indicative of accompanying experience but it cannot
be definitive of it. Conversely, first-person experience is indicative of the
nature of mind but not definitive of it, for the reason that the workings of
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mind are largely unconscious. We have little first-person insight into the
processes that enable us to speak, read or understand, or even of the myriad
fine-motor adjustments that enable us to walk. Consequently, these and
nearly all other cognitive abilities have to be inferred from third-person
behavioural or neurophysiological evidence. Functional models of how such
processes operate in the human brain developed by cognitive psychology and
related sciences are, therefore, models of the activities of mind.

Human minds enable adaptive functioning and have manifestations in
conscious experience. Given this, I argue (in Part II of this book) that it is
inappropriate to choose between first-person and third-person accounts of the
mind. A complete psychology requires both.

The strengths and weaknesses of functionalism

The view that mind can, at least in part, be understood in terms of capacities
and functions seems consistent with our natural language usage of many
mental terms. For example, our ability to think, solve problems and so on
seems to relate to our capacity to function in certain ways. Treating ‘mind’ as
a system property is also one way to reconcile the conflicting intuitions that
mind has no precise location but is nevertheless, somehow, ‘in’ the brain. As
Aristotle noted, capacities have to do with the way matter is formed.

As we have seen in Chapter 4, functionalism in cognitive psychology treats
mind and consciousness as forms of information processing in the brain,
and this approach has proved to be very productive in the development of
psychological theory. Computational functionalism has also fostered the
development of more interesting machines, progressing from simple calcula-
tors to machines able to handle logic, solve problems and emulate many other
aspects of human information processing. In recent years there has also been
considerable interest in developing embodied robotic systems that can learn
from interactions with the world, including some that are able, in some sense,
to model themselves in relation to the world. Such developments have pro-
vided a deeper understanding of what any system would need to do in order
to operate in a ‘mind-like’ fashion, and even to behave as if it were conscious.

However, it is important to remember that, within philosophy of mind,
computational functionalism is not treated as a partial explanation of mind
or merely one useful approach to understanding its nature. Rather, it is a
reductive thesis that takes the nature of mind and consciousness to be nothing
more than a set of functions which can be exported to any system able to
house them. Given this, it is also important to remember that a system
might behave as if it were conscious without being conscious. Nor is ‘mind’
co-extensive with ‘consciousness’, for the simple reason that some mental
processes are unconscious. Consequently, once we have specified what uncon-
scious mind is, we still have to specify what conscious mind is, and what the
nature and function of phenomenal consciousness itself might be.

It should be apparent that any problems for psychofunctionalism as a
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reductive thesis must also be problems for computational functionalism, and
we have examined some of these problems in Chapter 4 and in the analysis
above. As noted, one can give a purely ‘third-person’ account of ‘mental’
functioning in the brain (or other systems) in terms of information trans-
formation from input to output, without mentioning ‘first-person’ con-
sciousness; consequently, much of twentieth-century psychology ignored it.
In recent years, functionalist theories have addressed this issue by proposing
internal forms of representation that also incorporate various aspects of what
it is like to be conscious, such as a ‘phenomenal self-model’ located within a
more general model of reality, getting progressively closer to how humans
appear to function in the world. But how a ‘phenomenal self-model’ (in a
brain or in a machine) becomes a consciously experienced self remains a
mystery.

Is the consciously experienced self reducible to a phenomenal self-model,
or some other aspect of functioning that can be entirely described in third-
person terms? There are good reasons to believe that phenomenal conscious-
ness in humans is closely associated with certain forms of brain processing;
focal-attentive processing, for example, appears to be one of the causal
antecedents of conscious experience, and information in primary memory,
a ‘global workspace’, or a ‘phenomenal self-model’ might correlate with
conscious contents. However, causation and correlation do not establish onto-
logical identity (see the discussion of the differences between correlation,
causation, and ontological identity, and the limits these differences place on
reductionism in Chapter 3).

For consciousness to be a function that can be specified in information
processing terms, it must also have a function that can be specified in those
terms. However, careful examination of typical ‘conscious processes’ (such as
speaking, reading and so on) reveals that the information processing which
enables them is preconscious (see Chapters 4 and 10). Other functions which
have recently been claimed for consciousness, such as ‘information dissemin-
ation’ or ‘information integration’ in the brain, are actually unconscious (we
have no awareness whatsoever of integrating or disseminating information in
our own brains). In Chapter 10, I show how these problems generalise to all
information processing accounts. If so, it might make sense to think of pre-
conscious or unconscious mental processing in functional terms, but how one
might reconcile this with phenomenal consciousness being nothing more than
an information processing function is not clear.

Broadly speaking, functionalism treats the problems of mind and conscious-
ness as equivalent to the problem of other minds, knowable only in terms of
what they do. That is, it adopts the convention that only third-person data
about the nature of mind and consciousness are legitimate. The fundamental
problem with this is that phenomenal consciousness is, in essence, a first-
person phenomenon. Our primary knowledge about consciousness derives
from being conscious. In sum, functionalism is a useful, but partial, theory of
mind. We are not just human doings, we are also human beings.
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Notes
1 A given function must of course be embodied in some (token) physical structure.

But it need not be a structure of a given type. Consequently functionalism is
consistent with a physical ‘token identity theory’, but not with a physical ‘type
identity theory’. On this view, a given mental state is nevertheless a function of a
given type, defined in terms of the causal relationships it enters into within the
economy of mind.

2 This analogy is only approximate. Commonly employed computer functions can
be ‘hard-wired’ into the system (as are the programmes which execute addition
and subtraction in a calculator) and are, therefore, technically an aspect of the
machine hardware. Equally, inherited as opposed to environmentally programmed
brain functions may be, at least in part, ‘hard-wired’ in the brain. The changes in
connectivity in neural networks consequent on learning in the brain or in artificial
systems may similarly be thought of as changes in functioning embodied in
changes in structure.

3 See the monumental collection of readings in Arbib (2002) or overviews by
Smolensky (1994) and Bechtel and Abrahamsen (2002).

4 It is interesting to note that the search engine ‘Google’ has in recent years
developed a statistically based automatic translation system for web pages that
bypasses all such complications. Rather than using a rule-based approach that
requires well defined vocabularies and grammars, it simply feeds the computer
billions of words of text, both monolingual text in the target language, and aligned
text consisting of examples of human translations between the languages in ques-
tion. The system then applies statistical learning techniques to build a translation
model. Although Google have achieved some good results with this blockbuster
technique, they admit that it still does not approach the fluency of a native speaker
or possess the skill of a professional translator.

5 See, for example, Varela et al. (1993), Noë (2004, 2007), Rockwell (2005), Wheeler
(2005), and the discussion below.

6 See www.ai.mit.edu/projects/humanoid-robotics-group/cog/capabilities.html
7 With an appropriate architecture, sufficiently complex systems can operate in

many different ways, that is, they can instantiate many different ‘virtual machines’
whose internal organisation may be very different from the architecture of the
physical system which embodies them. Parallel distributed processing for example
is commonly simulated in conventional, serial computers. The simulation of
human mental functions in computers requires the creation of such virtual
machines for the reason that these need to function in the ways humans are
thought to function.

8 Information level design descriptions refer to various internal, semantically rich
short- and long-term information structures and processes. These include short-
term sensory stores, long-term associations, generalisations about the environment
and the agent, stored information about the local environment, currently active
motives, motive generators, planning mechanisms and so on.

9 There is a sense in which most functional properties of systems which have been
regarded as psychologically interesting are ‘emergent’. Short-term memory and
focal-attention for example only emerge (as functions) in systems of appropriate
complexity. But these are properties that are traditionally described in third-
person terms. Computational functionalists differ in how they treat first-person
properties such as subjectivity, and qualia. It is in his treatment of first-person
properties that Dennett is an eliminativist and Sloman a reductionist. Metzinger
(1997) takes a less reductionist position in that he tries to give a functional descrip-
tion of subjectivity as such without reducing it to something else – although
whether first-person properties can be fully captured in third-person terms is
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arguable (see below). Chalmers argues that functional relations alone determine
mind and consciousness, so I have included his views within ‘computational func-
tionalism’. However, he also insists that consciousness does not reduce to function-
ing, making his a hybrid position which is difficult to categorise; sometimes he
describes it as ‘naturalistic dualism’ and sometimes as ‘double-aspect’ theory.

10 While Dennett does not deny that ‘consciousness exists’ he explicitly denies that
conscious ‘qualia’ exist (see below). In short, what he accepts as existing is not
what people normally mean by ‘consciousness’ (see discussions in Velmans, 2001,
2007c).

11 This is sometimes referred to as ‘the knowledge argument’ and it has been exten-
sively discussed in philosophy of mind, famously, for example, by Nagel (1974)
and Jackson (1986). See Alter (2007) for a review.

12 In Velmans (1991a) I have reviewed extensive experimental evidence and argument
in support of the view that human information processing operates without the
intervention of conscious phenomenology ( just as Dennett, 1994, claims). For
example conscious phenomenology usually comes too late to enter into the pro-
cesses to which it most closely relates (see Chapter 10). But this evidence presup-
poses the existence of conscious phenomenology whose nature and timing can be
related to specific forms of information processing in the brain. My conclusion,
given the evidence, was that conscious phenomenology exists, but cannot be
thought of in third-person information processing terms. That is, one cannot
reduce it to ‘third-person’ causal relations in the way that functionalism suggests.
If so, we may need alternative, nonreductive ways of thinking about conscious-
ness, how first-person causal accounts relate to third-person accounts, and so on
(see Chapter 13).

13 I have placed the term ‘objective’ in scare quotes for the reason that the objective
versus subjective distinction may be more accurately construed as an intersubjec-
tive versus subjective distinction, as we will see in Chapter 9.

14 See Velmans (1973a, 1973b, 1975), Velmans and Marcuson (1983), Velmans et al.
(1982), and Velmans et al. (1988).

15 Readers familiar with the philosophical literature will recognise the similarity of
this research, and the arguments associated with it, to much debated ‘spectrum
inversion’ thought experiments (see, for example, Block, 1994; Van Gulick, 2007).
As it happens, spectrum inversion can be achieved by a similar transposition tech-
nique: one cannot produce negative frequencies, so if one slides frequencies down
the frequency axis through zero, they shift in phase by 180 degrees and start to
move up the frequency axis again. Consequently if one subtracts 4 kHz from each
frequency in a band of frequencies in the 0 to 4 kHz region, it inverts, so that
4 kHz becomes 0 Hz, and what was 0 Hz becomes 4 kHz. As suspected in the
speculative literature, the effects of this are quite complex, so I have used a simpler
example of frequency transposition to demonstrate an entirely practical way of
dissociating functions from their normally associated qualia.

16 This is sometimes justified by drawing analogies with reductionism in biology, e.g.
the elimination of élan vital in favour of mechanistic explanations of life, or the
reduction of genes to DNA molecules. As shown in Chapter 3, such analogies are
false. That is, reducing first-person appearances to third-person descriptions of the
brain states or functions which cause or correlate with them is quite different from
reducing a preliminary, perhaps fallacious third-person account of a given phenome-
non to a more basic or advanced third-person account.

17 Searle believes that not all conscious states are intentional, for example pains are
just pains; they are not about something else. In Chapter 8, I develop the view that
all conscious states are ‘about something’ for the reason that they are funda-
mentally representational in nature. Pains, for example, represent actual damage,
or potential sources of damage to the organism.
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18 In Chapter 9, I offer a rather different analysis, in which I argue that all observed
properties (phenomena) including those we usually think of as ‘physical’ are, in a
sense, observer-relative. While the existence of some entities may be observer-
independent, the way they appear to us as phenomena cannot be observer-free.
This is true in an obvious sense for my own consciousness. Its existence may not
depend on ‘what anybody else thinks’, but it certainly depends on what I think
(and I am an observer too). I merely footnote this because these caveats do not
bear on the main thrust of Searle’s argument – namely, that simply running a
programme, or even less, simply being a programme, would not suffice to make a
computer or a programme into a mind.

19 As Torrance points out, his weak versus strong MC also corresponds to the dis-
tinction sometimes made in the field between functional and phenomenal con-
sciousness (Franklin, 2003), which is in turn linked to Block’s distinction between
phenomenal and access consciousness. Torrance also notes that some defenders of
strong MC would deny that any sensible distinction can be made between func-
tional and phenomenal consciousness, which is not surprising as they usually
(but misleadingly) define phenomenal consciousness in functional terms, as noted
above.

20 This stress on the ‘Connection Principle’ marked a shift in Searle’s position,
as ‘being potentially conscious’ is not quite the same as ‘having semantics’ (the
Chinese Room criterion), for the reason that unconscious states in humans can
also have semantics (see above). Searle (1990) did try to connect the two criteria by
arguing that only conscious states are truly ‘intentional’ (truly about something).
If so, those rules and procedures without access to consciousness, inferred by
cognitive science to characterise the operations of the unconscious mind, are,
according to Searle, not mental at all. Rather, they have no ontological status.
They are simply ways of describing some interesting facets of purely physiological
phenomena. What is crucial, according to Searle, is whether a state has aspectual
shape. That is, what characterises the ‘mental’ is that ‘whenever we perceive or
think about anything, it is always under some aspects and not others that we think
about that thing’. A conscious desire for water, for example, is not the same as a
conscious desire for H2O, although the referent of the desire may be the same in
both cases. But how can an unconscious state have aspectual shape? Only in so
far as it has the potential to be conscious, claims Searle, for aspectual shape
‘cannot be exhaustively or completely characterised solely in terms of third per-
son, behavioral, or even neurophysiological predicates’ (Searle, 1990, section II,
step 3). Without reference to consciousness, for example, there would be no way of
distinguishing a desire for water from a desire for H2O. It is true, of course, that
there are indefinitely many ways of characterising any object (for example we can
characterise a given glass of water in terms of whether it comes from the Yangtze
river or not, whether one prefers it to wine, and so on). In Velmans (1990b)
however, I argue that it does not follow from this that unconscious representations
do not have ‘aspectual shape’. In fact, it is not possible to construct semantic
memories in cognitive theory or semantic networks in artificial systems without
specifying how each ‘node’ in the network (each representation of an object or
event) relates to other nodes in the network. A given ‘thought’ or ‘mental episode’
is then specified by a given pattern of activation in the network – and it is this
which gives each state an ‘aspectual shape’. Unconscious representational states
do not have phenomenal contents, so Searle is right to conclude that a desire for
water rather than H2O cannot be fully known without reference to subjective
experience, but this is because conscious ‘desire’ and the phenomenal character-
istics of water simply are aspects of experience. Given this, the presence (or
absence) of subjective phenomenal contents becomes the only difference bet-
ween conscious and unconscious representational states. ‘Intentionality’ may
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then be thought of as a functional property to do with ‘symbol grounding’ (see
above). This dissociation between intentionality and phenomenal conscious-
ness opens up the possibility that some states, judged to be ‘mental’ on the Chinese
Room criterion, are not mental on the ‘Connection Principle’. This does not hap-
pen for conscious states (which are in any case ‘about something’) or for those
unconscious representational states that can become conscious, as these fulfil both
criteria. In normal vision, for example, the representational states that enable one
to discriminate between simple visual stimuli such as X and O are ‘mental’ both
because they are about something (the visual stimuli) and because they are con-
scious. But the ability of blindsighted subjects to make the same discrimination
without any accompanying visual experience indicates that the ability to dis-
criminate does not require a connection to consciousness (Weiskrantz, 1997). For
these individuals the connection to visual consciousness in the blind portion of
their retinal field has literally been severed (by striate cortex lesions), but, func-
tionally, their ability to discriminate is (partially) spared. Given that the represen-
tational states that enable a given discrimination in the normal and blindsighted
conditions are likely to be very similar, it seems rather arbitrary to declare one to
be ‘mental’ and the other not. It seems more natural to apply ‘third-person’ func-
tional criteria to unconscious states (they are ‘mental’ if they enter into the oper-
ations of mind), and to apply both third-person (functional) and ‘first-person’
criteria to conscious states (they are conscious mental states if they both enter into
the activities of mind and have phenomenal contents – see Velmans, 1990b, and
discussion below).
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Part II

A new analysis: how to marry
science with experience





6 Conscious phenomenology
and common sense

How can we describe phenomenal consciousness accurately? It is well
accepted that descriptions of phenomena cannot be entirely theory-free. As
the philosopher Karl Popper puts it, even basic terms in science are ‘theory-
laden’. Thus, ‘observations, and even more observation statements and
statements of experimental results, are always interpretations of the facts
observed; they are interpretations in the light of theories’ (Popper, 1972,
p. 107, note 3).

In accounts of consciousness the influence of pre-existing theory on
phenomenal descriptions has been extreme. Dualists describe consciousness
as consisting of immaterial ‘qualia’; physicalists attempt to redescribe those
qualia in terms of brain states; functionalists insist that they can be described
as a set of causal relationships; and so on. In developing such accounts, the
protagonists do, of course, make reference to examples of conscious phenome-
nology. But, with some notable exceptions, they have been more intent on
squeezing the phenomenology into some pre-existing theory than on broaden-
ing existing theory to encompass the fullness of the phenomenology itself.1

These classical accounts of consciousness have been shaped by a history
of ideas that, in the Western tradition, come to us from the ancient Greeks –
from the dualist-interactionism of Plato, the functionalism of Aristotle, and
the materialism of Democritus (who believed all things to be nothing more
than atoms and the void). Indeed, some ideas about the nature of conscious-
ness and its relationship to the material world are so deeply ingrained in
our culture that they are taken for granted by dualists and materialists
alike, thereby providing the point of departure for their 2,500-year-old
debate. To escape the impasse, I believe that we need to re-examine these
presuppositions.

What are these presuppositions? Try reading the statements in Box 6.1 and
decide which of them is true.

Dualist influences on contemporary thought

In spite of the problems of dualism, and the tendency to dismiss it in
current philosophical writing, it continues to exert a major influence on



Box 6.1 What do you take for granted about the nature of
consciousness?

Consider each one of the statements below and decide whether it is true
or false.

1 The soul is different from the body; when the body dies the soul
continues to exist.

2 Consciousness is a property of the soul; matter cannot have con-
sciousness, no matter how it is arranged.

3 Human beings have consciousness; nonhuman animals do not have
consciousness.

4 Physical objects as-perceived are quite distinct from our percepts of
those objects.

5 The contents of consciousness are observer-dependent in that they
exist only in the mind of the observer; the physical objects we see
around us, by contrast, are observer-independent, in that they exist
independently of the mind of the observer.

6 The contents of consciousness are subjective; perceived physical
objects are objective.

7 The contents of consciousness are private; perceived physical
objects are public.

8 The contents of consciousness do not seem to be located anywhere,
or if they are, they may loosely be said to be located ‘in the mind’ or
‘in the brain’; the physical objects we perceive, by contrast, have
clear locations in the three-dimensional space surrounding our
bodies.

9 The contents of consciousness do not seem to have spatial exten-
sion, i.e. they do not have dimensions such as length, breadth and
width; the physical objects we perceive, by contrast, do have spatial
extension.

10 The contents of consciousness seem to be insubstantial in that they
do not have properties such as hardness, solidity and weight; per-
ceived physical objects such as chairs and tables, by contrast, do
have such properties.

If you decided that any of the statements above are true, then, implicitly
or explicitly, you have been influenced by a dualist understanding of
consciousness.

122 How to marry science with experience



contemporary belief and thought even on those who oppose it. It is natural, for
example, to think of one’s own consciousness, at least in part, in a dualist way.
According to classical dualist-interactionism each of claims 1 to 10 is true.
Claims 1 and 2 relating to the soul are taken directly from Descartes. Claim 3
also comes from Descartes, although some non-dualists have argued for the
same sharp separation of man from other animals (e.g. Carruthers, 1998;
Humphrey, 1983). In general, however, materialist reductionists deny claims 1
to 3, and, for our present purposes, we are more interested in what dualists
and reductionists share. For this, we need to examine claims 4 to 10, which
deal with the way the contents of consciousness relate to the perceived,
physical world.

There are few who would disagree with propositions 4, 5, 6 and 7, for the
reason that these can be equally well accommodated within either dualism or
its most commonly defended reductionist alternatives (that consciousness is
nothing more than a state or function of the brain). These claims relate to the
separation of the observer from that which is observed. Claim 4 makes the point
that conscious experiences are in the observer (in his mind or brain) as
opposed to being in the world (where the perceived objects are); consequently
the existence of the experiences, but not of the perceived objects, is observer-
dependent (claim 5). Claims 6 and 7 relate to how experiences can be known.
Being ‘in the mind or brain’ they are private and subjective, in contrast to the
public, objective, physical world. Dualists sometimes conclude from this that
experiences must be studied by private, subjective methods; reductionists fre-
quently conclude from this that the study of experiences cannot be a science.

Propositions 8, 9 and 10 which deal with what conscious experiences seem
to be like (‘qualia’ in philosophy of mind) also derive from Descartes, and
they, too, command widespread assent, in that many dualists and reduction-
ists would agree that this is how experiences seem to be. Dualists and
reductionist merely disagree about whether experiences are really how
they seem. For dualists the absence of location, extension, and any other
substantial, physical properties is consistent with consciousness being non-
material. For reductionists such ‘seemings’ provide the departure point for
their programme of research – the aim of which is to establish that conscious
experiences are nothing more than states or functions of the brain.

If I am right about the pervasive influence of dualism (even on those who
oppose it) you will have agreed with some or all of propositions 4 to 10. That,
at any rate, applies to the many hundreds of students and colleagues to whom
I have put these claims – and prior to 1976, I believed them myself. Together,
they define the ‘gap’ which seems to separate the contents of our conscious
experiences from the physical objects that we perceive. But I now believe
propositions 4 to 10 to be false. Why? Because they systematically misdescribe
the phenomenology of conscious experience. Let me explain.

Conscious phenomenology and common sense 123



What and where are experiences?

Suppose I ask you to point at your experiences. According to Descartes,
experiences are formed out of res cogitans, a substance that thinks, which has
no location or extension in space. The material world is composed of res
extensa, a substance that has both location and extension in space. If this is
right, then one cannot really point at experiences, as they have no location. At
best, one might be able to point at the place where conscious experiences
interface with the material world. According to Descartes this is at the pineal
gland located in the centre of the brain.

Modern reductionist philosophers argue that experiences are nothing more
than states or functions of the brain. It might be difficult to point with any
precision at such states or functions, as they are likely to be distributed
properties of large neuronal populations. Nevertheless, if one had to point at
experiences one would point at the brain.

In short, classical dualists and reductionists disagree vehemently about
what conscious experiences are, but they agree (roughly) about where they
are. In so far as experiences can be located at all, that location is somewhere in
the brain. This, in turn, places experiences in a given spatial relationship to
the external, physical world.

How to position experiences in relation to the brain and
physical world

Implicit in assertions 4 to 10 is a dualist model of perception of the kind
shown in Figure 6.1. This assumes perception to involve a simple, linear,
causal sequence (viewed from the perspective of an external observer E).
Light rays travelling from the physical object (the cat as-perceived by E)
stimulate the subject’s eye, activating her optic nerve, occipital lobes, and
associated regions of her brain. Neural conditions sufficient for conscious-
ness are formed, and result in a conscious experience (of a cat) in the subject’s
mind. This model of visual perception is, of course, highly oversimplified, but
for now we are not interested in the details. We are interested only in where
external physical objects, brains and experiences are placed.2

It will be clear that there are two fundamental ‘splits’ in this model. First,
the contents of consciousness are clearly separated from the material world
(the conscious, perceptual ‘stuff’ in the upper part of the diagram is separated
from the material brain and the physical cat in the lower part of the diagram).
This conforms to Descartes’ view that the stuff of consciousness ( res cogitans,
a substance that thinks) is very different from the stuff of which the material
world is made (res extensa, a substance that has extension and location in
space). Second, the perceiving subject is clearly separated from the perceived
object (the subject and her experiences are on the right of the diagram and the
perceived object is on the left of the diagram).

It is clear from this simple model why consciousness is often thought to
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elude scientific study. From E’s perspective, the physical cat and the subject’s
brain are (potentially) visible; they appear to be public, objective, and view-
able from an external, third-person perspective. Consequently, a scientific
study of cats and brains presents no philosophical problems. By contrast, S’s
experience of a cat seems to be private, subjective, and viewable only from S’s
first-person perspective. If so, how can it form a datum for science?

Dualists have, traditionally, been content to accept that there may be
aspects of human experience that are beyond science. However, the problems
of assimilating such dualism into a scientific worldview are serious (see
Chapter 2). Consequently, it is not surprising that twentieth-century phil-
osophy and science tried to naturalise dualism by arguing or attempting to
show that conscious experiences are nothing more than states or functions of
the brain. A reductionist model of visual perception is shown in Figure 6.2.

The causal sequence in Figure 6.2 is the same as in Figure 6.1, with one
added step. While reductionists generally accept that the subject’s experience
of a cat seems to be insubstantial and ‘in the mind’, they argue that it is really
a state or function of the brain. In short, the reductionist model in Figure 6.2
tries to resolve the conscious experience – physical world split by eliminating

Figure 6.1 A dualist model of perception (adapted from M. Velmans (1998) ‘Physical,
psychological and virtual realities’, in J. Wood (ed.) The Virtual Embodied.
London: Routledge).
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conscious experience or reducing it to something physical that E (the external
observer) can in principle observe and measure. That is, it tries to collapse
how things appear from the subject’s first-person perspective (the conscious
experience of the cat) to the brain states (or functions) that can be observed
from E’s third-person perspective. But reductionism retains the split (implicit
in dualism) between the observer and the observed. The perceived object (on
the left side of the diagram) remains quite separate from the conscious
experience of the object (on the right side of the diagram).

A common-sense view of conscious phenomenology

In Velmans (1990a, 1993a, 1996b, 2008a) I have argued that this debate
about whether experiences reduce to states or functions of the brain starts in
the wrong place. Why? Because, in various ways, dualist and reductionist
theoretical accounts of consciousness discount or deny the importance of the
phenomenology of most ordinary experiences, thereby fostering a misleading
impression about what it is that does, or does not, reduce to states of the
brain. Most experiences appear to be neither a state of some non-extended

Figure 6.2 A reductionist model of perception (adapted from M. Velmans (1998)
‘Physical, psychological and virtual realities’, in J. Wood (ed.) The
Virtual Embodied. London: Routledge).
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substance that thinks, nor a state or function of the brain. For Descartes the
prime exemplar of conscious experience is verbal thought (‘I think therefore
I am’) which manifests in consciousness in the form of phonemic imagery or
inner speech, and it is true that claims 4 to 10 describe the phenomenology
of verbal thoughts fairly well. Thoughts do seem to be different from phys-
ical objects as-perceived as well as being observer-dependent, subjective,
private, insubstantial, and without a clear location and extension in space
(although many would claim them to be loosely ‘in the head’ or ‘in the
brain’).

But it is a mistake to extrapolate from one example of conscious experience
to the whole of conscious experience. Let me illustrate with a very simple
example. Suppose you stick a pin in your finger and experience a sharp pain.
Within philosophy of mind pain is often regarded as a paradigm case of a
conscious, mental event (it is private, subjective and so on). But where is this
pain? Given their theoretical presuppositions, dualists and reductionists do
not find this an easy question. For dualists, all experiences are rather like
‘thoughts’ which are not really anywhere, while for reductionists, experiences
are really neural states or functions distributed around the brain. However, if
forced to point they would point (vaguely) at the brain. I take this to be a very
simple question. The pain one experiences is in the finger. If one had to point
at the pain one should point at where one feels the pain (where the pin went
in). Any reader in doubt on this issue might like to try it.

Let me be clear that this sharp difference of opinion is about the location
and extension of the pain experience and not about its antecedent physical
causes (for example, the deformation and damage to the skin produced by
the pin). One might, for example, have identical physical deformation and
damage to the skin of the finger without the pain if the finger were anaesthe-
tised. Nor is this a dispute about the neural causes and correlates of pain.
I agree that the proximal neural causes and correlates of pain are located in
the brain. But the neural causes and correlates of a given experience are
not themselves that experience. In science, causes and correlates are not
ontological identities.

I have pointed out the fundamental differences between causes, correlates
and identities in Chapter 3, so I will not repeat this analysis here. By way of a
reminder, a simple example from physics should suffice. If one moves a wire
through a magnetic field this causes an electrical current to flow through the
wire. Conversely, if one passes an electric current through a wire this causes a
surrounding magnetic field. But that does not mean that the electrical current
is ontologically identical to the magnetic field. The current is in the wire and
the magnetic field is distributed in the space around the wire. Although they
are intimately related, they cannot be the same thing for the reason that they
are in different places.3 Similarly, activation of appropriate pain circuitry in
the brain may cause an experience of pain (phenomenal pain) in the finger,
but these cannot be the same thing if they are in different places. The same
argument applies to the neural correlates of phenomenal pain, as these
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correlates are also obviously in the brain, while the phenomenal pain remains
in the finger.

No, I am not being facetious. In terms of its phenomenology, the pain
really is in the finger and nowhere else. And this simple example demonstrates
a general principle which leads one away from the dualist model in Figure 6.1
and the reductionist model in Figure 6.2 towards a ‘reflexive’ model of how
conscious phenomenology relates to the brain and the physical world in
Figure 6.3 (cf. Velmans, 1990a). The damage produced by a pin in the finger,
once it is processed by the brain, winds up as a phenomenal pain in the finger,
located more or less where the pin went in. That is why the entire process
is called ‘reflexive’. Figure 6.3 illustrates a similar process with a phenomenal
cat. As before, an entity or event stimulates sense organs and initiates
perceptual processing, although in this case the initiating entity is located
beyond the body surface in the external world. As before, afferent neurons
and cortical projection areas are activated, along with association areas,
long-term memory traces and so on, and neural representations of the
initiating event are eventually formed within the brain – in this case, neural
representations of a cat. But the entire causal sequence does not end there.
S also has a visual experience of a cat and, as before, we can ask what this
experience is like. In this case, the proper question to ask is, ‘What do you
see?’4 According to dualism, S has a visual experience of a cat ‘in her mind’.

Figure 6.3 A reflexive model of perception (adapted from M. Velmans (1998) ‘Phys-
ical, psychological and virtual realities’, in J. Wood (ed.) The Virtual
Embodied. London: Routledge).
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According to reductionists there seems to be a phenomenal cat ‘in S’s mind’
but this is really nothing more than a state of her brain. According to the
reflexive model, and the broader ‘reflexive monism’ (RM) that I develop later
in this book, while S is gazing at the cat, her only visual experience of the cat
is the cat she sees out in the world. If she is asked to point to this phenomenal
cat (her ‘cat experience’), she should point not to her brain but to the cat
as-perceived out in space beyond the body surface. In this, S is no different
from E. The phenomenal cat experienced by S is as much out-there in the
phenomenal world as the cat experienced by E. That is, an entity in the world
is reflexively experienced to be an entity in the world.5 Once again, if you have
any doubts, why not find a cat and try it.

Of course, not all the entities and events we experience have such a clear
location and extension in three-dimensional phenomenal space. Some
experiences appear to be located on the surface of or internal to the body
(touch sensations, visceral sensations, etc.) and are usually reflexively located
where the stimuli that caused those sensations activated our sense organs. We
also have ‘inner’ experiences such as verbal thoughts, images, feelings of
knowing, experienced desires and so on. Such inner experiences really do
seem to have a phenomenology of the kind described in propositions 4 to 10.
One might argue that verbal thoughts have a rough location, in that they
seem to be ‘in the head’ (in the form of inner speech) rather than in one’s
foot, or free-floating out in space, but they are not clearly located in the
manner of pains and cats. However, the reflexive process is the same. The
cognitive processes that give rise to thoughts, feelings of knowing and so on
originate in the mind/brain, although these processes are unlikely to have a
precise location in so far as they engage the mass action of large, distributed,
neuronal populations (cf. Dennett and Kinsbourne, 1992). Consequently, in
so far as these processes are experienced at all, they are reflexively experienced
to be roughly where they are (in the head or brain).6

There is far more to be said about conscious phenomenology and its rela-
tion to the brain and physical world. But, if I am right so far, even a cursory
examination of what we actually experience poses a fundamental challenge to
dualist and reductionist ways of characterising what it is that they need to
explain. As noted above, both dualism and reductionism assume experiences
to be quite different from the perceived body and the perceived external world
(perceived bodies and worlds are out-there in space, while experiences of
bodies and worlds are either ‘nowhere’ or in the mind or brain). But the
reflexive model suggests that in terms of phenomenology there is no actual
separation between the perceived body and experiences of the body or
between the perceived external world and experiences of that world. It goes
without saying that when one has a conscious thought, there isn’t some add-
itional experience of a thought ‘nowhere’, or in the mind or brain. But neither
is there a phenomenal pain nowhere, or in the mind or brain, in addition to
the pain one experiences in the finger if one stabs it with a pin. And there isn’t
a phenomenal cat nowhere, in the mind, or in the brain, in addition to the cat
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one sees out in the world. According to the reflexive model, this additional
experience is a theoretical fiction, and that is why the dualist versus reduction-
ist argument about the nature of this experience cannot be resolved. Applying
Occam’s razor gets rid of both the fiction and the argument.

But the reflexive model does not get rid of conscious phenomenology.
Thoughts, pains and phenomenal cats are experienced to have very different
qualities or ‘qualia’, along with different locations and extensions, but they
are nevertheless aspects of what we experience. Together, such inner
experiences, bodily sensations, and externally experienced entities and events
comprise the contents of our consciousness – which, together, form the
constituents of our everyday phenomenal world.

Given that the reflexive model conforms closely to everyday experience, it
should be easy to grasp the essence of the argument so far. Descartes’ focus
on thought as the prime exemplar of conscious experience led him to suggest
that experiences are a state of ‘thinking stuff ’ that has no location and exten-
sion in space – and reductionists commonly agree that experiences seem to
have such ephemeral qualities (that is why they want to give them a more secure
ontology in states or functions of the brain). While I agree that thoughts and
other ‘inner’ experiences appear to have such qualities, most other experi-
ences do not have those qualities. On the contrary, most experienced phe-
nomena seem to have a clear location and extension in phenomenal space.

Who else says this?

To those immersed in dualist or reductionist modes of thought this proposed
expansion of the contents of consciousness to include those aspects of the
phenomenal world that we normally think of as the ‘physical world’ may
seem radical, and the notion that many experiences have at least a phenomenal
location and extension might appear strange. But, thus far, this proposal is
hardly new. In one or another form it appears in the work of George Berkeley
(1710), Immanuel Kant (1781), C.H. Lewes (1877), W.K. Clifford (1878),
Ernst Mach (1885), Morton Prince (1885), William James (1890, 1904),
Edmund Husserl (1931), A.N. Whitehead (1932), Charles Sherrington
(1942), Bertrand Russell (1948), Wolfgang Köhler (1966), and Karl Pribram
(1971, 1974, 1979, 2004). Similar analyses of what consciousness seems to be
like have also recently been given by Antti Revonsuo (1995, 2006), Steven
Lehar (2003, 2006), Michael Tye (1995, 2007), Shepard and Hut (1997), Hans
Dooremalen (2003), Jeffrey Gray (2004), Rupert Sheldrake (2005), and Ted
Honderich (2006).

William James (1904), for example, suggests that to convince oneself about
where experiences are the observer only needs to

begin with a perceptual experience, the ‘presentation’, so called, of a
physical object, his actual field of vision, the room he sits in, with the
book he is reading as its centre, and let him for the present treat this
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complex object in the commonsense way as being ‘really’ what it seems to
be, namely, a collection of physical things cut out from an environing
world of other physical things with which these physical things have
actual or potential relations. Now at the same time it is just those
self-same things which his mind, as we say, perceives, and the whole
philosophy of perception from Democritus’s time downwards has been
just one long wrangle over the paradox that what is evidently one reality
should be in two places at once, both in outer space and in a person’s
mind. ‘Representative’ theories of perception7 avoid the logical paradox,
but on the other hand they violate the reader’s sense of life which knows
no intervening mental image but seems to see the room and the book
immediately just as they physically exist.

And Whitehead (1932) anticipates the ‘reflexive model’ (in somewhat anthro-
pocentric fashion) when he suggests that,

The mind in apprehending also experiences sensations which, properly
speaking, are projected by the mind alone. These sensations are projected
by the mind so as to clothe appropriate bodies in external nature. Thus
the bodies are perceived as with the qualities which in reality do not
belong to them, qualities which in fact are purely offsprings of the mind.
Thus nature gets credit which should in truth be reserved for ourselves;
the rose for its scent; the nightingale for its song; and the sun for its
radiance. The poets are entirely mistaken. They should address their
lyrics to themselves, and should turn them into odes of self-congratulation
on the excellency of the human mind. Nature is a dull affair, soundless,
scentless, colorless, merely the hurrying of material, endless, meaningless.

(p. 54)

More recently, Tye (1995) has tried to accommodate the same observation by
suggesting that perceptual experiences are transparent:

Why is it that perceptual experiences are transparent? When you turn
your gaze inward and try to focus your attention on intrinsic features of
these experiences, why do you always seem to end up attending to what
the experiences are of ? Suppose you have a visual experience of a
shiny, blood-soaked dagger. Whether, like Macbeth, you are hallucinat-
ing or whether you are seeing a real dagger, you experience redness
and shininess as outside you, as covering the surface of a dagger. Now try
to become aware of your experience itself, inside you, apart from its
objects. Try to focus your attention on some intrinsic feature of the
experience that distinguishes it from other experiences, something
other than what it is an experience of. The task seems impossible: one’s
awareness seems always to slip through the experience to the redness and
shininess, as instantiated together externally. In turning one’s mind
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inward to attend to the experience, one seems to end up scrutinizing
external features or properties.

(p. 135)

One insight, of course, does not make a theory. James, for example, is a
neutral monist, Whitehead is a process theorist, and Tye is a physicalist. The
reflexive model that I elaborate below (and the broader reflexive monism it
exemplifies) differs in essential ways from each of these positions (although it
also incorporates many shared elements).

A reflexive model of how consciousness relates to the brain and
the physical world

The reflexive model of perception suggests that all experiences result from a
preconscious reflexive interaction of an observer with an observed. The
resulting experiences can be subdivided into three categories:

1 The experienced external world (the phenomenal world) which seems to
have location and extension.

2 The experienced body (the phenomenal body or body image) which
seems to have location and extension.

3 ‘Inner’ experiences (thoughts, images, feelings of knowing and so on)
which have no clear location and extension in phenomenal space,
although they can be loosely said to be ‘in the head or brain’.

Figure 6.3 illustrates one example of a reflexive interaction resulting in an
experience (a visual percept) of a phenomenal cat. In this case, the initiating
stimulus (the observed) is an entity located in space beyond the body surface
that interacts with the visual system of the observer to produce an experi-
enced entity out in space beyond the body surface. As noted earlier, a similar
reflexive interaction takes place when the initiating stimulus is on the surface
of (or within) the body, or within the brain itself, to produce experienced
entities and events on the surface of (or within) the body, or ‘in the head or
brain’ itself.

What is going on? Following current conventions in the psychology of
perception, I assume that the mind/brain constructs a ‘representation’ or
‘mental model’ of what is happening in the world, body or mind/brain itself,
based on the input from the initiating stimulus, sensory-motor interactions
with the world, expectations, traces of prior, related stimuli stored in
long-term memory, and so on (cf. Rock, 1997). Such mental models encode
information about the entities and events that they represent in formats
determined by the sensory modality that they employ. Visual representations
of a cat, for example, include encodings for shape, location and extension,
movement, surface texture, colour, and so on.

How do these neural encodings relate to the subject’s visual experiences? In
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Velmans (1991b) I suggested that the way information in a given mental
model appears to be formatted depends on the observational arrangements.
The information encoded in the mental model appears in different forms to
the subject (S) and the external observer (E) for the reason that the means
available to S and E for accessing the information in that mental model differ.

An external observer, inspecting a subject’s brain, has to rely on his
own exteroceptive systems (typically vision) aided by physical equipment
(PET scans, fMRI and so on). Viewed in this way (from this third-person
perspective), a visual mental model in the subject’s brain might appear in
the form of neural activation in a series of relatively distinct feature maps
distributed throughout the subject’s visual system. We do not know precisely
what is required to make such neural representations conscious. However,
given the integrated nature of visual experiences, it is reasonable to assume
that when such distributed neural activities do become conscious they must
be bound together in some way, perhaps through synchronous 40 Hz oscilla-
tions (see Chapters 3 and 11). We may also expect there to be observable
(physical) influences on the pattern of activity embodied in the mental model
from existing memory traces (corresponding to the effects of expectation,
stored knowledge and so on). Whatever the fine detail turns out to be like,
viewed from E’s perspective, the information (about the cat) in S’s mental
model is likely to take a neural or other physical form. In terms of what E can
directly observe of S’s mental model, this is the end of the scientific story.

However, the observational arrangement by which the subject accesses
the information in her own mental model is entirely different. As with E, the
information in S’s mental model is translated into something that she can
observe or experience, but all she experiences is a phenomenal cat out in the
world. While she focuses her attention on the cat she does not become
conscious of having a ‘mental model of a cat’ in the form of neural states.
Nor does she have an experience of a cat ‘in her brain’. Rather, she becomes
conscious of what the neural states represent – an entity out in the external
world. In short, the information encoded in S’s mental model (about the
entity in the world) is identical whether viewed by S or by E, but the way the
information appears to be formatted depends on the perspective from which
it is viewed. In this respect, the reflexive model of perception adopts a
dual-aspect theory of information.8

Let me illustrate with a simple analogy. Let us suppose that the informa-
tion encoded in the subject’s brain is formed into a kind of neural ‘projection
hologram’. A projection hologram has the interesting property that the
three-dimensional image it encodes is perceived to be out in space, in front of
its two-dimensional surface, provided that it is viewed from an appropriate
(frontal) perspective and it is illuminated by an appropriate (frontal) source
of light. Viewed from any other perspective (from the side or from behind)
the only information one can detect about the object is in the complex
interference patterns encoded on the holographic plate. In analogous fashion,
the information in the neural ‘projection hologram’ is displayed as a visual,
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three-dimensional object out in space only when it is viewed from the
appropriate, first-person perspective of the perceiving subject. And this
happens only when the necessary and sufficient conditions for consciousness
are satisfied (when there is ‘illumination by an appropriate source of light’).
Viewed from any other third-person perspective the information in S’s
‘hologram’ appears to be nothing more than neural representations in the
brain (interference patterns on the plate).

The projection hologram is, of course, only an analogy,9 but it is useful in
that it shares some of the apparently puzzling features of conscious experi-
ences. Viewed from an external observer’s perspective, the information
displayed in the three-dimensional holographic image is encoded in two-
dimensional patterns on a plate, but there is no sense in which the subject’s
three-dimensional image is itself ‘in the plate’. Likewise, according to the
reflexive model there is no sense in which the phenomenal cat observed by S is
‘in her head or brain’. In fact, the three-dimensional holographic image does
not even exist (as an image) without an appropriately placed observer and an
appropriate source of light. Likewise, the existence of the phenomenal cat
requires the participation of S, the experiencing agent, and all the conditions
required for conscious experience (in her mind/brain) have to be satisfied.
Finally, a given holographic image only exists for a given observer, and can
only be said to be located and extended where that observer perceives it to
be.10 S’s phenomenal cat is similarly private and subjective. It can only be said
to be out in phenomenal space beyond the body surface to the extent that she
perceives it to be out in space beyond the body surface.11

What is perceptual projection?

Unconscious mind/brain processes construct experienced realities in which
our phenomenal heads appear to be enclosed within three-dimensional, phe-
nomenal worlds, not the other way around. But the neural mental models
that encode information about these three-dimensional experienced realities
are ‘in the head or brain’. Given this, how do phenomenal cats and other
phenomenal objects that are perceived to be located and extended in space get
to be out there? It is clear that nothing physical is projected by the brain.
There are for example no light rays projected through the eyes to illuminate
the world, contrary to the beliefs of ancient Greek thinkers such as Empedo-
cles (cf. Zajonc, 1993). Rather, ‘perceptual projection’ is a psychological effect
produced by unconscious perceptual processing.

In short, perceptual projection is an effect that requires explanation;
perceptual projection is not itself an explanation. The projection hologram
has a number of features that might be usefully incorporated into a causal
explanation of such effects, but it is not intended to be a literal theory of what
is taking place in the mind/brain. Right now, we just don’t know how it is
done. Of course, not fully understanding how it happens does not alter
the fact that it happens – and the evidence for perceptual projection is
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considerable. I have reviewed this elsewhere (in Velmans, 1990a), so below I
merely list some examples, to remove any doubts that the phenomenon is real.

Projected pain

Doctors take it for granted that pains can be located in the body and that
their precise location provides a useful indicator of the nature of bodily
damage or disease – a view that patients accept as simple, common sense.
However, philosophers of mind treat pain as a paradigm case of a conscious
mental event, and take it for granted that, however it seems, pain is really ‘in
the mind or brain’. I prefer to defend common sense and will return to this
debate in Chapter 7. For the moment we are merely interested in appearances,
for the reason that perceptual projection (of pain beyond the brain) is a
subjective, psychological effect. In so far as pains seem to be in the body
(beyond the brain) they exemplify this effect.

Of course, pains are usually felt to be in the region of the affected sensory
end organs (a pin in the finger produces pain in the finger), and sense organs
attached to the peripheral nervous system are, in a sense, extensions of
the brain. Given this, one might argue that pain is not projected beyond
the ‘extended brain’. But this argument won’t work for phantom limbs.
Livingston (1943) for example provides a case history of

a physician, who had long been a close friend of mine, (who) lost his left
arm as a result of gas bacillus infection. . . . The arm was removed by a
guillotine type of amputation close to the shoulder and for some weeks
the wound bubbled gas. It was slow in healing and the stump remained
cold, clammy, and sensitive. . . . In spite of my close acquaintance with
this man, I was not given a clear impression of his sufferings until a few
years after the amputation, because he was reluctant to confide to anyone
the sensory experiences he was undergoing. He had the impression, that
is so commonly shared by layman and physician alike, that because the
arm was gone, any sensations ascribed to it must be imaginary. Most of
his complaints were ascribed to his absent hand. It seemed to be in a tight
posture with the fingers pressed closely over the thumb and the wrist
sharply flexed. By no effort of will could he move any part of the
hand. . . . The sense of tenseness in the hand was unbearable at times,
especially when the stump was exposed to cold or had been bumped. Not
infrequently he had a sensation as if a sharp scalpel was being driven
repeatedly, deep into . . . the site of his original puncture wound. Some-
times he had a boring sensation in the bones of the index finger. The
sensation seemed to start at the tip of the finger and ascend the extremity
to the shoulder, at which time the stump would begin a sudden series of
clonic contractions. He was frequently nauseated when the pain was at its
height. As the pain gradually faded, the sense of tenseness in the hand
eased somewhat, but never in a sufficient degree to permit it to be moved.
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In the intervals between the sharper attacks of pain, he experienced a
persistent burning in the hand. The sensation was not unbearable and at
times he could be diverted so as to forget it for short intervals. When it
became annoying, a hot towel thrown over his shoulder or a drink of
whisky gave him partial relief.

(cited in Melzack, 1973)

By way of treatment, Livingston administered a novocaine injection of the
upper thoracic sympathetic ganglia of both sides. This removed the pain (for a
number of months) but not the phantom limb. Rather, ‘To our mutual surprise,
he (now) felt that he could voluntarily move each of his phantom fingers’ (ibid).

Projected tactile sensations

Further examples of the same projection effect are provided by tactile sensa-
tions, which are subjectively located on the surface of the skin, and by kinaes-
thetic sensations in our limbs (Box 6.2).

As with pains, such tactile projections also take place in phantom limbs.
Melzack (1973), in his review of such experiences, reports that,

Most amputees report feeling a phantom limb almost immediately after
amputation of an arm or a leg. . . . The phantom limb is usually
described as having a tingling feeling and a definite shape that resembles
the real limb before amputation. It is reported to move through space in
much the same way as the normal limb would move when the person
walks, sits down, or stretches out on a bed. At first, the phantom limb
feels perfectly normal in size and shape – so much that the amputee may
reach out for objects with the phantom hand, or try to get out of bed by
stepping onto the floor with the phantom leg. As time passes, however,
the phantom limb begins to change shape. The arm or leg becomes less
distinct and may fade away altogether, so that the phantom hand or foot
seems to be hanging in mid-air. Sometimes the limb is slowly ‘telescoped’
into the stump until only the hand or foot remain at the stump tip.

In addition to such tingling and kinaesthetic sensations, amputees report a
variety of other ‘projected’ sensations including pins-and-needles, itching,
sweating, warmth or coldness and heaviness in their phantom limbs
(Melzack, 1973; Craig, 1978).

Projected auditory sensations

We tend to think of the entities and events we perceive outside our bodies as
physical and observer-independent. Sounds, for example, are usually thought
of as physical events out in space that must be distinguished from experiences
of sound ‘in the mind or brain’. Acoustic energy (in the form of air molecule
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vibration) does, of course, have an independent existence. When a tree falls in
the forest such energy is produced whether or not there is anyone to hear. But,
without anyone to hear, there can be no perceived sound. The brain detects
the pattern of air molecule vibration at the eardrums, along with cues regard-
ing the source of such vibration provided by slight differences in intensity,
phase, and modulations of the acoustic energy provided by the pinnae of the
ears. Just as the brain translates damage to the skin into pain in the skin, or
translates deformation of the skin (caused by pressure) into a feeling of
‘hardness’ of the object that the skin touches, the brain reflexively projects
resulting auditory sensations to the judged location of their origin. And these
auditory sensations become the sounds we experience in three-dimensional
phenomenal space.

Notice again the basic similarities in these causal sequences. An entity or
event that we can describe in physical terms (as a form of energy, mechanical
deformation of the skin, etc.), once detected, identified and modelled by the

Box 6.2 Where are your tactile sensations?

Notice the way this book feels hard when you press it with your fingers.
The experienced hardness is subjectively located in the region of the
stimulated tactile receptors at the point of contact between your fingers
and the book. But the proximal neural causes of such sensations are
located in the region of the somatosensory cortex. Hardness and solid-
ity are commonly thought of as physical rather than psychological
properties by virtue of the fact that they represent aspects of the physi-
cal world. Nevertheless the hardness we experience at the point of
contact between the fingers and the book is as much a product of brain
processing as is an experience of pain. So, how does the sensation of
hardness get back down to the fingers?

Now press the tip of a pencil against the table on which the book sits.
The table feels hard at the point where it is pressed. But there are no
sensory organs located at the pencil tip! In interpreting the shear force
exerted on the skin by the pencil (when the pencil presses on the table),
the brain habitually refers the origin of the felt resistance to the point of
contact between the table and pencil tip – an everyday, illusory projec-
tion of tactile sensations beyond the surface of the skin. In this
instance, closer attention to the phenomenology of the tactile sensa-
tions weakens the illusory projection of tactile sensations to the pencil
tip (on close inspection they appear to be at the point of contact
between the pencil and the skin). But note that no amount of attention
alters the impression that the tactile sensations are located at the surface
of the fingers rather than on or in the somatosensory cortex.
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mind/brain, is translated into an entity or event as-experienced, subjectively
located in the place where the modelled entity or event is judged to be. Note
that whether we regard such experienced phenomena to be ‘physical’ or
‘mental’ depends on what we judge them to be experiences of rather than on
where the subjective locations of the phenomena are experienced to be. Pain,
for example, is typically thought of as mental and hardness is typically
thought of as a property of something physical. Subjectively, however, pains
and sensations of hardness can be located in the same place. If one increases
the pressure of the point of a pencil against one’s own fingertip, the feeling
of hardness of the pencil against one’s skin gradually transforms into an
experienced pain. We think of the felt hardness as representing a physical
property of the pencil because the sensation tells us something about it.
By contrast, we judge the pain to be ‘mental’ or ‘psychological’ because it
represents something taking place within ourselves.12 Yet, both experienced
phenomena are skin sensations at the fingertip. And in neither case is there
some second experience of the fingertip sensation ‘in the mind or brain’.

The implausibility of trying to distinguish ‘conscious experiences’ from
‘physical phenomena’ in terms of what is experienced to be ‘in the head’ as
opposed to ‘out in the world’ is clearly demonstrated by studies of sound
localisation that manipulate subjective location, without otherwise altering
the perceived sound. One can produce similar manipulations using con-
ventional hi-fi equipment. A symphony orchestra played through stereo
speakers, for example, appears to be distributed in the space outside one’s
body. Being out in space, we conventionally regard such music as a ‘physical’
phenomenon. But, if the same music, from the same source, is played through
stereo headphones the instruments can appear to be distributed around the
space inside one’s head! Given our dualist heritage, it is tempting to regard
these experienced sounds as being ‘mental’. They appear, after all, to be
roughly in the same place as verbal thoughts. And, as with the verbal
thoughts discussed above, it seems absurd to suppose that in addition to
the music subjectively located inside one’s head, there is an experience of the
music ‘inside the mind or brain’.

But it seems equally absurd to suppose that if one switches back from
headphones to stereo speakers, an additional conscious percept of music
appears in the mind or brain at the precise moment that the music switches
from being subjectively ‘in the head’ to being out in the world. Nor does it
seem plausible to suggest that the perceived music is somehow transformed
from being a ‘conscious experience’ to being ‘physical’ as it moves from
its subjective location in the head to the external world – for, apart from its
changed location, it undergoes no other change in its perceived properties.

Studies of ‘inside the head locatedness’ suggest a far simpler explanation.
For example, Laws (1972) investigated the acoustic differences between white
noise presented through headphones (which is perceived to be inside the
head) and white noise presented through a speaker at a distance of 3 metres
(which is perceived to be out in the world), using probe microphones
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positioned at the entrance to the auditory canals. This revealed spectral
differences, produced largely by the pinnae of the ears, between the white
noise presented either through the speaker or through the headphones.
Ingeniously, Laws then constructed an electrical ‘equalising’ circuit to
simulate these spectral differences and inserted this into the headphone
circuit. With the headphones ‘unequalised’, white noise appeared to be inside
the head irrespective of loudness. With the headphones ‘equalised’, the white
noise not only appeared to be outside the head but also appeared to
become more distant as its loudness decreased.

Again, it seems absurd to suggest that switching in an ‘equalising’ circuit
transforms a ‘conscious experience’ into something ‘physical’ (or vice versa).
Rather, the experiment establishes that spectral distortions produced by the
pinnae (or their absence) inform the mind/brain whether or not the source of
sound lies beyond the pinnae (cf. Blauert, 1983). The phenomenal model of
the sound source produced by the mind/brain (the sound as-perceived) is
correspondingly located in the head or beyond the pinnae. What we hear and
where we hear it result from a reflexive interaction of input acoustic energy
with the mind/brain’s perceptual processing.

In short, whether we choose to regard what we hear as being ‘mental’ or
‘physical’ depends largely on our direction of interest. If we are interested
in the event in the world (the acoustic energy) that the perceived sound repre-
sents,13 and in how that event relates to other events in the external world,
then we tend to think of it as ‘physical’. If we are more interested in the
phenomenology as such, for example in how acoustic energy produces certain
perceived effects in ourselves, then we tend to regard the sound as a ‘conscious
experience’. As neutral monists such as James, Mach and Russell realised, our
judgement about what is mental or physical, in such instances, depends
largely on the network of relationships on which we focus (see Chapter 3).
Whatever we decide about the (physical or mental) status of such a perceived
event, its actual phenomenology remains the same.14

Events as perceived versus events as described by physics

It is important to stress that the analysis above applies only to the
phenomenology of ‘physical’ versus ‘mental’ events. Indeed, having blurred
the boundaries between ‘mental’ and ‘physical’ phenomenology, it becomes
important to sharpen the distinction between the everyday ‘physical’ events
that we experience and these same events as described by physics (or other
sciences). According to the analysis above, the events we experience result
from an interaction of input energies and events with modelling processes in
the mind/brain – and the consequent experiences represent what is going on
in the world, body, or mind/brain itself (in ways appropriate, no doubt, to
biological evolution). Modern science, however, has developed representa-
tions of the world (in its laws, equations and other descriptions) that are,
at times, very different from the everyday world as-experienced (witness
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quantum mechanics, and relativity theory).15 Events as-experienced and
events as-described by physics can, of course, be related to each other
through the study of psychophysics – and in this way we can learn something
about the manner in which the events we experience represent the world which
science describes.16 I return to this, and related issues, in Chapter 8.

Projected visual worlds

The classical distinction between the ‘physical’ and the ‘mental’ in terms of
what is ‘in the external world’ rather than ‘in the mind or brain’ seems clearest
in the domain of vision. Visually perceived objects extended in the
three-dimensional space around our bodies seem to be very different, for
example, from experienced visual images of those objects. If such visual
images exemplify the ‘contents of consciousness’, then how could objects
as-seen do likewise? The analysis presented below does not seek to minimise
these differences in how objects and images are experienced, for, in all
probability, they represent discontinuities that from the point of view of
human interaction with the world are both important and real. But, the fact
that seen objects are experienced to be different from visual images does not
alter the fact that both objects and images are experienced – and that their
phenomenology results from mental modelling in the mind/brain.

The dependence of visual images on mental modelling is easy to
accept. Subjectively, their generation seems to require mental effort and,
phenomenally, they seem to be (roughly) located ‘in the mind or brain’. By
contrast, the phenomenology of the objects we see appears to require no
generative, mental effort on our part. The perceived objects seem to exist in
their own right, and they seem to be out in the world, quite separate from the
mind/brain. Nevertheless, the evidence for mental modelling in the construc-
tion of objects as-seen, including their seen location in three-dimensional
space, is compelling.

It is well known, for example, that as an object recedes, its perceived size
decreases far less than its optical projection on the retina would suggest
(the phenomenon of ‘size constancy’). Perceived size varies not only with the
size of the projected retinal image but also with judged distance – and the
judged distance of an object is itself influenced by cues provided by binocular
disparity, ocular convergence, textural gradients, the interposition of other
objects, motion parallax and so on. Indeed, three-dimensional phenomenal
space can itself be shown to be, in part, a ‘construct’ of the mind/brain.

One demonstration of such constructive processing is the experience of
three-dimensional depth which results from the mind/brain’s interpretation
of visual cues suitably arranged on a two-dimensional surface. As shown in
Figure 6.4, the artist Peter Cresswell (1998) achieves quite a strong sense of
depth through the use of ‘radial perspective’. Try inspecting his painting
monocularly, through a reduction tube (a rolled up piece of paper), taking
care to avoid the edges of the painting. This enhances the experience of depth
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(as the reduction tube eliminates the conflicting cues provided by binocular
vision and by the edge of the painting which indicate that it is really on a
two-dimensional surface).

Stereoscopic pictures of the kind shown in Figure 6.5 create an even more
powerful effect. If one focuses one’s eyes behind the picture (following the
instructions in the figure caption) a three-dimensional scene should form.
Once formed, one can inspect different objects in the picture without
destroying the three-dimensional effect. Normally, the construction of visual
depth occurs preconsciously, and the processing occurs too quickly for there
to be any indication that construction is involved. Stereoscopic pictures are
particularly interesting in that the full experience of depth emerges gradually,
becoming fully formed only as one continues to inspect the picture. In such
instances, one can experience different stages of the construction of a
three-dimensional visual scene (with accompanying changes in perceptual
projection) online, while that construction is taking place.

I have reviewed the evidence for functional similarities in the processes
that construct visual images and visual, phenomenal worlds in Velmans
(1990a) (see also review by Ganis et al., 2004), so I will not recount
this evidence here. Suffice it to say that the phenomenal differences between
images, perceived objects and hallucinations are not always clear. Eidetic

Figure 6.4 How two-dimensional cues can achieve quite a strong sense of depth
through the use of radial perspective (painting by Peter Cresswell, from
M. Velmans (1998) ‘Physical, psychological and virtual realities’, in J.
Wood (ed.) The Virtual Embodied. London: Routledge).
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images, for example, resemble perceived objects in that, subjectively, they
appear to have location and extension in three-dimensional space. Eideticers
typically report such images to be projected onto surfaces in front of their
eyes and as being quite different from visual memories, which they report as
being ‘inside their heads’. Further, when they describe such images they
describe what they see as opposed to what they have seen (Leask et al., 1969;
Haber, 1979).

Such abilities, when they occur, are usually found in children. However,
Spanos et al. (1973) report that 1 to 2 per cent of adults appear to have the
ability to hallucinate an object in a room when asked to do so without the
object being present. Very occasionally, a hallucination is so powerful that it
is taken to be more ‘real’ than a perceived object that actually exists. The
neurologist Peter Brugger (1994), for example, reports a clinical case history
of a young man of 17 suffering from epilepsy caused by a lesion in his
left temporal lobe. He was being treated with anti-convulsant drugs to

Figure 6.5 A stereoscopic picture of ‘snowflakes’. To experience the picture in depth,
bring the picture up to your nose and look through it, so that the picture is
completely blurred. Now leaving your eyes relaxed and looking through
the picture, gradually move the picture away to a distance of a foot or
more, and a three-dimensional scene should form. Notice that once an
experienced three-dimensional scene is formed, it is possible to inspect
different parts of it without losing the experience of depth. This is an
example of ‘perceptual projection’ in action, demonstrating the brain’s
ability to create an experience of depth, in spite of the fact that the cues are
arranged on a two-dimensional surface. Originally published by Dragon’s
World, London.
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control the condition and was scheduled for surgery when he experienced a
‘heautoscopic’ episode (a visual hallucination of his body combined with an
out-of-body experience) which was disturbing in the extreme:

The heautoscopic episode, which is of special interest to the topic of
this report, occurred shortly before admission. The patient stopped his
phenytoin medication, drank several glasses of beer, stayed in bed the
whole of the next day, and in the evening he was found mumbling and
confused below an almost completely destroyed large bush just under
the window of his room on the third floor. At the local hospital, thor-
acic and pelvic contusions were noted. . . . The patient gave the follow-
ing account of the episode: on the respective morning he got up with a
dizzy feeling. Turning around, he found himself still lying in bed. He
became angry about ‘this guy who I knew was myself and who would
not get up and thus risked being late for work’. He tried to wake the
body in bed first by shouting at it; then by trying to shake it and then
repeatedly jumping on his alter ego in the bed. The lying body showed
no reaction. Only then did the patient begin to be puzzled about his
double existence and become more and more scared by the fact that he
could no longer tell which of the two he really was. Several times his
body awareness switched from the one standing upright to the one
still lying in bed; when in the lying bed mode he felt quite awake but
completely paralysed and scared by the figure of himself bending over
and beating him. His only intention was to become one person again
and, looking out of the window (from where he could still see his body
lying in bed), he suddenly decided to jump out ‘in order to stop the
intolerable feeling of being divided in two’. At the same time, he hoped
that ‘this really desperate action would frighten the one in bed and
thus urge him to merge with me again’. The next thing he remembers is
waking up in pain in the hospital.

(Brugger, 1994, pp. 838–839)

In short, this patient mistakenly judged the hallucinated body on the bed to
be his real one and tried to get rid of his real body (which he judged to be
the hallucination) in order to become unified again – a powerful example of
the constructed nature of the body as-experienced.

Projected virtual realities

Virtual realities provide an added ‘existence proof’ for the operation of
perceptual projection. In virtual reality (VR) one appears to interact with a
virtual world outside one’s body although there is no actual (corresponding)
world there. So, in this situation, there is no danger of confusing the appear-
ance of the virtual world with an actual world that one sees. Yet, objects in a
VR world appear to have three-dimensional location and extension. Virtual
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objects can also be given what appear to be classical ‘physical’ properties such
as ‘hardness’; for example, the observer may wear a gauntlet on her hand
which is programmed to resist closing around a visually perceived, virtual
object, making the latter feel ‘solid’. In truth, however, there is nothing
solid there.

These virtual appearances do not fit easily into either a dualist or a
reductionist understanding of consciousness, as, in spite of being nothing
more than seemings, they do not seem to be ‘in the mind or brain’. But in the
reflexive model they are easy to explain. In the manner shown in Figure 6.6,
when visual input from screens in VR headsets is appropriately co-ordinated
with head and body movements, it provides information which resembles that
arriving from actual objects in the world. The mind/brain models this infor-
mation in the normal way, and constructs what it normally constructs given
such input – a perceived, phenomenal world located and extended in
three-dimensional space.

The world as-perceived is part of the contents of consciousness

Some initial principles that follow from the analysis above should now be
clear. Within the reflexive model the physical world as-perceived is part of the
contents of consciousness. In its phenomenology, the contents of consciousness

Figure 6.6 How a reflexive model of perception can be applied to an understanding of
virtual reality (adapted from M. Velmans (1998) ‘Physical, psychological
and virtual realities’, in J. Wood (ed.) The Virtual Embodied. London:
Routledge).
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do not appear to be in some separate place or space ‘in the mind or brain’.
Indeed, in terms of phenomenology no clear separation exists between what
we normally think of as the ‘physical world’, the ‘phenomenal world’, the
‘world as-perceived’, and our ‘experiences of the world’. This does not mean,
of course, that these terms have exactly the same meaning in all contexts. The
term ‘physical world’ for example is ambiguous: in everyday life we com-
monly use the term to describe the world as perceived, but in science the term
usually refers to the world as described by physics (e.g. quantum mechanics,
relativity theory, etc.), which may differ in major ways from the world as
normally perceived. The ‘world as experienced’ also has a different emphasis
from ‘experiences of the world’ in that these phrases focus our attention in
different ways. The first phrase places what is observed in the foreground,
which, in the reflexive model, is the initiating stimulus. If we are interested
primarily in what is going on in the world, this is appropriate. The second
phrase draws our attention to the results of perceptual processing in the
observer, that is, to the resulting experience. If we are interested primarily in
what is going on for the subject, this is appropriate. But this does not alter the
fact that when we look at an object in the world, we experience only an object
in the world, whichever way that experience is conceived.

The everyday physical world as-perceived does have to be distinguished
from the more abstract world described by physics (and other sciences).
That is, the physical world as-perceived is just one (biologically useful) repre-
sentation of the world that science describes. But, with our eyes open, what
we normally call the ‘physical world’ just is what we experience, and there is
no additional experience of the world ‘in the mind or brain’. This, I suggest, is
simple common sense.

If it turns out that experiences are really how they seem to be, this
conclusion would be devastating for classical dualism, as it challenges the
very basis on which Descartes splits the world. Inner experiences such as
thoughts might have the character of res cogitans (thinking stuff without
location and extension in space). However, body experiences (pains, tactile
and proprioceptive experiences) and external experiences (sounds, visual
objects and events as-perceived) have location and extension in three-
dimensional phenomenal space, making them part of res extensa. The analy-
sis also places a heavy, added burden on reductionism, as it expands what
needs to be reduced. Not just ephemeral thoughts, so-called percepts ‘in the
mind’ and the like must be reduced to states or functions of the brain, but the
entire phenomenal world. In Chapters 3 to 5 I have listed some of the con-
ventional problems of reductionism. In Chapter 9, I go on to argue that
observed phenomena in science just are aspects of the phenomenal world, as
experienced by scientists. If one adopts such an expanded view of conscious-
ness, reduction of these observed phenomena to states of the brain becomes
absurd.
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Redrawing the boundaries of phenomenal consciousness

We have some more work to do to secure these arguments. However, if there
is no phenomenological separation of objects as-seen from experiences of
them, the reasons why I believe presuppositions 4, 8, 9 and 10 (Box 6.1) to be
false should be apparent. It is implicit in 4 that the objects we see around us
are separate and distinct from experiences of those objects ‘in the mind’, and
this provides the basis for claims about phenomenological differences between
perceived objects and experiences (8, 9 and 10). There may be neural causes
and correlates of conscious experience in the brain, but on the basis of all
available first- and third-person evidence, no additional phenomenal experi-
ences of objects ‘in the mind or brain’ exist. This undermines the very basis of
the dualist versus reductionist debate.

Descartes splits the universe into res cogitans and res extensa, and identi-
fies res cogitans with consciousness. Materialist reductionism tries to heal this
split by demonstrating res cogitans to be nothing more than a bit of res
extensa (a bit of the brain). Yet, if we examine what we actually experience it
becomes obvious that much of it does not appear to be like res cogitans. Some
phenomena that we experience (pains, tactile, auditory and visual phenom-
ena) appear to have a clear location and extension beyond or within our
bodies in spite of the fact that others do not (thoughts, some images, feelings,
and so on). If so, Descartes’ separation of res cogitans from res extensa does
not separate what is ‘in consciousness’ from what is not.17 The mind/brain
models energies and events into experienced phenomena that have many
different ‘qualia’, and, together, these experienced phenomena form the
contents of consciousness. These include phenomena that have experienced
location and extension that we are accustomed to think of as ‘physical’. If so,
there never was an unbridgeable divide separating ‘physical phenomena’ from
the ‘contents of consciousness’. Physical objects and events as-perceived are
part of the contents of consciousness.

Notes
1 Varela (1996) gives a useful map of the relative importance of phenomenology in

different, contemporary approaches to consciousness.
2 Figure 6.1 is deliberately oversimplified, as its only purpose is to illustrate the

dualist separation of the objects we see in the external world from perceptual
processing in brains and the consequent experiences of those objects. In particular,
the figure does not make explicit, (a) the distinction between objects as seen and
objects themselves, and (b) the distinction between what can, in principle, be seen
from E’s perspective and what can only be inferred. The same applies to the
contrasting models in Figures 6.2 and 6.3. Strictly speaking, (a) it is not the cat as
seen by E that is the source of the light reflectances from its surfaces but the cat
itself, and (b) while E can see the cat, measure the light reflected from its surface
(with appropriate instruments), see the subject, and examine the processes that
take place in S’s brain (again, with appropriate instruments), E can only infer the
nature of S’s experience on the basis of what S reports (see the more detailed
analysis of these relationships in Chapter 9). I mention this as some commentators
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on my analysis have agonised over these (unstated) features of the ‘cat diagrams’,
sometimes interpreting them accurately (e.g. Hoche, 2007), but sometimes mixing
accuracy with inaccuracy (e.g. Van de Laar, 2003; Voerman, 2003). As Van de Laar
rightly points out, it is always the cat itself that one is looking at although it is a
phenomenal cat that one sees, which makes the phenomenal cat the observation
and the cat itself the observed. In everyday life we blur these distinctions for the
reason that we habitually treat phenomenal objects to be the observed objects for
the reason that this is how those objects appear to us. I will clarify these distinc-
tions in Chapter 7, when they become important to the issues under discussion.

3 Rather than reduce electricity to magnetism or vice versa, modern physics treats
these as complementary aspects of electromagnetism. That is, it introduces a
broader ontology that encompasses both phenomena. Later, I will argue that a
similarly broadened ontology may be required to make sense of the relationship
between consciousness and brain.

4 For the purposes of this example we are concerned only with the phenomenology
of visual experiences, not with feelings about the cat, thoughts about the cat
and so on.

5 In this situation there is (numerically) one cat-itself, but two views of it, resulting
in the phenomenal cat experienced by S to be out-there in S’s phenomenal world
and the phenomenal cat experienced by E to be out-there in E’s phenomenal
world. We return to a more detailed analysis of how the ontology of entities in the
world relates to the ontology of phenomenal objects in Chapters 7 and 8.

6 The view that experiences are really ‘in the head or brain’ irrespective of where
they seem to be is a form of ‘phenomenological internalism’, while the view that
some experiences really are out in the world where they seem to be is a form of
‘phenomenological externalism’. According to the reflexive model (and the
broader reflexive monism that I develop in Part III of this book), experiences
really are roughly where they seem to be. While this commits the model to phe-
nomenological externalism for experiences that seem to be external to the head or
brain, there is no doctrinal commitment to externalism as such; some sensations
seem to be on the surface of the skin and others really do seem to be ‘in the head’
(for example tactile sensations in the mouth). The location of experiences is an
empirical matter that is determined by their phenomenology. The claim that
experiences ‘are roughly where they seem to be’ also commits RM to a form of
realism about conscious appearances but not to naïve realism. In order to make
sense of this, the relation of phenomenal location to measured location and to
various descriptions of space given by physics has to be examined with care, and
we return to this in detail in Chapter 7.

7 For James, ‘representative’ theories are those that propose the existence of some
inner mental image which represents the physical room ‘in the mind’.

8 A similar dual-aspect theory of information was later advocated by Chalmers
(1996) in his defence of ‘naturalistic dualism’. We will return to these similarities
and differences in Chapter 14.

9 Holography was first proposed as a model of neural organisation and space
perception by Pribram (1971, 1974, 1979). Pribram (2004) develops the model
further, and, interestingly, links its consequences specifically to the reflexive mon-
ism developed in the first edition of this book.

10 The position of the image relative to the plate, for example, changes slightly as the
observer moves around the plate. Nevertheless, the image is sufficiently clear for
the observer to (roughly) measure its width and how far it projects in front of the
plate (e.g. with a ruler).

11 In this sense, phenomenal location is observer-relative, an issue to which we return
in Chapter 7.

12 We also base such distinctions on the allegedly public vs. private, or objective
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vs. subjective, nature of the perceived phenomena. We will re-examine these
distinctions in Chapter 9.

13 In Velmans (1990a) I introduced ‘general representationalism’ – the view that all
experiences are intentional. That is, inner experiences, bodily experiences and
experienced external phenomena represent entities or events (from a first-person
perspective) which can, in principle, be given alternative (scientific) representa-
tions, viewed from a third-person perspective. A similar argument relating to this
point was later developed by the philosopher Michael Tye (1995), but unlike Tye, I
do not regard this to be the royal route to physicalism. Tye combines his represen-
tationalism with a form of direct realism – the view that phenomenal properties
are actually physical properties that exist, in the form that they are experienced, in
the world (see discussion of Tye’s view in Chapter 7). In modern philosophy of
mind ‘representationalism’ is sometimes described as holding this combination of
views (see discussion in Seager and Bourget, 2007). Within psychology and cogni-
tive science, however, representationalism is far more commonly combined with
‘indirect’ or ‘critical’ realism – the view that phenomenal properties and internal
neural representations represent events and entities other than themselves but only
do so imperfectly in ways determined by the contingencies of evolution. It is this
latter form of representationalism that reflexive monism adopts (see Chapter 8).

14 This dual (mental or physical) status is given to some, but not all perceived entities
and events. Depending on the context, perceived sounds, visually experienced
objects or properties of objects, and some bodily sensations (felt hardness etc.) can
be thought of either as ‘physical phenomena’ or as ‘experiences’. By contrast, the
phenomenology of thoughts and other ‘inner experiences’ seems to have a purely
‘mental’ status. As noted below, these experienced differences are likely to repre-
sent important functional differences (in the represented events). But this does not
alter the fact that both ‘physical’ and ‘mental’ phenomena are experienced.

15 To avoid ambiguity, I reserve the term ‘a physical phenomenon’ for physical events
as-experienced (or physical events as-observed), and use the term ‘events as-
described by physics’ (or other sciences) to refer to the more abstract representa-
tions of the same events given within physics (or other sciences).

16 Laws (1972), for example, found that the perceived distance of white noise pro-
duced by a speaker at a distance of 25 cm depended not on the distance of the
speaker but on perceived loudness of the noise, receding from under 1 metre (on
average) at 8 sones, to just over 2 metres (on average) at 1 sone. When the speaker
was placed 3 metres away, the average perceived distance of the white noise it
produced was similarly dependent on loudness. That is, for a given loudness, the
perceived distance of a sound was only slightly further away than that produced by
the speaker at 25 cm (a noise of 8 sones had a perceived distance of just over 1
metre, etc.). Under these circumstances, therefore, the experienced distance of the
sound relates only in a very approximate fashion to the measured distance of the
source that produces it (see Blauert, 1983, for a review). Generally speaking, at
scales of size and distance appropriate to everyday human engagement with the
world, perceived size and distance reflect measured size and distance more accur-
ately than this.

17 This is a category error (although one of a very different kind from that claimed by
Ryle, 1949).
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7 The nature and location
of experiences

There is a great deal more to be said about the consequences of the reflexive
model introduced in Chapter 6. But, before going any further, it might be
useful to secure the simple points I have already made by reviewing some
common confusions about the model and some competing ways of making
sense of the same data. Let us begin with some confusions.

1 Isn’t it odd to talk about pain being ‘in’ a finger?

According to the psychologist Tony Marcel, there is something distinctly
odd about the claim that a pain experience is literally ‘in’ a finger, or some
other body part: ‘Let me give an example: I have a pain in my finger at the
moment, my finger is on the table, is the pain on the table?’ (Marcel, 1993 – in
discussion following Velmans, 1993a, p. 98).

Ned Block has made the same point, arguing that predicates like ‘in’ have
different meanings when applied to mental as opposed to physical events –
leading one to suspect their usage when applied to mental events. Consider,
for example, the following argument:

The pain is in my fingertip.
The fingertip is in my mouth.
Therefore, the pain is in my mouth.

According to Block,

The argument is valid for the ‘in’ of spatial enclosure . . . since ‘in’ in this
sense is transitive. But suppose that the two premises are true in their
ordinary meanings . . . Their conclusion obviously does not follow, so we
must conclude that ‘in’ is not used in the spatial enclosure sense in all
three statements. It certainly seems plausible that ‘in’ as applied to locat-
ing pains differs in meaning systematically from the standard spatial
enclosure sense.

(Block, 1983, p. 517)



The aim of such examples, of course, is to throw doubt on the notion that the
pain is really ‘in’ the finger at all. In fact, however, the odd consequences of
using the predicate ‘in’ in these cases have nothing to do with the ‘mental’
nature of pain. The same oddities occur if one replaces the pain with its
physical cause – say a cut in the finger. If the cut is in the finger and the finger
is on the table is the cut on the table? No. The cut finger is on the table, but
the cut remains in the finger. Similarly, if we suck the finger, the cut finger is in
the mouth, but the cut is not in the mouth. It should be obvious from these
counterexamples that the seemingly odd, intransitive nature of pain location
has nothing to do with any misconceived attempt to locate pain experiences
in the body. Rather, it is a consequence of the mundane fact that a cut is a
property of the (affected) body surface or part that the resulting pain repre-
sents. That is, the cut and the pain ‘attach’ to the finger and not to surfaces on
which it rests or the enclosures in which it is placed.

In any case, no such difficulties attach to phenomenal cats and to most
other entities and events that we experience. Say, for example, that we place
the perceived cat in Figure 6.3 in a room. Is the phenomenal cat in a phenom-
enal room? Yes. Is the phenomenal room in a phenomenal house? Yes. Is the
phenomenal cat in a phenomenal house? Yes. And so on.

2 Doesn’t the reflexive model confuse the vehicle–content
distinction?

According to Marcel the suggestion that pain is really in the finger confuses
the content of experience with its vehicle (that which carries the experience).
In the case of the pain in the finger, part of the vehicle (the physical finger) is
out there in the world (it carries the initiating cause of the pain). Additionally,
‘The content of your experience may refer to what is in the world. But the
experience itself is not in the world. The experience (as a vehicle) is in your
head’ (Marcel, 1993 – discussion following Velmans, 1993a, p. 98).

McGinn (1997 – personal communication) argues for the same distinction.
The phenomenology of pain and many other experiences may seem to have
spatial location and extension, but in so far as consciousness is anywhere, it
is (as a vehicle) really ‘in the head’ (where the causes of the experiences are).
As McGinn notes elsewhere,

there are some mental events that do permit a precise location, and that is
based on something like immediate perception. Thus I feel a pain to be in
my hand, and that is indeed exactly where it is. Isn’t this just like seeing
the physical injury to my hand that produces the pain? Well, it is true
enough that the pain presents itself as being in my hand, but there are
familiar reasons for not taking this at face value. Without my brain no
such pain would be felt, and the same pain can be produced by stimulat-
ing my brain and leaving my hand alone (I might not even have a hand).
Such facts incline us to say, reasonably enough, that the pain is really in
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my brain, if anywhere, and only appears to be in my hand (a sort of
locational illusion takes place). That is, causal criteria yield a different
location for the pain from phenomenal criteria.

(McGinn, 1995, p. 152)

McGinn concludes from this that ‘consciousness does not slot smoothly into
the ordinary spatial world’ (ibid., p. 153) and that Descartes was right to
think of mental phenomena as essentially non-spatial in character (in which
case we are left with the problem of how something non-spatial can emerge
from something spatial like the brain).1

In contrast, I have argued in Chapter 3 that we should not confuse ante-
cedent causes with resulting phenomenology. While the proximal (neural)
causes and correlates of pains and other tactile experiences are in the brain,
these need to be distinguished from their effects (the experiences themselves).
At the same time, it is a brute fact about consciousness that examination of
the brain from the outside can only reveal its physical causes and correlates.
It can never reveal the experiences themselves. One would never guess, from
inspection of the brain alone, that its ‘owner’ has an inner conscious life,
within an experienced body embedded in a surrounding phenomenal world.
But, from the subject’s perspective, the existence of this rich phenomenology
is undeniable and much of its appearance can be readily described. Given
that very few of these appearances resemble brain states, it is difficult to
imagine what science could discover to demonstrate that such phenomenal
worlds are ontologically identical to states of the brain.

In short, I entirely agree that it is important to distinguish conscious con-
tents from the vehicle which causes or ‘carries’ them. Indeed, I have repeatedly
stressed this point in distinguishing causes (in mind/brain interactions with
the surrounding world) from experienced effects (see Chapters 3, 10 and 11).
Contrary to Marcel and McGinn, however, this is one of many reasons why
one should reject the claim that a pain in the finger is really in the brain.

Why should one draw the opposite conclusion to Marcel and McGinn?
Let me reiterate that most of the facts are not in dispute. We all agree that
the initiating cause of a pain in the finger is (typically) in the finger, for
example in the form of a cut, and that the proximal neural causes of the
pain in the finger are to be found in the brain. We agree that, viewed from a
subjective, first-person perspective, the phenomenal pain is in the finger, and
that the phenomenology (usually) represents something actually going on
in the finger. We also agree that it is useful to distinguish the phenomenal
contents of consciousness from their causes both in the world and in the
mind/brain, and that these causes are, in a sense, the vehicle or ‘carrier’ of
conscious experiences.

What I dispute is Marcel’s suggestion that, in addition to the phenomenal
consciousness that we experience and its causes in the world and brain, there
is some consciousness as a vehicle in the brain which is supposed to be the
‘real’ consciousness (see quote above). In fact, given the absence of either
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first- or third-person evidence for such a ‘consciousness as a vehicle’, it is
difficult to understand what the basis might be for this claim. As I have
repeatedly noted, when we examine what we experience in different sense
modalities from a first-person perspective we find no added experience in
the mind/brain accompanying the phenomena that we experience (whether
those experienced phenomena are in the world, in the body, or inner experi-
ences – see Chapter 6). Indeed, if one strips phenomenal content away from
phenomenal consciousness, there is no phenomenal consciousness left!2

The fact that the everyday phenomenal world is not consciously duplicated
‘in the head’ (viewed from a first-person perspective) does not of course
detract from the argument that there must be a vehicle or carrier of conscious
experiences. Within consciousness studies the nature of that vehicle is a cen-
tral, interdisciplinary topic of research. Viewed from the third-person per-
spective of neuropsychology and cognitive psychology, that vehicle is a brain
embedded in a body interacting with a surrounding world. It is widely
assumed that some brain processes provide the necessary and sufficient neural
conditions for conscious experiences (and may be thought of as antecedent
neural ‘causes’ of those experiences) while other brain processes co-occur
with conscious experiences (and may be thought of as their neural ‘correl-
ates’). Brain processes that participate in the causal chain which precedes a
given conscious experience are, of course, nonconscious (or, at best, pre-
conscious). And brain processes that correlate with a given experience are just
that – neural correlates. They are accompanied by conscious experiences, and
along with the entire mind/brain/body/world system of which they are a part
they can be thought of as ‘carriers’ of conscious experiences. But they remain
brain states. They are not, in any obvious sense, ‘consciousness as a vehicle’.

In short, under normal conditions, first-person consciousness is just phe-
nomenal consciousness and its phenomenology reveals no added ‘conscious-
ness as a vehicle’. Viewed from a third-person perspective, the carriers of
first-person experience appear to be brain processes embedded in a wider
mind/brain system, and inspection, once again, reveals no ‘consciousness as
a vehicle’. Given that one does not require this theoretical fiction to make
sense of the way consciousness relates to the brain and physical world, the
reflexive model gets rid of it.

3 Doesn’t the reflexive model confuse experiences of objects
with the objects themselves?

The notion that the three-dimensional phenomenal world is part of conscious
experience rather than separate from it has distinguished precedents in phil-
osophy and psychology (including Kant, James, Whitehead, and Russell).
However, in current debates it is far more common to assume that the ‘physi-
cal’ objects that we see in the world are distinct from experiences of those
objects ‘in the mind or brain’. Few would doubt that there really is a physical
world surrounding our bodies. But, on first glance, many would doubt that it
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makes sense to claim that experiences are somehow out-there where the
objects are perceived to be. Yet, the reflexive model simply follows the con-
tours of what we actually experience. When we look at a cat, for example, a
cat in the world is all that we see. When asked to describe our visual experi-
ence, there is nothing to describe other than what we see. The notion that
there is some other experience of a cat ‘in the mind/brain’ is, in my view,
an unwarranted inference about what we experience, based on an implicit,
dualist vision of the world.

This shift is simple, but radical – and it is important to examine this pos-
ition in its own terms to be clear about what is being claimed. Given the
common assumption that the objects we see are quite separate from our
experiences of those objects, it is not surprising that, on first exposure to this
position, some theorists believe that I have made an elementary mistake. For
example, following a brief introduction to the reflexive model, Thomas Nagel
and Stevan Harnad wondered whether I had just confused the experience
with the object that it is an experience of (the ‘intentional object’ – see discus-
sions following Velmans, 1993a, pp. 92–93).

Let me stress again that in suggesting an object as-experienced to be one
and the same as an experience of an object, I am making a claim solely about
their phenomenology (when one looks at an object, the only visual experience
one has of the object is the object as-seen out in the world). That said, the
reflexive model accepts that, for many explanatory purposes, it is useful to
distinguish the observer and the observation from the observed object itself.
For example, in cases of exteroception of the kind shown in Figure 6.3, the
object itself is the source of the stimuli that initiate visual processing. These
stimuli interact with the perceptual and cognitive systems of the observer
to produce the observation, an object as-seen. Barring hallucinations, this
perceived object (a phenomenal cat in three-dimensional space) represents
something that actually exists beyond the body surface. But it does not
represent it fully, as it is in itself.

In short, it is really the cat itself that S is looking at in Figure 6.3, although
it is a phenomenal cat that she sees. The cat might, for example, appear black,
fat and furry (whether viewed by S or E), but, at any given moment, it can
only be seen from a given angle of view and there are only a few macrocosmic
aspects of its surface detail that are represented in normal vision. With the
aid of physical instruments (microscopes, X-rays, ultrasound, infrared,
fMRI, etc.) many additional details of the entity may become observable.
Other properties may be describable only through mathematics (for example,
at the level of quantum mechanics). But neither physical instruments nor
mathematics enable one to observe ‘what it is like to be’ that cat. In short, the
phenomenal cat that S and E see out in space is just one partial, approximate,
representation of the thing itself.3

Consequently, the reflexive model does not confuse experiences with what
they are experiences of. In supporting the common-sense notion that the
phenomenal world just is what we experience, it eliminates added experiences
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of objects in the mind or brain (on the grounds that these are theoretical
fictions). But it retains the view that experienced objects and events are just
representations of objects and events in themselves.

Some deeper questions

In terms of their phenomenology the ‘physical world’, the ‘phenomenal
world’, the ‘world as experienced’, and our ‘experiences of the world’ are one
and the same. However, as noted in Chapter 6, one insight does not make a
theory, and this observation about the phenomenology of the ‘physical
world’ raises three immediate questions:

1 Given that the proximal neural causes and correlates of experiences are
inside the brain, how can one explain the fact that most visually experi-
enced objects and events seem to be outside the brain?

2 Are these experienced (phenomenal) objects and events really where they
seem to be?

3 What is the ontological status of the phenomenal world?

How can one explain that some experiences seem to be
outside the brain?

In recent years, the seemingly external, three-dimensional nature of the
visual world has been a point of departure for three competing theories
of how conscious experiences relate to the physical world: ‘transparency’
theory, ‘biological naturalism’, and reflexive monism. The contrasts between
these are particularly illuminating in that they highlight the main (current)
explanatory options and their consequences in a relatively clear way.4

Transparency theory

According to Tye (1995, 2007) perceptual experiences are transparent and
visual perception is rather like peering through a pane of glass:

suppose that you have just entered a friend’s country house for the first
time and you are standing in the living room, looking out at a courtyard
filled with flowers. It seems to you that the room is open, that you can
walk straight out into the courtyard. You try to do so and, alas, you
bang hard into a sheet of glass, which extends from ceiling to floor and
separates the courtyard from the room. You bang into the glass because
you do not see it. You are not aware of it; nor are you aware of any of
its qualities. No matter how hard you peer, you cannot discern the glass.
It is transparent to you. You see right through it to the flowers beyond.
You are aware of the flowers, not by being aware of the glass, but by
being aware of the facing surfaces of the flowers. And in being aware
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of these surfaces, you are also aware of a myriad of qualities that seem
to you to belong to these surfaces. You may not be able to name or
describe these qualities but they look to you to qualify the surfaces.
You experience them as being qualities of the surfaces. None of the
qualities of which you are directly aware in seeing the various surfaces
look to you to be qualities of your experience. You do not experience
any of these qualities as qualities of your experience. For example, if
redness is one of the qualities and roundness another, you do not experi-
ence your experience as red or round. . . . Visual experiences, according
to many philosophers, are like such sheets of glass. Peer as hard as
you like via introspection, focus your attention in any way you please,
and you will only come across surfaces, volumes, films, and their
apparent qualities. Visual experiences thus are transparent to their
subjects (Moore 1922). We are not introspectively aware of our visual
experiences any more than we are perceptually aware of transparent
sheets of glass. If we try to focus on our experiences, we see right
through them to the world outside. By being aware of the qualities
apparently possessed by surfaces, volumes, etc., we become aware that we
are undergoing visual experiences. But we are not aware of the experi-
ences themselves.

(Tye, 2007, p. 30)

Tye rightly notes that, in normal perception, we feel that we experience the
world, and that it doesn’t really make sense to say that one ‘experiences one’s
experiences’. We have experiences or, to use Tye’s words, we undergo them,
but ‘experiencing one’s experiences’ does seem to involve an unnecessary
(and non-existent) regression.

There are nevertheless two obvious problems with this analysis.
Tye is a physicalist and adopts the view that experiences are nothing more

than representations in the brain that are ‘transparent’. Consequently, on his
account, when we ‘introspect’ our experiences, we ‘see right through’ per-
ceptual representations in the brain to see the colours, smells and other qual-
ities that actually exist in the world.5 While this has a certain force as a
metaphor, it is difficult to see how this translates into a viable theory. How
can one ‘see right through’ one’s brain states? Who is it that does the looking?
For dualists, that ‘someone’ would presumably be a disembodied mind. But
for physicalists that ‘someone’ would itself have to be a state of the brain that
somehow sees through some other state of the brain. Either way, this sounds
suspiciously like an added, inner perceiver (or homunculus) – a suggestion
that is routinely dismissed in scientific and philosophical theories of con-
scious perception (a) on the grounds that there is no evidence for such
a homunculus, and (b) on the grounds that even if there were, all the prob-
lems of perception would simply regress to the homunculus (so it has little
explanatory value).

Tye does not deny that we do have experiences of colour, smell and so on;
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so, if these are not properties or qualities of experience as such (as Tye
insists), they must be properties of the world, as there is nothing else left of
which they could be properties – a form of ‘direct realism’. Although this
view has some currency amongst direct-realist, physicalist philosophers for
the reason that they need it to make their version of physicalism work as a
theory of consciousness, it is routinely dismissed by scientists.

Why? As van der Heijden et al. (1997) note in their commentary on a
similar position adopted by Block (1995), such a view simply does not take
the natural sciences seriously.

That there are colours in the external world is a naive idea, unsupported
by physics, biology, or psychology. Ultimately, it presupposes that the
representation (the perceived colour) is represented (as a perceived
colour). A perceptual system performs its proper function when it
distinguishes the relevant things in the outer world. For vision, the infor-
mation about these relevant things is contained in the structure and
composition of the light reflected by the outer world that enters the eyes.
For distinguishing the relevant things in the external world, a unique
and consistent representation of the corresponding distinctions in the
light is all that is required.

(van der Heijden et al., 1997, p. 158)

However, according to Block (1997), van der Heijden et al. are

wildly, unbelievably wrong. They say that we should give up the idea that
a rose or anything else is ever red. The only redness, they say, is mental
redness. But why not hold instead that roses are red . . . rejecting colors in
the mind? Why not construe talk of red in the mind as a misleading way
of expressing the fact that P-conscious states6 represent the world as
being red? And a representation of red need not itself be red (like the
occurrences of the word ‘red’ here).

(p. 165)

Of course Block is right that neural representations of red roses need not
themselves be coloured. But few claim that they are. What is claimed is that
once a normal, human visual system is activated in an appropriate way, a
visual experience of a red colour will result, irrespective of whether that
colour corresponds to a physical property out in the world. Penfield and
Rassmussen (1950), for example, demonstrated that direct microelectrode
stimulation of the visual system resulted in visual experiences, stimulation of
the temporal lobe in auditory experiences, stimulation of the somatosensory
system in tactile experiences, and so on. Given that such visual, auditory,
and tactile qualia can exist in the absence of the external physical properties
that they normally represent, it is not easy to see how they can be reduced
to such physical properties.
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Tye nevertheless tries to argue that qualia such as colour do reduce in this
way, basing his case partly on how things appear to us, and partly on evidence
that perceived qualia really do correspond quite well to properties measured
by physics. As Tye (1995) notes,

Certainly we do not experience colors as perceiver-relative. When, for
example, a ripe tomato looks red to me, I experience redness all over the
facing surface of the tomato. Each perceptible part of the surface looks
red to me. None of these parts, in looking red look to me to have a
perceiver-relative property. I do not experience any part of the surface as
producing a certain sort of response in me or anyone else. On the con-
trary, I surely experience redness as intrinsic to it, just as I experience the
shape of the surface as intrinsic to it.

(p. 145)

Given that we experience such colours as not being perceiver-relative, he
regards the view that they are perceiver-relative as ‘just not credible’ (p. 145).

Given that physicalism routinely denies the reliability of appearances as a
guide to what experiences are really like,7 Tye rests his case on shaky ground.
There are many obvious counterexamples. The colours of surfaces may seem
to be observer-independent, but the colours of after-images do not. For
example, if one stares at a red spot for a few minutes, one will experience a
green after-image that projects onto any surface that the eye fixates. The
apparent size of the after-image also increases as the judged distance of the
surface increases. So, if apparent, observer-dependence is to be the criterion
of what is ‘mental’, after-images are surely mental. The observer-dependence
of colour attached to surfaces in the world also becomes evident once the
visual system no longer functions in a normal way. In cases of red–green
colour blindness, for example, red can no longer be distinguished from green
– and in cases of achromatopsia the entire world appears in shades of grey.
More fundamentally, the reason that surfaces just appear coloured (without
any conscious contribution on our part) is due to the fact that visual process-
ing operates preconsciously. That is, once structured visual scenes appear in
conscious experience, the binding of colour with shape, movement and so on
has already taken place (Singer, 2007). Finally, it is important to note that
variations in how things are experienced cannot be used to decide whether or
not things are aspects of experience.

Tye’s second main argument relies on evidence that in some circumstances
the qualia–physical property correspondence may be relatively invariant.
Colours remain fairly similar for example when viewed outdoors, indoors
(illuminated by incandescent lamps), or through sunglasses. Tye asks,

Why should this be? Surely the most straightforward answer is that the
human visual system has, as one of its functions, to detect the real,
objective colors of surfaces. Somehow, the visual system manages to
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ascertain what colors objects really have, even though the only informa-
tion immediately available to it concerns wavelengths.

(Tye, 1995, p. 146)

After a review of some of the relevant evidence, Tye concludes that,

Colors are objective, physical features of objects and surfaces. Our visual
systems have evolved to detect a range of these features, but those to
which we are particularly sensitive are indirectly dependent on facts about
us. In particular there are three types of receptor in the retina, each of
which responds to a particular waveband of light, and the spectral reflect-
ances of surfaces at those wavebands (that is, their disposition to reflect
a certain percentage of incident light within each of the three bands)
together determine the colors we see. So the colors themselves may be
identified with ordered triples of spectral reflectances. An account of the
same general sort may be given for smells, tastes, sounds, and so on.

(Tye, 1995, p. 150)

Tye is right to point out that the way perceived colour maps onto given
patterns of light reflectance may be more invariant than is sometimes
thought. After all, it makes evolutionary sense for our perceptual systems
to pick out physical invariances when they occur and to translate these into
relatively invariant experiences. However, even a perfect correlation between
perceived qualia and events described by physics would not establish their
ontological identity. Causation, correlation, and ontological identity are
very different relationships, as we have seen in Chapter 3. Indeed, physical
descriptions as such do nothing to explain why one pattern of light reflect-
ances should be perceived as ‘red’, and another as ‘green’. Nor do physical
descriptions explain the rather arbitrary way the visual system translates elec-
tromagnetic energies with wavelengths ordered on a ratio scale into colour
categories ordered on a nominal scale. For example, wavelengths of 700 nm
are longer than wavelengths of 400 nm (by a ratio of 7:4). However, while red
is different from violet it is not longer than it. If our experiences simply
‘mirrored’ the world, we would expect the relationships between properties
described by physics to be more faithfully preserved in the way such relation-
ships are experienced. To this one must add the many differences in the way
given physical properties can be experienced both within and between species
(see Chapter 8 for a review). As van der Heijden et al. (1997) note, the view
that perceived qualia exist in the world in a way that is free of such biological
influences simply does not take the natural sciences seriously.

Biological naturalism versus reflexive monism

Although biological naturalism (BN) and reflexive monism (RM) offer very
different ways of understanding the relationship of consciousness to the
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brain and physical world, they share many background assumptions and
explanatory features. Consequently, to sharpen the issues in contention, I
will discuss them in tandem.

Unlike transparency theorists who view colour, spatial extension and so
on as observer-independent properties of the world, BN and RM both accept
that experiences themselves have qualities. These qualities usually represent
aspects of the world in useful ways developed over the course of biological
evolution, but are not necessarily qualities of the world itself. Rather, if we
take seriously the many alternative representations of the world offered by
physics and other sciences, our everyday experiences must only be rough and
ready representations of what is really going on8 – a standard view in science
variously known as ‘indirect realism’ or ‘critical realism’, with a lineage dat-
ing back to Newton, Galileo, and Locke.

In short, both BN and RM adopt a form of appearance–reality distinction
which accepts that the appearances of the world only indirectly represent (and
sometimes misrepresent) the nature of the world itself. For the purposes of the
following discussion I will call this ‘the world appearance–reality distinction’.

In the form defended by Lehar (2003) and Revonsuo (1995, 2006), BN, like
RM, also accepts that spatial extension is fundamental to visual experience,
and that the three-dimensional phenomenal world appears to be outside the
brain. However, BN is a form of physicalism. Consequently, unlike RM,
Lehar and Revonsuo also insist that this three-dimensional phenomenal
world can be nothing more than a brain state that must be inside the brain.
To reconcile this difference between how the phenomenal world appears and
how it really is, they suggest that the visual phenomenal world is in fact a
form of virtual reality. One’s experienced body with its surrounding experi-
enced world is part of this virtual reality – and, despite appearances, this
entire virtual world really only exists inside one’s brain.

In claiming conscious experiences that seem to be outside the brain to be
nothing more than brain states located in the brain, BN therefore goes on
to adopt a second appearance–reality distinction applied not to the contrast
between the appearances and nature of the world, but to the appearances
and nature of the appearances themselves. Let us call this ‘the appearance
appearance–reality distinction’.

It is on this issue that BN and RM part company. RM accepts the world
appearance–reality distinction, but rejects the appearance appearance–reality
distinction. According to RM conscious appearances really are (roughly)
how they seem to be.9

The appearance appearance–reality distinction is, of course, entirely con-
genial to those reductionist and eliminativist philosophers who wish to
question the nature or even the existence of conscious appearances. However,
BN (like RM) claims to be a nonreductionist theory, which raises the tricky
issue of how one can both argue that conscious appearances are really very
different from how they appear to be, and that one is being nonreductive
about conscious appearances.
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John Searle, for example, was one of the first to grapple with this issue. As
he noted,

Common sense tells us that our pains are located in physical space within
our bodies, that for example, a pain in the foot is literally in the physical
space of the foot. But we now know that is false. The brain forms a body
image, and pains like all bodily sensations, are parts of the body image.
The pain in the foot is literally in the physical space in the brain.

(Searle, 1992, p. 63)

At the same time, Searle wishes to defend the reality of conscious appear-
ances. Indeed, later in the same book, he concludes that, ‘consciousness
consists in the appearances themselves. Where appearance is concerned we
cannot make the appearance–reality distinction because the appearance is the
reality’ (Searle, 1992, p. 121; my italics).

Lehar (2003, 2006) develops the same point. He does not deny that the phe-
nomenal world appears to be out-there in space. On the contrary, ‘The inescap-
able conclusion is that visual experience is spatially structured. To deny the
spatial aspect of experience is to deny the single most characteristic property of
that experience, or what makes visual experience what it is’ (Lehar, 2006). Nor
does he have any doubt that such experiences are real.10 On the contrary,

the eliminative hypothesis turns epistemology on its head and asks us to
doubt the existence of the one and only thing that we can be absolutely
certain to exist, and that is our own experience. . . . Even in the case of
dreams and hallucinations, I can be absolutely certain that I am having
an experience, and I can be absolutely certain that that experience has the
properties I experience it to have. To claim that conscious experience is any
different than it is experienced to be, is a contradiction in terms!

(Lehar, 2006; my italics)

This illustrates the acute problem that apparent, external spatial location
poses for biological naturalism: if biological naturalism is true, experiences
are states of the brain, which are necessarily in the brain. However, if ‘the
appearance is the reality’, and if ‘I can be absolutely certain that experience
has the properties that I experience it to have’, then if the pain appears to be
in the foot, it really is in the foot, and if the phenomenal world appears to
be out there beyond the body surface then it really is out there beyond the
body surface.11 Either biological naturalism is true, or the appearance is
the reality. One can’t have both.

What science has discovered about the location of experiences

Let us weigh the alternatives. Has science discovered that (despite appear-
ances) pains really are in the brain as Searle suggests? It is true of course that

160 How to marry science with experience



science has discovered representations of the body in the brain, for example,
a tactile mapping of the body surface distributed over the somatosensory
cortex (SSC) – see Figure 7.1. The area of SSC devoted to different body
regions is determined by the number of tactile receptors in those regions. In
SSC, for example, the lips occupy more space than the torso. It has also been
found that regions of the body that are adjacent in phenomenal space may
not be adjacent in SSC. For example, we feel our face to be connected to our
head and neck, but in SSC, the tactile map of the face is spatially separated
from the map of the head and neck by maps of the fingers, arm and shoulder.
Thus, the topographical arrangement of the brain’s ‘body image’ is very
different from the body as-perceived.

Given this, how does the ‘body image’ in the brain relate to the body as-
perceived? According to Searle, science has discovered tactile sensations in
the body to literally be in the brain. However, no scientist has observed actual
body sensations to be in the brain, and no scientist ever will, for the simple
reason that, viewed from an external observer’s perspective, the body as

Figure 7.1 The topographical arrangement of the brain’s ‘body image’ on the soma-
tosensory cortex From Penfield and Rassmussen THE CEREBRAL
CORTEX OF MAN. Copyright © 1950 Gale, a part of Cengage Learning,
Inc. Reproduced by permission. www.cengage.com/permissions.
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experienced by the subject cannot be observed; one cannot directly observe
another person’s experience. Science has nevertheless investigated the rela-
tionship of the body image (in SSC) to tactile experiences. Penfield and
Rassmussen (1950), for example, exposed areas of cortex as they prepared
to remove cortical lesions that were responsible for focal epilepsy. To avoid
surgical damage to areas essential to normal functioning, they first explored
the functions of these areas by lightly stimulating them with a microelectrode
and noting the subject’s consequent experiences. As expected, stimulation
of the somatosensory cortex produced reports of tactile experiences. How-
ever, these feelings of numbness, tingling and so on were subjectively located
in different regions of the body, not in the brain. In sum, science has discovered
that neural excitation of somatosensory cortex causes tactile sensations,
which are subjectively located in different regions of the body. Rather than
being scientific evidence for BN, this effect is precisely the ‘perceptual projec-
tion’ that the reflexive model describes.12

In sum, science has found no evidence of tactile sensations in the brain.
Direct microelectrode stimulation of somatosensory cortex causes tactile
sensations that are subjectively located in different regions of the body. That
is exactly what the reflexive model describes. But if tactile sensations cannot
be found in the brain, viewed either from the experimenter’s third-person
perspective or from the subject’s first-person perspective, how can one justify
the BN claim that these are nothing more than brain states?

The scientific status of perceptual projection

Unlike BN, RM remains faithful to both the scientific evidence and everyday
experience. However, it still has to explain how phenomenal objects and
events get to be ‘out-there’ in the phenomenal world. The reflexive model of
perception in Figure 6.3 shows, in schematic form, how reflexive monism
works in human visual perception. As will be evident from the arrows at
the top of Figure 6.3 leading from the subject’s brain to the perceived cat,
the reflexive model posits a form of perceptual projection that completes the
reflexive process. However, it is important to be clear about what is meant
by ‘perceptual projection’ in order to convey its precise role in the model.
Crucially, perceptual projection refers to an empirically observable effect – for
example, to the fact that this print seems to be out here on this page and
not in your brain. In short, perceptual projection is an effect that requires
explanation; perceptual projection is not itself an explanation. We know
that preconscious processes within the brain, interacting with events in the
external world, produce consciously experienced events, which may be sub-
jectively located and extended in the phenomenal space beyond the brain, but
we don’t really know how this is done. We also know that this effect is
subjective, psychological, and viewable only from a first-person perspective.
Nothing physical is projected from the brain.13

How can one investigate this effect scientifically? There is convincing
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evidence that the experience of depth is, in part, a construction of the mind/
brain, for example in cases of depth perception arising from cues arranged on
two-dimensional surfaces in stereoscopic pictures, 3D cinemas, holograms,
and virtual realities – and I have reviewed scientific evidence for perceptual
projection in various other sense modalities in Chapter 6, and in more detail
in Velmans (1990a). One can also study underlying processes such as the
perception of distance and location in space – standard topics in the psych-
ology of perception that one can find in any introductory psychology text-
book. One can study the cues, or information, in the light that contribute to
depth perception (Hershenson, 1998); one can study the neural structures that
support it (e.g. Goodale and Milner, 2004; Goodale, 2007); and one can study
the various instances where depth perception breaks down (Robertson, 2004).
One can also study how the judged metrics of phenomenal space relate to
physical measurements of space (e.g. Lehar, 2003) and how both of these
relate to neural state space. Given that neural state space is (by definition)
in the brain, and that phenomenal state space is (according to RM) mostly
outside the brain, an understanding of how neural state space relates to phe-
nomenal state space would also provide a topology of perceptual projection.

In short, accepting ‘perceptual projection’ as a ubiquitous, but poorly
understood perceptual effect does not place it beyond science. Rather, it draws
attention to the need to investigate it more deeply. Accepting that the phe-
nomenal world is part of conscious experience also encourages an expanded
study of how perceptual processes in the brain combine to support such
an integrated, three-dimensional experience (a point on which RM and BN
fully agree). A fuller understanding of perceptual projection also offers a
more unified understanding of a wide range of phenomena experienced to
have both location and extension, including phenomena as diverse as lucid
dreams, hallucinations, eidetic imagery, the creation of virtual realities, the
construction of a body image, and the normal perception of events in three-
dimensional space. Accepting perceptual projection as a normal effect (when
perceptual processes form representations of events in the world) also makes
it easier to understand what happens in artificial or pathological situations.
For example, three-dimensional virtual worlds can be understood to arise
from artificial stimulation of the same projective processes that create normal,
phenomenal worlds. Hallucinations can be understood to result from mental
models that erroneously project information that has an internal rather than
an external origin (consequent on a breakdown of the usually reliable model-
ling of internal versus external events). And projection, transference and
counter-transference of the kinds that arise in therapeutic interactions can be
understood as similar internal/external confusions where information about
one’s own feelings, thoughts or past experiences are bound into one’s pro-
jected experience of another human being. As the processes that achieve
‘binding’ and ‘projection’ operate preconsciously, one literally experiences
others to manifest the traits and qualities which in reality are one’s own.

There is however an important caveat. While such studies all contribute
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to our understanding of perceptual projection viewed as a psychological
effect, they do not fully explain how proximal neural causes within the brain
support visually experienced events that seem to be outside the brain. For
this, we require an added explanatory model – and no adequate explanatory
model currently exists.14 As we have seen in Chapter 6, holograms and virtual
realities provide tempting analogies. There are, for example, many tempting
similarities between projection holograms and projected visual experiences.
However, there is little convincing evidence (as yet) that there is literally
a ‘neural projection hologram’ in the brain. While virtual realities do not
completely explain perceptual projection either, they provide added ways of
studying its operation, thereby further illuminating the processes underlying
perceptual projection.

Critical differences between biological naturalism and reflexive
monism

Given that both BN and RM accept that visual perception has spatial charac-
teristics, and given that RM views perceptual projection as a psychological
effect, it should be clear that scientific investigations of the spatial nature of
perception and perceptual projection can inform both theories. Let us turn,
therefore, to the critical issues that divide them.

Driven by its physicalist philosophy, BN is forced to argue that conscious
appearances are really nothing more than brain states that are, by definition,
in the brain. On this view not only are conscious appearances not what they
appear to be, but they are also not where they appear to be. Given that
defenders of BN also wish to claim that ‘where appearance is concerned we
cannot make the appearance–reality distinction because the appearance is
the reality’ (Searle) and that ‘I can be absolutely certain that that experience
has the properties I experience it to have’ (Lehar), this produces a serious
internal inconsistency, as we have seen. Either the appearance–reality distinc-
tion applies to conscious appearances, or it doesn’t. One can’t have both.
The insistence that the apparent location of experiences has no bearing on
their actual location also makes this aspect of BN unfalsifiable.

In contrast, I suggest that RM is an internally consistent, ‘common-sense’
position that closely follows the contours of everyday experience, which
accepts that conscious appearances really are (roughly) how they seem. It
is consistently realist about experiences without being naïvely realist about
experiences. RM also fully accepts the findings of science regarding the evi-
dence for perceptual projection and its causes, along with the evidence for
other neural causes and correlates of conscious experience in the brain. In
sum, RM understanding of conscious phenomenology conforms closely to
all the first- and third-person evidence, giving it greater ‘ecological validity’
than BN which requires one to discount those aspects of the first-person
evidence that relate to apparent spatial location and extension (‘ecological
validity’ is a standard test of a psychological theory that assesses how well it
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applies to real-life situations). Perhaps, given the current physicalist zeitgeist,
these differences between BN and RM are not decisive. However, these differ-
ences have some further, surprising consequences – and it is in terms of these
consequences that the theories can be judged.

Is the entire phenomenal world inside the brain?

Like RM, BN (as developed by Lehar, Revonsuo and Gray) takes it
as self-evident that the three-dimensional phenomenal world extends to one’s
perceptual horizons and the perceived dome of the sky. However, unlike
RM, BN claims that this entire phenomenal world is just a virtual reality
located inside the brain. This leads to a surprising conclusion. As Lehar
(2003) rightly points out, if the phenomenal world is inside the brain, the real
skull must be outside the phenomenal world (the former and the latter are
logically equivalent).

Let me be clear. If one accepts that:

(a) The phenomenal world extends to the experienced horizon and dome
of the sky.

(b) The phenomenal world is literally inside the brain.

It follows that:

(c) The real skull (as opposed to the phenomenal skull) is beyond the experi-
enced horizon and dome of the sky.

While Lehar (2003), Revonsuo (2006) and Gray (2004) accept that this
conclusion is entailed by (a) combined with (b), Lehar admits that this
consequence of biological naturalism is ‘incredible’. And, rather than aban-
doning the view that the phenomenal world is in the brain, Lehar, Revonsuo
and Gray accept this consequence. As Searle once wryly commented (on a
different theory), ‘It is rather as if someone got the result 2+2=7 and said
“Well maybe 2 plus 2 does equal 7.” ’15

Note that the difference between RM and BN on this issue also has very
different consequences for how one thinks about the nature of the real skull
and brain. RM adopts critical realism – the conventional view that, although
our experiences do not give us a full representation of how things really are,
they normally provide useful approximations. As a first approximation,
brains are what one finds inside the skulls that we feel sitting on the tops of
our necks, that one can find pictures of in neurophysiological textbooks, and
that are occasionally to be seen pickled in jars. Although I accept that these
‘skulls’ and ‘brains’ are really phenomenal or experienced skulls and brains,
these mental models are roughly accurate. Consequently, the location and
extension of the phenomenal and real skull and brain closely correspond.

Lehar also accepts that phenomenal skulls and brains are mental models
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of real ones, but BN forces him to claim that the real skull is beyond the
experienced dome of the sky. If so, our assumption that the real brain is more
or less where it seems to be (inside the experienced skull) must be a massive,
communally shared delusion! The alternative is that the BN understanding of
conscious phenomenology is wrong. Not only is the notion of a skull beyond
the experienced universe unfalsifiable (it would always be beyond any phe-
nomena that one could actually experience), but it is also hard to know in
what sense something that surrounds the experienced universe could, in any
ordinary sense, be a ‘skull’ (it certainly isn’t the skull that we can feel on top
of our necks). Nor is it easy to grasp in what sense something that contains
the experienced universe is a ‘brain’ (it certainly isn’t the brain that one can
perceive inside the skulls on top of our necks).16

In my view, this casts an entirely different light on the so-called ‘scientific’
status of biological naturalism and the so-called ‘unscientific’ claims of the
reflexive model. Put your hands on your head. Is that the real skull that you
feel, located more or less where it seems to be? If that makes sense, the
reflexive model makes sense. Or is that just a phenomenal skull inside your
brain, with your real skull beyond the dome of the phenomenal sky? If the
latter seems absurd, biological naturalism is absurd. Choose for yourself.

The importance of this issue cannot be overemphasised, as an entire
worldview depends on it. Following the best traditions of intellectual hon-
esty, the ‘incredible’ consequence of biological naturalism (the ‘skull beyond
the sky’) has been pointed out by one of its staunchest defenders (Lehar) and
this consequence is accepted by other respected defenders of BN (Revonsuo
and Gray). But no position can survive a reductio ad absurdum. So, if the
‘skull beyond the sky’ is absurd, some other assumption underlying BN needs
to be changed – perhaps in the direction that RM suggests.

Is the phenomenal world really where it seems to be?

The reflexive model fits in with common sense. But, to understand how experi-
enced objects and events might really be (roughly) where they are experienced
to be, we have to look more closely at the way that phenomenal space relates to
‘real’ space. No one doubts that physical bodies can have real extension and
location in space. Dualists and reductionists nevertheless find it hard to accept
that experiences can have a real, as opposed to a ‘seeming’, location and exten-
sion. They do not doubt, for example, that a physical foot has a real location
and extension in space, but, for them, a pain in the foot can’t really be in
the foot, as they are committed to the view that it is either nowhere or in the
brain. For them, location in phenomenal space is not location in real space.

According to reflexive monism, however, this ignores the fact that, in
everyday life, we take the phenomenal world to be the physical world. It also
ignores the pivotal role of phenomenal space in forming our very understand-
ing of space, and, with it, our understanding of location and extension in
measured or ‘real’ space.
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What we normally think of as the ‘physical foot’ for example is actually the
phenomenal foot (the foot as seen, felt and so on). That does not stop us from
pointing to it, measuring its location and extension and so on. If so, at least
some phenomenal objects can be measured. While a pain in the foot might
not be measurable with the same precision, few would doubt that we could
specify its rough location and extension (and differentiate it for example from
a pain in the back).

What we normally think of as ‘space’ also refers, at least in the initial
instance, to the phenomenal space that we experience through which we
appear to move. Our intuitive understanding of spatial location and exten-
sion, for example, derives in the first instance from the way objects and events
appear to be arranged relative to each other in phenomenal space (closer,
further, behind, in front, left, right, bigger, smaller and so on). We are also
accustomed to making size and distance estimates based on such appear-
ances. This print for example appears to be out here in front of my face, and
THIS PRINT appears to be bigger than this print. However, we recognise
that these ordinal judgements are only rough and ready ones, so when we
wish to establish ‘real’ location, distance, size or some other spatial attribute,
we usually resort to some form of measurement that quantifies the dimen-
sions of interest using an arbitrary but agreed metric (feet, metres, etc.),
relative to some agreed frame of reference (for example a Euclidian frame of
reference with an agreed zero point from which measurement begins). The
correspondence or lack of correspondence between phenomenal space and
measured space is assessed in the same way, by comparing distance judge-
ments with distance measurements in psychology experiments. For example,
I can estimate the distance of this phenomenal print from my nose, but I
can also place one end of a measuring tape on the tip of my nose (point zero)
and the other end on this print to determine its real distance.

Such comparisons allow one to give a broad specification of how well
phenomenal space corresponds to or maps onto measured space. There are
of course alternative representations of space suggested by physics (four-
dimensional space-time, the eleven-dimensional space of string theory, etc.)
and non-Euclidian geometries (e.g. Riemann geometry). However, a com-
parison of phenomenal to measured (Euclidian) space is all that we need to
decide whether a pain in my foot or this perceived print on this page is, or is
not, really in my brain. According to the reflexive model, phenomenal space
provides a natural representation, shaped by evolution, of the distance and
location of objects viewed from the perspective of the embodied observer,
which models real distance and location quite well at close distances, where
accuracy is important for effective interaction with the world. My estimate
that this page is about 0.5 metres from my nose, for example, is not far off.
However, phenomenal appearances and our consequent distance judgements
quickly lose accuracy as distances increase. For example, the dome of the
night sky provides the outer boundary of the phenomenal world, but gives a
completely misleading representation of distances in stellar space.
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Note that, although we can use measuring instruments to correct unaided
judgements of apparent distance, size and so on, measuring tapes and related
instruments themselves appear to us as phenomenal objects, and measurement
operations appear to us as operations that we are carrying out on phenomenal
objects in phenomenal space. In short, even our understanding of ‘real’ or
measured location is underpinned by our experience of phenomenal location.
And crucially, whether I make distance judgements about this perceived print
and judge it to be around 0.5 metres in front of my face, or measure it to
find that it is only 0.42 metres, does not alter the phenomenon that I am judging
or measuring. The distance of the print that I am judging or measuring is
the distance of this perceived print out here on this visible page, and not the
distance of some other (non-existent) ‘experience of print’ in my brain.

Observer-dependent versus observer-independent existence and
location

There is however a complication. According to RM, in normal veridical
perception, experienced phenomena are projected onto objects and events
themselves. Consequently, in everyday life, we usually behave as naïve realists,
and treat the objects and events we perceive as if they were the objects and
events themselves. This produces a potential ambiguity that, in the analysis
of phenomenal location and distance above, can lead to confusion – for
example, a confusion of the experienced object (the ‘intentional object’) with
the object itself. One might accept, for example, that when measuring or
judging the distance of this print on this page, one can measure the distance
of the print itself or page itself, while rejecting the suggestion that this
amounts to measuring the distance of the phenomenal print or page – or that
one is, in any sense, measuring the distance of an experience.

The observer-dependence of experienced phenomena adds a further com-
plication. In so far as the appearance of phenomena depends on the
perceptual-cognitive systems and supplementary observation arrangements
employed by an observer, experienced phenomena have an observer-
dependent existence. It follows that their phenomenal properties, including
their phenomenal location and distance, are likewise observer-dependent. By
contrast, according to the critical realism that RM adopts, things themselves
can exist at a given location whether they are observed or not.17 Con-
sequently, the apparent location and distance of the phenomenal print are
observer-dependent, while the print itself has a location that is, in a sense,
observer-independent.18 Given all this, in what sense can one claim the appar-
ent location and distance of experienced phenomena to be ‘real’?

Virtual realities provide a convenient way to sort out these relationships for
the reason that in VR we can remove the tight linkage of projected, phenom-
enal objects onto objects themselves. At the time of writing, some of the most
convincing virtual realities are provided by 3D cinemas that use polarised
spectacles to direct different views of a visual scene to the left and right eyes,
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thereby employing retinal disparity to create the impression of virtual objects
distributed in a three-dimensional virtual space. So-called ‘4D’ cinemas
which mix virtual with real effects are even more convincing. A virtual arrow
flying past one’s right ear can, for example, be accompanied by a real rush of
air past one’s ear (which is actually generated by the seat in front).

One can employ the same mix of real and virtual objects to measure the
distance of virtual objects – thereby literally measuring the distance of an
experience. For example, in the film Bugs, a virtual spider appears to come
down a thread suspended from the ceiling of the theatre to spin a web posi-
tioned about a foot in front of one’s face. To measure the distance of the
virtual spider from one’s face, all one has to do is to line up one end of a
measuring tape with the spider and place the other end on the tip of one’s
nose. As the virtual spider has no solidity, this measurement can, of course,
only be a rough one, as one has to judge the alignment of the end of the
tape with that of the spider. But that does not make quantification of appar-
ent distance impossible. Similar comparisons of visual appearances with
reference-measuring objects are commonly made to quantify visual illusions
in psychology experiments.

Note that although the distance of the virtual spider from one’s face is real
in the sense that it is (roughly) measurable, both the existence of the virtual
spider and its location are observer-dependent. It is obvious, for example, if
the entire audience closed their eyes for a moment, that no virtual spiders
would exist (in any sense) during that moment. It is also important to note
that the location of each virtual spider, perceived by each member of the
audience, is observer-relative to that member of the audience. Each virtual
spider will appear about a foot in front of each observer’s face, irrespective
of how the observers are positioned relative to each other, and the apparent
distance of the virtual spider from a given observer will be affected in only
a minor way if that observer moves around the room.

A virtual reality thought experiment

Suppose now that we replace the virtual spider with a real spider that spins
its web about a foot in front of one’s face, and, for the purpose of this
thought experiment, suppose that the virtual spider and real spider are visu-
ally identical. In this situation, the initiating causes of the observer’s per-
ceptual processing are different. In the virtual case, processing was based on
information arriving at the visual system generated by the cinema screen
combined with the polarised spectacles, while in this case it is initiated by
the pattern of light reflectances from the surface of the spider itself. What is
perceived is nevertheless the same – and, as before, one can line up one end
of a measuring tape with the real spider and place the other end on the tip of
one’s nose to measure its distance from one’s face.

While the existence of the spider in this instance is observer-independent in
the sense that it will continue to exist and spin its web whether it is observed
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or not, its appearance remains observer-dependent. Indeed there is no differ-
ence in this situation between the appearance of the real spider and that of
the virtual spider. Likewise, although the real spider can be said to have an
observer-independent location relative to other objects in the world (it has
a location relative to other objects whether it is observed or not),19 each
observation of its location can only be based on where it is seen to be, and is
likewise observer-dependent. Indeed, if one uses the measuring tape in the
way described above, the very same measurement operations can be applied,
with the same result, to the real spider and the virtual spider.

And here’s the point: the virtual reality thought experiment demonstrates
that the very same measurement operations can be applied to real and virtual
objects to determine their location – in spite of the fact that in the case of a
virtual object, one is unambiguously measuring the location of an experience.
It goes without saying that the existence and properties of such experiences
are observer-dependent, as are the phenomenal properties of objects them-
selves. Nevertheless, in cases of veridical perception we habitually base our
initial judgements about the nature of objects themselves on their observed
phenomenal properties, and consequently judge their measured location
(based on appearances) to be an observer-independent property of the object
itself. Nor do we have any doubts that objects themselves are really out-there
beyond the body surface.

Given this, are phenomenal objects also really out-there beyond the body
surface? It depends on what one means by ‘really’. If one means, ‘do they
have an observer-independent existence out-there in the world?’, then of
course they don’t. But, if one means that they have a measurable distance and
location out there in the world, then they really do. Is there any empirical
evidence to the contrary? No. Such phenomenal objects do not appear to be,
and certainly can’t be measured to be, located in the brain.20

Is the phenomenal world physical or psychological?

Let us turn, finally, to the ontology of the phenomenal world (in RM), which
has also, at times, been puzzling to its critics. For example, in a recent online
commentary on RM, Voerman (2003) asks,

If there really is a phenomenal cat ‘out there’, on the table, in addition to
the noumenal cat, then what kind of material is there on my table out
of which the phenomenal cat is composed, and how did it get there? Of
course, Velmans would not give a straight answer to this question,
because he would not want to agree that there is material ‘out there’ in
addition to the material out of which the noumenal table and cat are
composed. For that would make him a substance dualist, and he wants
to be a monist.

And Van de Laar (2003)21 is puzzled by a similar issue,
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Should we take projection seriously and interpret Velmans as saying
that the brain is in fact projecting ‘stuff’ onto the things themselves?
This would amount to a world that contains the individual things
themselves and further is smeared all over by projected phenomenal
experiences belonging to all kinds of different creatures like for example
Homo sapiens.22

Scientific investigations of how experiences get to be ‘out-there’ (the investi-
gation of mechanisms underlying perceptual projection) have already been
discussed above. However, the question of what it is that gets projected
is a further, legitimate question. Conventionally, we think of the manifest
universe as consisting of autonomously existing material objects that are
observer-independent along with our conscious experiences of those objects
that are observer-dependent. How does that address the questions raised by
Voerman and Van de Laar above? The situation is shown in microcosm in
Figure 6.3, where there is just one material cat out there in the world – the
‘noumenal’ cat which exists whether the subject perceives it or not. When the
subject or the external observer looks at the noumenal cat, it is a phenomenal
cat that they see. So we have a cat itself (the noumenal cat) whose existence
and nature are observer-independent, and a seen (phenomenal) cat that repre-
sents the noumenal cat, whose existence and nature are observer-dependent.
In everyday life we usually think of the cat we see as a ‘physical cat’ and, for
the purposes of everyday life, we usually treat it as being the cat itself rather
than a representation of the cat itself. But this does not double the number
of actual cats, nor does it ‘smear’ any additional phenomenal cats all over
the noumenal cat. Rather, the one, noumenal cat has as many numerically
distinct appearances as there are views of it by individual observers.

Although it would be misleading to think of the phenomenal cat as com-
posed of ‘physical material’, it does have an ontology, which can initially be
described in terms of its properties – and in the case of phenomenal cats, its
properties are its experienced properties. It looks fat and furry, it feels sleek,
warm and solid, it is seen to have a particular location and extension in
phenomenal space and so on. Note again that in everyday life we habitually
treat properties such as fat, furry, sleek, warm, solid, seen location and exten-
sion as ‘physical’ properties of the cat itself – indeed, according to physicalist
philosophers such as Tye and Block, such properties really are properties of
the cat itself (see critique of transparency theory above). However, according
to RM these are only biologically evolved representations of the cat itself that
physics would describe in different ways. Its warmth, for example, might be
described in terms of the Brownian motion of its surface molecules, its solid-
ity in terms of its internal molecular bindings, its apparent location and
extension in terms of its measured location and extension relative to some
reference frame, and so on. As before, each phenomenal property is ‘psycho-
logical’ in the sense that it is an experienced property produced by pre-
conscious interaction of the cat itself with the observer’s perceptual-cognitive
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systems. But, conventionally, we also treat it as ‘physical’ for the reason that it
represents something about the actual (noumenal) cat that physics would
describe in a related, but often very different way.23

How the phenomenal world relates to processing in the mind/brain

Given that the phenomenal cat is in fact a psychological (mental) representa-
tion (of something that exists out there in the world), we can further clarify
its ontology by examining its relation to the processes that support it within
the mind/brain. Here RM tells a conventional story. It assumes that each
phenomenal feature of the cat has a distinct neural correlate that encodes the
same information (about the cat itself). From the perspective of an external
observer, this correlate will appear as a form of neural encoding (in neural
state space), while from the subject’s perspective the same information (about
the cat itself) appears in the form of a phenomenal cat located and extended
in phenomenal space. Consequently, representations in the mind/brain have
two (mental and physical) aspects, whose apparent form is dependent on the
perspective from which they are viewed.24

Given its intimate links to the brain, does it follow that the phenomenal
world is nothing more than a state of the brain, as biological naturalism and
other forms of physicalism suggest? No. Within RM the brain is simply what
the human mind looks like when it is viewed from an external (third-person)
perspective, and neither the observations of external observers nor those of
subjects have a privileged status. Suppose, for example, that I ask you to look
at a cat out in the world while I examine the physical correlates of what you
see in your brain (in the way shown in Figure 6.3). In terms of their phenom-
enology, my observations of your brain states are just my visual experiences
of your brain states. While I examine your brain I simply report what I see
(whether or not I am aided by sophisticated equipment), and while you are
looking at the cat you simply report what you see. In this situation, we both
experience something out in the world that we would describe as ‘physical’.
You have a visual experience of a cat, located beyond your body, out in the
world. I have a visual experience of the physical correlates of your experience
(the cat that you see) beyond my body, in your brain.

What you see is a phenomenal cat – a visual representation containing
information about the shape, size, location, colour and texture of an entity
that currently exists out in the world beyond your body surface. What I see is
the same information encoded in the physical correlates of what you experi-
ence in your brain. That is, the information structure of what you and I
observe is identical, but it is displayed or ‘formatted’ in very different ways.
From your point of view, the only information you have (about the entity in
the world) is the phenomenal cat you experience. From my point of view, the
only information you have (about the entity in the world) is the information I
can see encoded in your brain. The way your information (about the entity in
the world) is displayed appears to be very different to you and me for the
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reason that the ‘observational arrangements’ by which we access that infor-
mation are entirely different. From my external, third-person perspective I
can only access the information encoded in your neural correlates by means
of my visual or other exteroceptive systems, aided by appropriate equipment.
Because you embody the information encoded in your neural correlates and
it is already at the interface of your consciousness and brain, it displays
‘naturally’ in the form of the cat that you experience.25

You experience a cat, rather than your neural encodings of the cat, for
the reason that it is the information about the world (encoded in your neural
correlates) that is manifest in your experience rather than the embodying
format or the physical attributes of the neural states themselves.26 I observe/
experience the neural encodings of the cat in your brain (rather than the cat)
for the simple reason that my visual attention is focused on your brain, not
the cat. If I wanted to experience what you experience, I would have to shift
my attention (and gaze) away from your brain to the cat.27

From my ‘external observer’s perspective’, can I assume that what you
experience is really nothing more than the physical correlates that I can
observe? From my external perspective, do I know what is going on in your
mind/brain/consciousness better than you do? Not really. I know something
about your mental states that you do not know (their physical embodiment).
But you know something about them that I do not know (their manifestation
in experience). Such first- and third-person accounts of mind are comple-
mentary and mutually irreducible. We need your first-person story and my
third-person story for a complete account of what is going on.

The suggestion that the mind has physical and phenomenal aspects that
are only knowable from respectively third- and first-person perspectives
combines the ontological dual-aspect monism of RM with a form of epi-
stemological dualism. The suggestion that these third- and first-person ways
of knowing the mind are complementary and mutually irreducible adds a
further psychological complementarity principle. We return to all these issues
in Part III of this book.28

Notes
1 For McGinn (1995) this emergence of something non-spatial from something

spatial reveals a deep mystery about the nature of space which may be beyond our
powers of comprehension (p. 163). I have argued the opposite: as noted in Chapter
6, the operation of perceptual projection has been and is a rich topic for scientific
research that is entirely within our powers of comprehension (even if we don’t as
yet know exactly what is going on).

2 Note that various Eastern philosophies refer to a state of ‘pure’ content-less
consciousness (accessible via meditative techniques) that forms a ground state
within which the play of phenomenal experiences takes place. However this should
not be confused with Marcel’s suggestion that a given experience such as a pain
in the finger is (as a vehicle) ‘in your head’. Within Eastern philosophies, states
of pure consciousness are not thought to have attributes such as ‘location in the
head’. We return to this issue in Chapter 13, where I explore the possibility that the
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‘nature of mind’ is, in a deeper sense, the ‘carrier’ of conscious experience – and
that the nature of mind can only be inferred from the nature of both conscious
experiences and their neural correlates, encompassing them both.

3 I have borrowed Immanuel Kant’s term, the ‘thing itself’, but unlike Kant I will
argue that the thing itself is knowable, albeit imperfectly – see Chapter 8.

4 The current intellectual landscape is however somewhat more complicated.
‘Biological naturalism’ could be thought of as a broad heading to describe all
theories that view conscious experiences as brain states (see, for example, Searle,
2007), but this term is used here in the narrower sense adopted by Lehar (2003) to
describe a group of physicalist theories that deal specifically with the spatial nature
of the phenomenal world (see also Revonsuo, 2006, and Gray, 2004). These theor-
ies are particularly interesting in that, like reflexive monism, they fully accept the
rich phenomenology of conscious experience while nevertheless claiming to be
nonreductive forms of physicalism. As will become apparent later in this book,
‘reflexive monism’ is a broad position with many consequences (alongside ‘dual-
ism’, ‘physicalism’ and so on); however, on the issue under discussion it can be
viewed as a form of ‘projectivism’ (see, for example, Boghossian and Velleman,
1989; Wright 2003); it could also be classified as a form of ‘radical externalism’ (a
term recently introduced by Honderich, 2006). Recent ‘enactive’ theories of the
mind can also be said to be ‘externalist’. However, such theories deal largely with
the distributed nature of the causes of perception, rather than the external nature
of the resulting conscious phenomenology, and so I do not consider them in detail
here (but see discussion in Velmans, 2007a).

5 Notice that Metzinger (2003) also uses the term ‘transparency’ to describe the
fact that we are not aware of inner representations as being representations; rather
we seem to ‘look through’ our inner representations directly onto the world (see
Chapter 5). However, in Metzinger’s analysis this is what makes the inner represen-
tations conscious – the representations are not literally transparent media that
give access to physical properties that exist in the world as such. In adopting this
latter view, Tye’s position resembles naïve realism – which, in its older, classical
version, amounts to the view that we ‘look through the windows of our own eyes
to see the world as it really is’.

6 P-conscious states are states of phenomenal consciousness, contrasted in Block’s
analysis with A-conscious states, which provide information access.

7 For example, physicalism routinely claims that conscious qualia, contra appear-
ances, are just states of the brain.

8 To be more precise, while human perceptual representations are normally useful,
they are species-specific, approximate, and incomplete. Being representations,
they can also, at times, be misrepresentations of what is really going on (in cases
of misperception, illusion, hallucination and so on). A detailed analysis of how
the dimensions of experience relate to the dimensions of the physical world as
measured by physical instruments is given in Chapter 8.

9 In rejecting the appearance appearance–reality distinction, RM is committed to a
form of realism about appearances, but not to naïve realism about appearances –
and I have added the qualifier ‘roughly’ to take account of the fact that our
descriptions and understanding of our own phenomenology are revisable depend-
ing on many factors: how we attend to that phenomenology, what descriptive
systems or measurement systems are available, how well experienced distance and
location correspond to measured distance and location, and so on. Consequently
our beliefs about our conscious experiences are revisable, but they are not, under
normal circumstances, completely wrong. We might for example erroneously
believe that we would always notice major changes in the areas of the visual field
to which we attend, although experiments on change blindness show this to be
false. On the other hand, we are not usually wrong about our ability to see (unless
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we suffer from anosagnosia) or, in ordinary circumstances, about what we can see,
hear, feel, and so on (unless there is clear evidence to the contrary). There are
extensive areas of psychological research (perception, attention, psychophysics,
etc.) devoted to the study of such issues, and RM adopts a form of critical phe-
nomenology that is typical in such research – see discussion in Chapter 9 and in
Velmans, 2007c).

10 Lehar would claim to be a ‘nonreductive physicalist’, but is nevertheless reductive
in the sense that he insists that, contra appearances, conscious experiences are
nothing more than brain states. However he is not an eliminativist for the reason
that he believes that these conscious brain states are real.

11 Strictly speaking, of course, what we normally think of as ‘the foot’ is actually
the experienced (phenomenal) foot, and what we think of as ‘the body surface’
is, likewise, the experienced (phenomenal) body surface. One might argue there-
fore that relations such as a pain being ‘in’ a foot, or the external world being
‘beyond’ the body surface, only obtain within this world of appearances. I will
return to this issue in the discussion of how phenomenal space relates to physical
space below.

12 Given that direct cortical somatosensory stimulation bypasses normal sensory
input channels, this projective effect is a surprising empirical finding, and con-
sequently a valid empirical test of BN versus RM on this point. If the apparent
external location of many experiences is a kind of illusion or hallucination as
BN suggests (see later discussion), it might be possible, under suitable experi-
mental conditions, to experience such phenomena as they really are and the
findings could have turned out differently. For example, in the study of ‘inside-
the-head-locatedness’ discussed in Chapter 6, Laws (1972) found that he could
manipulate whether sounds presented through earphones were experienced to be
inside the head or out in the world, by switching in an electrical equalising circuit
that reproduced the spectral differences produced in external auditory stimuli
by the pinnae of the ears. Being an empirically based theory, RM fully accepts that
the location of the experienced sound in such experiments can be either ‘inside
the head’ or ‘out in the world’, depending on the state of the headphones and
how the acoustic cues that they provide are interpreted by the auditory system.
By contrast, BN either has to accept that some experiences are outside the brain,
which is inconsistent with them being nothing more than brain states, or it
has to insist that experienced sounds (and all other experienced phenomena) are
really in the brain whatever the phenomenal evidence – making this aspect of BN
unfalsifiable.

13 As noted in Chapter 6, I am not suggesting that there are rays emitted from the
eyes that light up the world. However, contrary to what Van de Laar (2003) sug-
gests, the fact that perceptual projection is not ‘physical’ in this sense does not
make it just ‘metaphorical’, or, as Lehar (2003, 2006) suggests, ‘ghostly’ or ‘spirit-
ual’. Psychological effects are real and investigable by science. A more detailed
discussion of this confused understanding of RM in Lehar and Van de Laar is
given in Velmans (2008a).

14 Transparency theory is not viable as an explanatory model for the reasons dis-
cussed above, while biological naturalism simply tries to explain the effect away by
denying that perceptual projection is a real effect. But viewing perceptual projec-
tion as an illusion does nothing to explain how that illusion comes about. If the
entire phenomenal world (including both one’s experienced skull and its visually
experienced surround) is part of a virtual reality that is literally located inside the
real skull and brain, then experiences might not actually be outside the brain.
However, that does not alter the way that they seem to be – and this manoeuvre
gets one no closer to explaining why things seem to be the way that they do. While
BN rightly makes the point that what we normally think of as the ‘skull’ is just a
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virtual skull (a skull as experienced), not to be confused with the real one, the
virtual external world still appears to be outside the virtual skull. So within BN
the problem of out-thereness simply regresses to relationships within the virtual
model (to relationships between the virtual skull and virtual surrounding world,
supposedly located inside the brain).

The absence of an adequate explanatory model for how neural causes and correl-
ates inside the brain support conscious experiences outside the brain does not
rule out the possibility of such a model any more than the current absence of
adequate models rules out their possibility in other areas of science. Nor is a
spatial separation of neural cause from experienced effect an impediment to the-
ory development. The existence of non-local connectedness is not peculiar to
brain states and projected experiences. Physics for example accepts that there are
various forms of non-local causation, such as gravity, non-locality in quantum
mechanics, and electromagnetism (for example in the way electrical current in a
wire produces a magnetic field outside the wire).

15 Searle’s comment was actually made in a New York Times book review of Chalmers
(1996) regarding the consequences of his view that anything that functions is
conscious solely by virtue of the fact that it functions (see Chapter 14). Given this
‘incredible’ consequence of BN, it seems appropriate to apply the same comment
to a position that Searle might wish to defend himself (Searle (2007) is undoubt-
edly a ‘biological naturalist’ but I only suggest that he might want to defend this
position as, at the time of writing, he has not, to my knowledge, directly addressed
this consequence of BN).

16 Readers with a particular interest in this debate should refer to the more detailed
treatment of it given in Velmans (2008a). Note that RM also postulates a global
‘envelope’ that contains the experienced universe. However, as will become appar-
ent in Part III of this book, within RM, reflexive observer–observed interactions
and their consequent experiences all take place within the psychophysical universe
itself, rather than in some ‘real skull’ beyond the dome of the experienced sky.

17 I refer here only to macroscopic things such as tables, chairs and cats that can
be adequately described (for most purposes) by classical physics, and, for the
purposes of this discussion, I will ignore quantum mechanical events where the
observer independence of observed events is much in dispute.

18 As before, we are concerned here only with macroscopic nearby objects (ignoring
both quantum mechanics and relativistic effects). Actual location can of course
only be assigned within some standardised measurement system that has an agreed
zero point from which measurement begins. So, in this sense, an assigned location
cannot be observer-independent even for these objects. However, this is tangential
to the issue under discussion. What matters here is that we can treat the location of
objects themselves as observer-independent in the sense that they have a location
whether they are being observed at any given moment or not.

19 While both the apparent and actual distance of the spider from the observer will
change if the observer moves away from or towards the spider, its location in
relation to other immobile objects in the room will remain the same.

20 Note that transparency theorists who argue that phenomenal properties are just
physical properties of objects themselves are thereby committed to the view that
such properties have both an observer-independent existence and a real location
out-there in the world. So, while they disagree with RM about the ontology of
phenomenal properties, they agree that such properties have a genuine location
out-there in the world that can be determined by measurement. However, virtual
objects that are visually indistinguishable from real ones are a serious problem for
this position, as their phenomenal properties appear to exist in spite of the fact
that the virtual objects are nothing more than appearances. Conversely, biological
naturalism, like RM, accepts that phenomenal properties are observer-dependent,
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but rejects measured location of phenomenal objects as a criterion of their ‘real’
location as this would require BN to abandon the doctrine that phenomenal
objects are really in the brain. As noted above, this doctrine has the absurd con-
sequence that the real skull is beyond all the objects we could ever see (the skull
beyond the visible universe), and, rather than abandoning their philosophical
position, biological naturalists accept this consequence. However, the rejection
of measured location as a criterion of actual location produces a further, serious
problem for BN. Given that the normal method of determining location is to
measure it, on what grounds, other than doctrinal ones, can one justify the
rejection of measurement as a way of determining the locations of phenomenal
objects, particularly where these correspond to the locations of the objects
themselves?

21 Voerman (2003) and Van de Laar (2003, 2007) have both published detailed online
commentaries on RM which do not appear to have been published in peer-
reviewed journals. Unfortunately these both contain many confusions about RM
that I cannot address here as they would take us too far afield. However, some of
the questions they raise are good ones, and exemplify common confusions that
I am pleased to have the opportunity to address.

22 Voerman (2003) also writes, ‘Sometimes, Velmans says that the cat experience is
out there, but that this is “phenomenally speaking”. What could that mean? If it
means that the experience is not there noumenally speaking, then where is it, nou-
menally speaking?’ In order not to lose sight of the issue under discussion (is the
phenomenal cat in the brain or out there where it seems to be?), and given that
physics offers a number of competing models for what Voerman refers to as ‘nou-
menal space’, I have restricted my analysis to how phenomenal space relates to
measured Euclidian space in the ways outlined above. If a phenomenon can be
measured to be at a given location, we can for these purposes regard that as its
‘real’ location.

23 That perceived phenomena can be thought of as either ‘physical’ or ‘psycho-
logical’ depending on the relationships under consideration has been recognised for
well over 100 years – for example in the work of neutral monists such as Mach,
James, and Russell, as we have seen in Chapter 3.

24 This is a form of dual-aspect monism, expressed in this instance as a dual-aspect
theory of information. Note too that this dual-aspect nature of mind provides a
way of making sense of James’s observation ‘that what is evidently one reality
should be in two places at once, both in outer space and in a person’s mind’.
The external phenomenal world appears to exist in what we normally think of
as the external space surrounding our bodies, but it is nevertheless a mental repre-
sentation (of the world itself) and it is, in this sense, ‘in the mind’. According to
dual-aspect monism, the information displayed in such spatially extended phe-
nomenal representations is also encoded in the brain (the mind as it appears when
viewed from the outside) – providing another sense in which the same reality seems
to be in two places at once. We will have more to say about the dual-aspect nature
of mind in Chapter 13.

25 RM assumes that it is simply a ‘natural’ empirical fact about the world that certain
physical events in the brain (the correlates of consciousness) are accompanied by
experiences. In short, this relationship follows some natural law, however mysteri-
ous this presently seems. Studies of perceptual projection (see above) and, more
generally, the entire field of neuropsychology with its search for the neural correl-
ates of consciousness (the NCC) are directly or indirectly devoted to discovering
such natural laws.

26 This is a rather simpler version of ‘transparency theory’ that makes no reductive
assumptions about the qualia of experience being nothing more than physical
properties (either in the world or in the brain).
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27 See the thought experiment on ‘Changing Places’ and the extensive discussion of
subjectivity, intersubjectivity and objectivity in Chapter 9.

28 An introduction to ‘psychological complementarity’ is also given in Velmans,
1991a, section 9.3; Velmans, 1991b, sections 8 and 9; and Velmans, 1993b, 1996c.
An extensive discussion of how this can be applied to understanding the causal
interactions of consciousness and brain is given in Chapter 13 and in Velmans,
2003a.
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8 Experienced worlds, the world
described by physics, and the
thing itself

According to Descartes, only the physical world (res extensa) has spatial
extension. The contents of consciousness are composed of a nonmaterial
thinking stuff (res cogitans) which has no location or extension in space. But,
if the analysis presented in Chapter 6 is correct, this misdescribes the pheno-
menology of everyday conscious experiences. Whereas thoughts and some
feelings and images may have qualia of the kind that Descartes describes,
most experienced events do not. Tactile sensations, pains, and kinaesthetic
sensations generally have a location and extension within the body or on the
body surface. The sounds we hear and the many objects we see are generally
experienced to be out in three-dimensional space. Taken together, our experi-
ences comprise entire three-dimensional, phenomenal worlds, produced by a
reflexive interaction of represented events (external or internal to our bodies)
with our own perceptual and cognitive processes. Looked at in this way, what
we normally think of as being the ‘physical world’ is part of what we experi-
ence. It is not apart from it. And there is no mysterious, additional experience
of the world ‘in the mind or brain’. If so, physical objects as-perceived are
not quite distinct from our percepts of those objects, contrary to common
belief.

Chapter 7 investigated some immediate questions that arise from looking
at conscious phenomenology in this reflexive way. Given that the phenomenal
world is a mental model of external, body and inner events, is it really ‘out-
there’ where it seems to be? If so, how does it get out there, given that its
proximal neural causes and correlates are in the brain? And what is the rela-
tionship of this phenomenal world to the processes that support it in the
mind/brain? To complete our introduction to the reflexive model we now need
to consider how the phenomenal world relates to other available models of
the world and to the world itself (or thing itself). Once again, we can ask three
obvious questions:

Question 1: Even if one accepts that what we commonly refer to as the
‘physical world’ is just the world we experience, this clearly remains
very different from the world described by modern physics (the world
of quantum mechanics, relativity theory, grand unified theory and so



on). So how does the phenomenal, ‘physical world’ relate to the world
described by physics?

Question 2: It is commonly taken for granted that the contents of con-
sciousness are observer-dependent, while physical objects as-perceived
are observer-independent (Box 6.1, claim 5). However, if physical
objects as-perceived are actually aspects of what we experience, they
cannot be observer-independent (see for example the discussion of
observer-dependent versus observer-independent existence and loca-
tion in Chapter 7). On first glance, this might seem to commit us to
Berkelian Idealism. If the perceived physical world is part of what we
experience, then if we don’t experience it, it doesn’t exist. Yet, this
conflicts with our natural intuitions, bolstered by a wealth of circum-
stantial evidence, that the external physical world has a ‘real’ existence
that is independent of our experience. Material objects, for example,
seem far more solid and substantial than the ‘inner’ events that we
normally think of as exemplifying experiences, such as thoughts,
images, and dreams. So, what are the consequences of the model for
the realism versus idealism debate?

Question 3: In dualist and reductionist models of the world it is easy to
see what experiences of the external world are supposed to represent:
percepts of objects ‘in the mind or brain’ represent the objects we see
out in the world. But if experiences of objects and objects as-perceived
are phenomenologically identical, then what could experiences of
objects represent? One may ask the same question about the experi-
enced body and about ‘inner’ experiences.

I will address each of these questions in turn.

Question 1: How perceived physical worlds relate to the world
described by physics

The ‘experiential materials’ from which the everyday physical world is con-
structed are drawn from a very limited number of sources – five, to be precise.
The world we perceive consists of what we see, what we hear, what we touch,
what we taste and what we smell. Each modality of experience is consequent
on the activation of specific neuronal pathways in the peripheral and central
nervous systems. Activation of the optic nerve and visual system is experi-
enced as ‘light’ whether they are stimulated by implanted microelectrodes, by
excessive rubbing of the eyes or by impacting photons triggering molecular
changes in the photo-pigments of retinal cells. Likewise activation of the
auditory nerve and its projection areas is experienced as ‘sound’ whether
produced by direct electrical stimulation, or normally, by air disturbances
causing the bending of hair receptors in the inner ear. Sensory systems are
committed to specific modalities of experience. It is not possible to produce
experiences of ‘light’ by stimulating the auditory nerve or experiences of
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‘sound’ by stimulating the optic nerve. Nor can ‘touch’ fibres produce some
other sensation such as ‘taste’ or ‘smell’.1

From another point of view, afferent neurons are the living strands that
connect our brains to the surrounding world. The sense organs at their tips
convert a small selection of the energies surrounding our bodies into electro-
chemical changes that activate the neurons to which they attach. Photo-
sensors in the eye respond to electromagnetic energies radiated, reflected and
refracted by entities in the external world. Mechanoreceptors in the inner ear
respond to minute disturbances produced by such entities in the surrounding
air. Sensors in the skin monitor conditions at the interface of our bodies
and the environment, responding to mechanical deformations and thermal
changes on the skin surface. Receptors in the nasal cavity and those embed-
ded in the tongue monitor aspects of the chemistry of substances we inhale
and ingest. In so doing, these sense organs decide which events are to be
experienced as light, which as sound, which as touch and so on – and the
systems to which they attach decide the manner in which detected energies
are translated into different forms of experience. For our purposes we do not
need to review the extensive literature on how this is done.2 A few, basic exam-
ples will suffice to illustrate how the world described by physics is translated,
by our biology, into a world as-experienced.

Translating electromagnetic energy into experienced light

Photoreceptive cells in the eye have extraordinary sensitivity. As the neuro-
psychologist Richard Gregory notes,

We cannot with the unaided eye see individual quanta of light, but the
receptors in the retina are so sensitive that they can be stimulated by a
single quantum, though several (five to eight) are required to give the
experience of a flash of light. The individual receptors of the retina are as
sensitive as it is possible for any light detector to be, since a quantum is
the smallest amount of radiant energy which can exist. It is rather sad
that the transparent media of the eye do not quite match this develop-
ment of absolute perfection. Only about ten per cent of the light reaching
the eye gets to the receptors, the rest being lost by absorption and scatter-
ing within the eye before the retina is reached. In spite of this loss, it
would be possible under ideal conditions to see a single candle placed
seventeen miles away.

(Gregory, 1966, p. 19)

The range of stimulus intensities that the eye can handle is also impressively
wide. The largest stimulus is estimated to be around 10,000,000,000 times the
size of the smallest detectable stimulus. On the other hand, the range of
electromagnetic frequencies that our eyes are able to detect is very limited.
Visible light occupies only a very small bandwidth of the electromagnetic
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spectrum, from around 730 nanometers (seen as red) to around 370 nano-
meters (seen as violet). Beyond the sensitivity of our eyes are radio waves,
radar waves, microwaves, infrared, ultra-violet, X-rays and Gamma rays.
As Gregory puts it, ‘Looked at in this way, we are almost blind’ (ibid.,
p. 18).

Energies that are detected are translated into events as-experienced in ways
that bear only a remote resemblance to the simple descriptions of those
energies given by physics. For example, as a first approximation, the relation
between the intensity of a white light and its perceived brightness is described
by a simple power function (Stevens, 1966). However, brightness also depends
on frequency. Colours in the middle of the visible spectrum appear brighter
than those at the ends. A hundred-watt light bulb painted yellow, for exam-
ple, appears brighter than one painted blue or red. The relative brightness
of different colours also varies from night to day. In daylight, when the eye
is light-adapted, reds appear brighter than blues. When the eye is dark-
adapted, blues appear brighter than reds (the ‘Purkinje shift’). Perceived
brightness also varies with the intensity of the light in the surrounding
area. The darker the surrounding area, the brighter the inner area appears
(‘brightness contrast’).

Turning mechanical energy into experienced sound

Like the eye, the ear has extraordinary sensitivity. The smallest disturbance in
the air that can be heard as a sound produces a pressure at the eardrum of
around 0.0002 dynes/cm2 (at a frequency of 1 kHz). The movement this
produces in the eardrum is minute – around the diameter of a hydrogen
atom (Green, 1976). The range of stimulus intensities that the ear can handle
is even more impressive than the eye. The largest stimulus (around 140
decibels at the threshold of pain) is about 100,000,000,000,000 times greater
than the smallest detectable stimulus. As with the eye, the range of frequen-
cies that the ear can detect is very limited. The signals produced by animals
and insects for the purposes of communication and navigation, for exam-
ple, vary in frequency from around 200 Hz to 200,000 Hz, but our ears are
tuned to detect only those in the lower frequencies – from around 200 Hz to
20,000 Hz.

Even for simple dimensions of experience such as the loudness of a sound,
the mapping of events as experienced onto the same events as described by
physics is a complex one. As with light, the mapping of intensity of sound (at
a given frequency) into perceived loudness follows a power function. For
example, to double judged loudness one has to increase sound intensity by a
factor of ten (by around 10 decibels). A common way of putting this is that it
takes ten violins to sound twice as loud as one violin. Perceived loudness of a
pure tone of a given intensity also varies with frequency, increasing in loud-
ness as frequency increases from 1 kHz to 4 kHz, and decreasing in loudness
from 4 kHz to 10 kHz.
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Colour and pitch

Changes in the frequency of electromagnetic waves are translated by the
visual system into changes in colour, and changes in the frequency of pres-
sure waves in the air are translated into changes in pitch. The differences
between seen colour and heard pitch are obvious. But there are also subtler
differences in the way sensory and perceptual systems translate such fre-
quency changes into dimensions of experience. As the frequency of pressure
variation at the eardrum increases, the perceived pitch also tends to increase
and these perceived changes can be ranked on an ordinal scale that preserves
order relations (lower versus higher pitch). By contrast, if the frequency of
the electromagnetic waves detected by the eye increases, the perceived colour
changes from deep red, through orange, yellow, green and blue to violet. But
it does not make sense to speak of violet being a ‘higher’ colour than deep
red. Rather, the colour spectrum has the properties of a nominal scale, where
perceived changes can be categorised and named, but not ranked (into lower
versus higher).

It is also worth noting that detectable changes in the loudness and pitch of
sound or the brightness and colour of light are complex transforms of the
measurable changes in their intensity and frequency. For the dimensions of
loudness and brightness, the minimal difference in stimulus intensity that is
just noticeable is, as a first approximation, described by Weber’s Law, i.e. by
the equation δI/I = C (where I is the intensity of the stimulus, δI is the change
in intensity which is just noticeable, and C is a constant for a given dimension
of experience).3 This states that the minimal detectable change in intensity is a
constant proportion of the intensity to be changed (if the intensity increases
the change in intensity required to produce a just noticeable difference also
increases). In the case of brightness C is roughly 1/100, whereas for loudness
C is roughly 1/5. Thus, adding one candle to one hundred other candles in a
darkened room may just make a noticeable difference to brightness, but add-
ing the noise of one machine to the noise of a hundred similar machines
makes no difference to perceived loudness at all (one would need to add
around twenty machines to make a difference).

The change in sound frequency required to produce a just noticeable
change in perceived pitch, on the other hand, follows a somewhat differ-
ent pattern. Below 1 kHz, the minimal discriminable change in frequency
is roughly constant; every time the frequency changes by about 3 Hz
one can hear a change in pitch. Above 1 kHz, Weber’s Law seems to apply
– the greater the frequency, the greater the change in frequency needs to
be before it is heard as a change in pitch. For visible light, the change
in frequency required to produce a just noticeable difference in the hue
of a colour is described by a W-shaped curve – a very different relationship
again.
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How sensory systems translate energies into experiences

Our sensory systems provide us with dimensions of experience which model
the energies surrounding our bodies. However, even for simple dimensions of
experience such as brightness, loudness, pitch and colour, the mapping of
what is experienced onto what physics describes is a complex one. Our eyes,
ears and other sense organs are not general-purpose sound level meters, fre-
quency analysers and so on. They are energy detectors of a very specialised
kind. The perceptual processes that operate on their output, furthermore,
do so in a very specialised way. Needless to say, when more complex aspects
of perception are taken into account, such as the effects of adaptation, con-
text, and expectation (based on prior experience), the relation of what is
perceived to the simple measurements that meter readings provide becomes
even more remote. Studies with sensory-impaired individuals and experi-
ments with systems that alter the normal translation of energies described by
physics into events as experienced also make it clear that there is consider-
able variation in the phenomenal worlds that can, potentially, be experienced
by humans.

Experienced worlds with bits missing

To those with red–green colour blindness, traffic lights do not change colour
as they change from ‘stop’ to ‘go’. Only a change in the relative brightness of
the top and bottom lights is seen. For the sensorineural deaf with hearing
only in the low frequency ranges (say below 1 kHz), many environmental
sounds, and sounds of speech, cannot be heard. Gas does not ‘hiss’, the rain
does not ‘spatter’, doorbells do not ‘ring’, and the words sue, shoe, chew, zoo
and true all sound like ‘ooh’. Amoore (1977) has listed seventy-six ‘anosmias’
– specific smells to which one may be ‘blind’. There are those who cannot
smell the odour of cloves, those who cannot smell mint, others who cannot
smell garlic, and so on. Some individuals live in a world that has no pain.
Those who suffer from this congenital insensitivity provide convincing testi-
mony about the value of pain:

Many of these people sustain extensive burns, bruises and lacerations
during childhood, frequently bite deep into the tongue while chewing
food, and learn only with difficulty to avoid inflicting severe wounds on
themselves. The failure to feel pain after a ruptured appendix, which is
normally accompanied by severe abdominal pain, led to near death in
one such man. Another man walked on a leg with a cracked bone until it
broke completely.

(Melzak, 1973, p. 15)
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The world of the congenitally blind

As the severity of the impairment increases, the experienced change in what
is taken to be the ‘normal’ world may be profound. Not only are there
experiential elements missing, but the functions of impaired senses may also
be taken over by remaining ones. Once this happens, the world that is mani-
fest in perception, imagery or imagination, or symbolised in experienced
thoughts, may be of a very different kind. For example, objects in the form
that we know them do not exist for the congenitally blind. Their objects have
no visible shape or colour in perception, memory, or imagination. Objects
are known largely in terms of how they feel, and, to some extent, in terms of
how they sound. Studies of echolocation used by blind individuals reveal
that the size, distance, form, density and texture of objects can be known in
varying degrees of accuracy in terms of the sound echoes reflected from their
surfaces. Some gifted individuals are even able to use this ability to ride
bicycles and skate in busy streets, play ball games and even go on hiking trips
over rough, unfamiliar terrain.4 Not surprisingly, if vision is suddenly
restored by a cataract operation or by a corneal graft, such individuals may
at first find it impossible to identify even simple shapes such as triangles and
squares by sight alone, although by touch they identify these with ease.
Visual identification may also be very difficult to learn. Von Senden (1932),
in a review of such cases, noted that one patient was trained to discriminate a
triangle from a square over a period of thirteen days but still could not
‘report their form without counting corners one after the other’. Even if
patients do learn to identify an object promptly, seemingly trivial changes in
the nature of the object may destroy recognition. For example, Hebb
reported that,

The patient who had learned to name a ring showed no recognition of a
slightly different ring; having learned to name a square, made of white
cardboard, could not name it when its color was changed to yellow by
turning the cardboard over; and so on.

(Hebb, 1949, p. 28)

What kind of world is it that the blind inhabit? Sheila Hocken, who has
made the journey both into and out of blindness, describes it with
eloquence:

I had no idea that I could not see normally until I was about seven. I lived
among vague images and colours that were blurred, as if a gauze was
over them. But I thought that was how everybody else saw the world. My
sight gradually became worse and worse until by my late teens, I could
just about distinguish light from dark, but that was all. Even in my
dreams the people had no faces. They were shapes in a fog. From my
earliest recollection, waking or dreaming, the fog had always been there,
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and it slowly closed in until it became impenetrable and even the blurred
shapes finally disappeared.

(Hocken, 1977, p. 1)

Her memories of her childhood contained no images of her mother and
father, ‘except in terms of touch and sound’; she remembered the house she
lived in ‘by the smell of bread baking and pies cooking, and the warmth
and sound of a coal fire crackling and hissing in the grate. But no more’
(ibid., p. 2).

Her blindness resulted from congenital cataracts with attendant retinal
deterioration. However, when at the age of 30 an operation was performed to
restore the transparency of the lens, her visual world was born anew:

What happened then – the only way I can describe the sensation – is that
I was suddenly hit, physically struck by brilliance, and through my
entire body. It flooded my whole being with a shock-wave, this utterly
unimaginable, incandescent brightness: there was white in front of me, a
dazzling white that I could hardly bear to take in, and a vivid blue that I
had never thought possible. It was fantastic, marvellous, incredible. It
was like the beginning of the world.

(ibid., p. 148)

After a few days she leaves the hospital and is amazed by the way the world
that now surrounds her differs from the one that she has previously taken for
granted as being ‘real’. She is surprised, for example, by the trees:

Of course I knew there were trees. I’d always been aware of them, and
could hear them when the wind blew. But I have never imagined so
many, or that they were everywhere, growing out of pavements, in gar-
dens and, as we drove through the countryside towards Nottingham,
more and more of them, all different shapes. I could not get over the
shapes, some round, some tall, and all in varying, breathtaking shades
of green.

(ibid., p. 160)

Like von Senden’s patients she initially found it difficult to relate some of the
images she could see to her prior ‘reality’ which depended on touch. At the
greengrocers, for example,

There was something on the counter that I could not, try as I would, put
a name to. I could see some red, and green, and a shape. That was all it
meant to me. It would not fit any description I could think of. Then I
touched it. I realized I was seeing leaves and flowers. It was a plant. I
could not understand why I had not immediately known what it was.

(ibid., p. 168)
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For her, a childhood ‘reality’ constructed from what is felt and heard, that she
can smell and taste but cannot see, has now been reconstructed and must be
re-cognised in a visual form.

The world of the deaf

To those who previously had hearing, the loss of auditory sensation is trau-
matic and, in some ways, surprising in its effects. As D.A. Ramsdell points
out, sound not only serves to communicate our verbal thoughts, it also forms
an auditory background to all of daily living:

we react to such sounds as the tick of a clock, the distant roar of traffic,
vague echoes of people moving in other rooms in the house, without
being aware that we do hear them. These incidental noises maintain our
feeling of being part of a living world and contribute to our sense of
being alive. We are not conscious of the important role which these back-
ground sounds play in our comfortable merging of ourselves with the life
around us, because we are not aware that we hear them. Nor is the deaf
man aware that he has lost these sounds; he only knows that he feels as if
the world were dead.

(Ramsdell, 1947, p. 395)

The English politician Jack Ashley describes his final loss of hearing with
sadness:

I was cut off from mankind, surrounded by an impenetrable barrier. I
could see people clearly, but they belonged to a different world – a world
of talk, of music and laughter. I could hardly believe I would never hear
again. I tried pressing a radio to the side of my head in a vain attempt to
make contact; when I turned the volume to full pitch I could only feel a
delicate vibration as the set trembled. It was undeniable confirmation
that although sound existed it was not for me. That fragile wisp of hear-
ing had maintained for me a slender contact with reality, a hint of that
background of sound which, to a normal person, is so familiar as to be
unnoticed. Without it, life was eerie; people appeared suddenly at my
side, doors banged noiselessly, dogs barked soundlessly and heavy traffic
glided silently past me. Friends chatted gaily in total silence. The greatest
deprivation was being unable to hear the human voice. Casual conversa-
tion – the common currency of everyday life – repartee or even a passing
joke were things of the past. . . . I was struggling like a newly caught bird
in a foolproof cage.

(Ashley, 1973, p. 135)

Deafness is isolating. Fortunately, for those who are born deaf, the deep sense
of loss is absent. And pre-school profoundly deaf children develop concepts
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and solve problems just as normal hearing children do.5 However, lacking
phonemic imagery, they do not experience their thoughts in the form of
‘inner speech’.6 Rather, they ‘symbolise’ their thoughts to themselves
in hand signs, hand symbols and, to some extent, in facial or bodily expres-
sions. Not only is their world a silent one – but the thoughts they come to
have about it are imaged in a visual, tactile or kinaesthetic form rather than
inwardly ‘heard’.

Artificial worlds for the sensory impaired

It should be clear from the above that not all human beings inhabit similar
phenomenal worlds. Naturally occurring sensory impairments can produce
radical external and internal experienced differences. With the application
of a little technology, further variations are possible. In principle, for exam-
ple, it is possible to develop forms of echolocation or sonar for the blind
that exploit the reflective properties of ultrasound (Ashmead et al., 1998;
Bousbia-Salah and Fezari, 2007). Alternatively, by converting light arrays
into vibration patterns on the skin of the back, it may be possible for the
blind to ‘feel’ objects at a distance (Bach-y-Rita, 1972). For those who have
residual hearing only in the low frequencies, it is possible to lower the fre-
quency of otherwise inaudible high frequency speech and environmental
sounds thereby mapping them onto the residual hearing range (Velmans
et al., 1988; Rees and Velmans, 1993; Lenhart, 2007). If no residual hearing
exists, it may be beneficial to transform auditory signals into patterns of
microelectrode stimulation applied directly to the inner ear or auditory nerve
using cochlear implants (Lenarz, 1997; Loizou, 1998, 2006). Such transforms
of acoustic energy may produce usable auditory experiences that are quite
different from the sounds we normally hear. Other techniques map speech
sounds into some other sense modality, for example into visual displays or
into vibro-tactile signals applied to the fingers and to other regions of the
skin. While such altered mappings of events as-described by physics into
events as-perceived have met with varying degrees of success in the rehabilita-
tion of the blind and the deaf, they are clearly not just exercises in metaphys-
ics. The possibility of translating physical energies into non-normal phenom-
enal worlds is within current technological means.

Artificial worlds – the goggle people

Even where sensory systems operate normally, the way information detected
by the sense organs is translated into a ‘normal’ experienced world is not
entirely rigid. The objects that we see around us appear to be the right way up.
But the images projected on the retina are inverted. This is somewhat odd. In
1897, the American psychologist G.M. Stratton decided to put matters right.
He built an inverting telescope, attached this to a pair of spectacle frames,
and became the first human being to have his retinal image the right way up.
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Not surprisingly, the world at first seemed illusory and unreal. However, after
wearing the system for a few days, individual objects and even whole visual
scenes occasionally appeared to be ‘upright’. On the third and fourth days
this tendency increased and on the fifth his new ‘reality’ seemed almost nor-
mal. Although, on close examination, objects still seemed inverted, Stratton
could walk about the house with ease. On the evening of the seventh day he
was sufficiently accustomed to his novel world to appreciate the beauty of his
evening walk. On the eighth day he removed the spectacles and was intrigued
to find that,

the scene had a strange familiarity. The visual arrangement was imme-
diately recognised as the old one of pre-experimental days; yet the
reversal of everything from the order to which I had grown accustomed
during the last week, gave the scene a surprising, bewildering air which
lasted several hours. It was hardly the feeling, though, that things were
upside down.7

Theodor Erismann of the University of Innsbruck was interested in a differ-
ent arrangement. He devised a pair of goggles that transposed left and right.
Amazingly after several weeks of wearing the goggles one of Erismann’s
subjects became so at home in his transposed world that he was able to drive a
motorcycle through Innsbruck with his goggles on! Ivo Kohler and his col-
leagues have investigated distortions of the visual field that are even more
extreme. In one arrangement with prism goggles, when the head is turned to
the right objects appear broader and when the head is turned to the left
objects appear narrower, producing a ‘concertina effect’. Further, if the head
is moved up and down, objects seem to slant first one way and then the other
(a ‘rocking-chair’ effect). In the words of one subject it is ‘as if the world were
made of rubber’. After several weeks of wearing the goggles, however, even
this world appears relatively normal. And,

If, after weeks or months, the subject is allowed to remove his goggles, the
adaption continues to operate when he views the normal world. The
result is an apparent squeezing of images when he glances one way and
an expansion when he glances the other way. It is as if he were looking
for the first time through prisms that have an orientation exactly opposite
to those he has been wearing for so long. Moreover, all the other distor-
tions, such as the rocking-chair effect, to which his eyes have slowly
become adapted now appear in reverse when the goggles are removed.
These after effects in their turn diminish in strength over a period of
days, and the subject finally sees the stable world he used to know.

(Kohler, 1962, p. 67)

In these visual adaptation experiments, the way physical entities and events
are experienced is grossly altered in orientation or shape and, sometimes, in
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both. Yet, these distorted realities are ones to which we can adapt. Motor
responses gradually adjust to the altered visual input to restore successful
interaction with the world and, within a period of weeks, these new realities
come to be accepted as normal. Given this evidence, it would seem that what
we take to be ‘normal perceived reality’ has more to do with what enables
successful interaction with the world than with any immutable, one-to-one
mapping of the events described by physics into events-as-perceived.8

Nonhuman perceived worlds

There is also an extensive literature on the many different ways that the
energies described by physics are perceived by nonhuman animals. For exam-
ple, our eyes are structured to detect electromagnetic wavelengths from around
370 to 730 nm but wavelengths in the ultra-violet region (below 370 nm) are
too short to see. The multifaceted eye of the bee, in contrast, is sensitive to
wavelengths from 300 to 650 nm. Within this range, it can discriminate bet-
ween ultra-violet lights of many different frequencies, but it cannot detect
those longer waves (from 650 to 730 nm) that we perceive as ‘red’ (Von Frisch,
1971).

To some extent we can feel electromagnetic waves that are too long to
see. Wavelengths from around 750 nm to 3 × 10−4 m (from the infrared to
the microwave region) are capable of inducing those special oscillatory fre-
quencies in molecules that we perceive as ‘heat’. However, pit vipers such
as the American rattlesnake have far greater heat sensitivity. A tempera-
ture change of around one-tenth of a degree centigrade is required to trig-
ger heat-sensitive receptors embedded in the human skin. But, in shallow
pits between the nostril and the eyes, the rattlesnake has sensors that can
respond to changes in temperature of one-thousandth of a degree (Mattison,
1998).

Our ears are tuned to detect pressure variations in the air with frequencies
in the 200 Hz to 20,000 Hz range. Compared to the ears of many other
animals and insects this band of frequencies is both low on the frequency axis
and relatively narrow in bandwidth. Smaller whales and dolphins, for
example, can detect frequencies that range from around 750 Hz to around
170,000 Hz (Sales and Pye, 1974).

Amongst the sensory fibres mediating taste in the cat, some have been
found (in the chorda tympani) that are sensitive to acid alone (‘sour’ fibres?),
some that are sensitive to quinine alone (‘bitter’ fibres?), and some that are
sensitive to salt. Unusually, there is also a type of fibre especially sensitive to
distilled water (see Moncrieff, 1967). To our tongues, water has no distinctive
taste; it is not sweet or sour or salty or bitter – but perhaps it does have a
distinct taste to the domestic cat. In humans, taste is also intimately related
to our sense of smell (food tastes bland if one has a blocked nose). We can
also use smell to monitor our surroundings. But, compared to the blood-
hound and the silkmoth, our nasal receptors are blunt instruments. The male
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silkmoth Bombyx, for example, has large feathery antennae that enable it to
smell a female up to several kilometres away.9

In sum, human sense modalities appear tuned to detect ranges of events
that may overlap with, but are not identical to those detected by other animals.
Indeed, there are forms of energy to which other creatures have exquisite
sensitivity that our sense organs, unaided, cannot detect at all. Various spe-
cies of fish have sensors to detect the electric fields that they themselves
produce. They are also able to detect the minute distortions formed in these
fields by objects that have different conductivity to the surrounding water,
and they use this information to locate and identify such objects. For
example, the elephant-nosed fish (the mormyrid Gymnarchus Niloticus) has
sensors able to detect gradients in field potential of only 0.03 microvolts
per cm, or current densities of 0.04 microamps per square cm. Although it
lives in heavily mudded African waters and is almost blind, it uses this fine
sensitivity to manoeuvre in and out of obstacles with precision and pursue
the smaller fish it eats (Guo and Kawasaki, 1997; Lissman, 1963). There is
also behavioural evidence that animals as varied as termites, ponds nails,
wasps, and homing pigeons can detect weak magnetic fields with magnitudes
approaching that of the earth’s magnetic field (slightly less than one gauss)
(Droscher, 1971; Mouritsen and Ritz, 2005; Wiltschko and Wiltschko, 1995).

What the frog’s eye tells the frog’s brain

As with humans, the experienced worlds that nonhuman animals inhabit are
likely to be influenced not just by the range of energies that their sense organs
detect, but also by the perceptual and cognitive processes that operate on that
information. Many creatures, for example, have eyes, but this is not to say that
they see what we see. In a now classical study, Lettvin et al. (1959) discovered
that the ‘frog’s eye tells the frog’s brain’ just four things. Some fibres in the
frog’s optic nerve responded only to a difference in brightness of two portions
of the visual field (‘sustained contrast detectors’). Some fibres responded only
to moving edges (‘moving edge detectors’). Other fibres responded only to the
presence of small moving spots (‘net convexity detectors’). And some fibres
responded only to an overall dimming of the field. Each of the four fibre
types projects onto a different layer of the superior colliculus. Consequently,
the retinal image is represented four times in the frog’s central nervous sys-
tem, each representational layer being responsive to one of four, distinct,
stimulus features.

Accordingly, Lettvin et al. suggested that the frog sees just four things
essential to its survival. A sudden dimming of the light or a moving edge may
indicate a predator and is likely to initiate an escape response. Sustained
differences in brightness may allow the frog to separate water from land and
lily pad. The moving spots that trigger the ‘convexity detectors’ subtend an
angle at the eye of around 1 degree, which closely corresponds to the image
projected by a moving fly at tongue’s length. In this regard, what the frog does
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not respond to is equally suggestive. A frog may seem hypnotised by an
approaching snake. But if the snake does not dim the light and presents no
clearly moving edge, the frog simply may not see it. Stationary spots trigger
no responses in the frog’s optic nerve so, if it is surrounded by dead flies, the
frog will starve.

Nor do the differences between ‘human reality’ and the worlds of other
animals end with the world as-perceived. Like humans, other animals may
know more than they immediately perceive. In varying degrees they learn,
solve problems and encode what they have learnt in their representational
systems. To varying degrees they can also communicate with others of their
species and enter into social relationships. Needless to say, the variations
amongst species are immense and form much of the subject matter of
zoology and comparative psychology. We need not dwell on the details. It is
enough to note that the worlds of other sentient creatures are dependent on
all their capacities, sensory, perceptual, cognitive, affective and social (see
Bekoff and Jamieson, 1996; Dawkins, 1998; Panksepp, 2005, 2007).

What is it like to be a bee?

We cannot be absolutely certain that other humans have experiences, let alone
that nonhuman animals have experiences (the problem of ‘other minds’). But
on the basis of evolutionary theory, it seems reasonable to assume that forms
of consciousness evolve along with the biological forms that embody them.
But what is it that the bee sees? Is there a colour more ‘ultra’ than violet? If
there is, we cannot visualise it. And what do the moth and dolphin hear? If
there is a pitch 500 times higher than middle C (500 × 261.63 Hz) we cannot
imagine it. And if water is not sweet or sour, salty or bitter to the cat, then
what could its taste be like? Although we can extrapolate to some extent from
what we can perceive, whatever conclusions we may draw are little more than
speculative.

Once one considers nonhuman sense modalities, even the possibility of
imaginative extrapolation disappears. The ‘experiental materials’ from which
the external world perceived by humans is constructed are drawn from the
products of human exteroceptive sense modalities. But, what is it like to
experience an electrical field? If the elephant-nosed fish perceives distortions
in its own electrical field it is likely to do so in a sense modality different from
any we possess. This may also be true of the sensed changes in magnetic field
experienced by the pond snail, homing pigeon, and wasp.

A peculiarly human world

How does the phenomenal, ‘physical world’ relate to the world described by
physics? The data from physics, sensory physiology, perception and psycho-
physics make it clear that the perceived world ‘models’ only a selection of the
events and energies described by physics. There are electromagnetic energies
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of many kinds that permeate space and even penetrate our bodies, to which
our eyes (and other sense organs) are blind. There are signals produced by
animals and insects to which our ears are deaf. Each sensory system has its
own limits of resolution. Changes in light intensity of less than around 5 per
cent, or in sound intensity of less than around 20 per cent are not perceived as
changes. A change in sound frequency from 1000 Hz to 1005 Hz produces
a just noticeable rise in pitch, but not a change from 4000 Hz to 4005 Hz.
A change in electromagnetic wavelength from 480 to 481 nanometers will
produce a noticeable change in hue, but not a change from 550 to 551 nano-
meters. Our sense of smell and taste monitor, but tell us little of the chemistry
of the substances we inhale and ingest. Sensation and perception are limited
in their spatial resolution to detect events of a size and distance that are
relevant to normal human action and survival – beyond this we need micro-
scopes and telescopes. Our sensory systems are also structured to detect
events of a given duration. Light bulbs, for example, actually flash fifty times
per second (the frequency of the a.c. mains voltage). However, this ‘flicker
frequency’ is faster than the visual system can resolve which makes the light
seem continuous. By contrast, the movement of a flower out of the earth is
too slow to see, so one needs time-lapse photography to ‘see’ the movement.

The data from comparative psychology and zoology suggest that the ‘physi-
cal reality’ perceived by humans is only one of many possible perceived real-
ities. The precise mix of sensory, perceptual, cognitive, affective and social
capacities in each species is unique. As we have seen, human sensory and
perceptual systems perform broadly similar functions to those of other ani-
mals. But the sensitivity of sense organs, the range of energies to which they
are tuned, and the way information detected by the sensors is subject to
perceptual processing vary considerably from species to species. Consequently,
the ‘physical reality’ that we perceive is actually a peculiarly human world.

Recall, too, that according to the arguments presented in Chapter 6, this
peculiarly human reality just is the world of earth and tree, sea and stone that
we normally think of as the ‘physical world’ external to our bodies. It is not
some additional percept of the world located ‘inside the mind or brain’. If one
grants that similar perceptual, projective processes operate in at least some
nonhuman animals, then the worlds that they experience just are the worlds
that they perceive surrounding their own bodies. Other animals do not have
an atrophied, distorted experience ‘inside their heads’ of the world that we
take for granted as ‘real’. What we perceive does not form a reference point
for their perspective, any more than what they perceive forms a reference
point for our perspective. Rather, they construct phenomenal worlds out of
the energies and events surrounding their bodies in their own nonhuman
ways. In this respect, their worlds co-exist with and are genuine alternatives
to ours.

The mind, in short, works on the data it receives very much as a sculptor
works on his block of stone. In a sense the statue stood there from
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eternity. But there were a thousand different ones beside it, and the sculp-
tor alone is to thank for having extricated this one from the rest. Just so
the world of each of us, howsoever different our several views of it may
be, all lay embedded in the primordial chaos of sensations, which gave
the mere matter to the thought of us indifferently. We may, if we like, by
our reasonings unwind things back to that black and jointless continuity
of space and moving clouds of swarming atoms which science calls the
real world. But all the while the world we feel and live in will be that
which our ancestors and we, by slowly cumulative strokes of choice, have
extricated out of this, like sculptors, by simply rejecting portions of the
given stuff. Other sculptors, other statues from the same stone! Other
minds, other worlds from the same monotonous and inexpressive chaos!
My world is but one in a million alike embedded, alike real to those who
may abstract them. How different must be the worlds in the conscious-
ness of ant, cuttle-fish, or crab!

(James, 1890, Vol. 1, pp. 288–289)

Question 2: What are the implications of the reflexive model for
realism versus idealism? 10

According to the above:

• In terms of their phenomenology the perceived ‘physical world’ and per-
cepts of the physical world are one and the same (there is no additional
experience of the world ‘in the mind or brain’).

• The perceived ‘physical world’ is just a representation (produced by per-
ceptual and cognitive processing) of some more fundamental reality
which natural science might describe in very different ways.

• The perceived ‘physical world’ that we take for granted is a peculiarly
human world. Given their different sensory and perceptual systems,
other animals are likely to experience different ‘worlds’. To some extent
this applies also to humans with major sensory impairments (such as the
congenitally blind or deaf).

If so, the following conclusions seem inescapable: if our perceptual pro-
cesses do not operate, then it is not just some ephemeral set of ‘mental’
events that disappears; it is the world we experience surrounding our bodies
that, for us, ceases to exist. This world may still, of course, exist for other
human beings. There might also be nonhuman worlds as experienced by
nonhuman animals. However, if there were no human beings and there were
no other creatures with perceptual processes similar to human beings, then
the world as we perceive it would literally cease to be. In this sense, the
reflexive model commits one to idealism – that the existence of the world
as perceived by us depends on the existence of and operation of our own
perceptual processing.
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It does not follow, however, that if there were no human or similar sentient
creatures, the world itself would cease to be, and it is here that we part
company with Berkeley’s version of idealism. As noted above, the world as-
perceived may be thought of as a representation of a more fundamental
reality which physics, for example, would describe in a very different way. We
have every reason to believe that such a reality existed prior to the appearance
of humans and would continue to exist after their departure. Even if there
were no sentient creatures to perceive that reality, the universe might exist,
although it would not be experienced to exist. In this sense, the reflexive
model is committed to realism.

This is not, however, a realism of the conventional kind. If the world as-
perceived (by humans) is, in essence, a representation (of a more fundamental
reality), then the familiar world that we experience would not be here if we
were gone. Without a sense of touch or an ability to feel weight, there would
be no hard-felt and heavy-felt objects. Without eyes there would be no
appearance of movement or light. And the chatter of birds and clap of
thundercloud become silence if there is no one to hear.

In this way, the reflexive model combines elements of both realism and
idealism, but they apply to different things. While the world we experience is a
representation that depends for its existence on human perceptual processing,
the reality so represented does not.

Don’t objects have colours whether or not anyone sees them?

As far as I can judge, the above account of how observer-dependent, per-
ceived phenomena represent an independently existing ‘reality’ which natural
science might describe in other ways is consistent both with science and
with common sense. However the observer-dependence of qualia such as
colour, smell, taste and so on has been strongly resisted by some physicalist
philosophers of mind. Their resistance is a consequence of their commitment
to physicalism. If qualia such as ‘redness’ are, in their essence, observer-
dependent experiences, then it is not easy to reduce such qualia to ‘objective’
states of the brain, no matter how brain states are construed (see Chapters 3
and 4). Armstrong (1968), for example, acknowledges that unless one can
exclude phenomenal properties such as ‘redness’ from perception he would
have to abandon his entire reductive programme, which claims perception
to be nothing more than the capacity to make certain discriminations (see
Chapter 4, note 3). The same would be true of Dennett’s analysis of colour
perception discussed in Chapter 5. But ‘redness’ undeniably exists, so Arm-
strong is forced into the view that redness is an observer-independent, physical
property of certain physical objects (having excluded such qualia from per-
ception there is nowhere else for them to go). In short, for Armstrong, objects
are ‘red’ whether or not there is anyone to perceive them.11

Tye (1995, 2007) develops a very similar argument, as we have seen in
Chapter 7. However, according to the analysis presented above, colour
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appears only once light waves (in the visible waveband) have been translated
by the visual system into colour experiences. That is, objects are only red if (a)
they reflect light with the appropriate wavelengths (around 700 nm) and (b)
the visual system translates that electromagnetic energy into a red colour
experience. Of these two conditions, (b) is the more important. That is, the
visual system can produce a colour experience without being innervated by
light in the 700 nm region (for example in dreams, vivid imagery, and hal-
lucinations). But, without visual systems of the appropriate kind, light waves
of 700 nm have no colour at all (colour as such is not an electromagnetic
property).

Question 3: What does the world as-experienced represent?

There is nothing particularly mysterious about the experienced world being a
representation that is somewhat different from the world described by physics.
Perceptual processes are likely to have developed in response to evolutionary
pressures, and select, attend to, and interpret information in accordance with
human adaptive needs. Consequently, they only need to model a subset of
the available information. At the same time our perceptual models must be
useful, otherwise it is unlikely that human beings would have survived. Given
this, it seems reasonable to assume that the experienced world produced
by perceptual processing is a partial, approximate but nonetheless useful
representation of what is ‘really there’.

The view that our percepts represent ‘reality’ in a partial, approximate
way is sometimes known as ‘indirect realism’ or ‘critical realism’. This pos-
ition allows that useful knowledge of the world is provided by observations
(observed phenomena), but it also allows that representations of the world
provided by theories, causal laws and so on can sometimes be more accurate,
more general, and quite different from the world as perceived. Tacitly or
explicitly, a form of critical realism is adopted in much of science – and I
develop a form of it below. As the present text focuses on Understanding
Consciousness, I will not dwell in any depth on the classical debates surround-
ing this, and other, competing epistemologies. But we cannot avoid epistemo-
logical issues completely, for the reason that consciousness as such, and the
phenomena of which we are conscious, play an important role in knowledge.
Becoming conscious of something is a way to know it (see Chapter 13). The
phenomena of which we are conscious also provide data for our theories,
whether in science or everyday life (see Chapter 9). In any case, the critical
realist position outlined above requires some justification. It claims that our
percepts and concepts represent ‘reality’ in a partial, approximate way. But
what is this ‘reality’? And, if there is such a reality, how can we possibly know
that our percepts or our theories represent it?

Needless to say, these are classical epistemological problems, shared to
varying degrees by all representational theories of knowledge. As we have
seen in Chapter 3, such problems are particularly acute in the sceptical
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empiricist philosophy of John Locke (1690). According to Locke sensations
‘in the mind’ are as close to the real world as one can get. Concepts, theories
and so on relate to the world only in so far as they reduce to or can be seen to
derive from sensations. However the qualities of sensations vary in their rep-
resentational accuracy. Primary qualities of sensation such as ‘extension’,
‘figure’ (shape), ‘solidity’ and ‘motion’ represent qualities that actually inhere
in the material world. Secondary qualities such as light, sound and heat are
produced in the mind by the motions of material particles, but do not repre-
sent what the particles themselves are like. This resembles contemporary
views about how sensations relate to the world described by physics (light is
produced by photons, sound by the vibrations of air molecules, heat by
molecular Brownian motion, etc.). But, given his own theory of knowledge, it
is not easy to see how Locke arrives at this view. If sensations are as close to
the real world as one can get, how can Locke judge the resemblance of sensa-
tions to the ‘real world’ which lies beyond them? And what justifies Locke’s
implicit belief that the world is ‘really’ composed of ‘insensate corpuscles’
(the atoms of seventeenth-century physics) which are quite unlike sensations?

What do theories represent?

The obvious way around the problem posed by Locke’s sceptical empiricism
is to allow the possibility that human cognitive processes can sometimes
provide representations of the world which are more accurate than those
provided by sensations – a view taken to extremes in the rationalism of the
ancient Greeks. In modern physics, such a view is implicit in the belief that a
grand unified theory that somehow combined relativity with quantum mech-
anics would literally be a theory of everything. As the physicist Stephen
Hawking puts it,

if we do discover a complete theory, it should in time be understandable
in broad principle by everyone, not just a few scientists. Then we shall all,
philosophers, scientists and just ordinary people, be able to take part in
the discussion of the question of why it is that we and the universe exist.
If we find the answer to that, it would be the ultimate triumph of human
reason – for then we would know the mind of god.

(Hawking, 1988, p. 193)

However, many scientists take a more cautious view. The astrophysicist John
Gribbin, for example, notes that we have different models of the atom. But
none of them can claim to represent its ‘true’ nature to the exclusion of the
others. Rather, their ‘goodness of fit’ depends on their domain of application:

The point is that we do not know what an atom is ‘really’; we cannot ever
know what an atom is ‘really.’ We can only know what an atom is like. By
probing it in certain ways, we find that, under certain circumstances, it is
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‘like’ a billiard ball. Probe it another way and we find it is ‘like’ the Solar
System. Ask a third set of questions, and the answer we get is it is like a
positively charged nucleus surrounded by a cloud of electrons. These are
all images that we carry over from the everyday world to build up a picture
of what an atom ‘is.’ We construct a model, or an image; but then, all too
often, we forget what we have done, and confuse the image with reality.

(Gribbin, 1995, p. 186)

Nor can one escape the tentative nature of our concepts and theories about
the world by expressing them in the precise language of mathematics. As
Albert Einstein put it, ‘As far as the laws of mathematics refer to reality, they
are not certain; and as far as they are certain they do not refer to reality.’12

Rather,

Physical concepts are free creations of the human mind, and are not,
however it may seem, uniquely determined by the external world. In our
endeavour to understand reality we are somewhat like a man trying to
understand the mechanism of a closed watch. He sees the face and the
moving hands, even hears its ticking, but he has no way of opening the
case. If he is ingenious he may form some picture of a mechanism which
could be responsible for all the things he observes, but he may never be
quite sure his picture is the only one which could explain his observa-
tions. He will never be able to compare his picture with the real mechan-
ism and he cannot even imagine the possibility of the meaning of such a
comparison.

(Einstein and Infeld, 1938, p. 31)

In this more cautious view, scientific theories no longer claim to represent
absolute truth. Rather, their value is judged in terms of their ability to
explain, control and predict observable phenomena. The acquisition of scien-
tific knowledge involves an ongoing dynamic between observed phenomena,
theories about the nature of such phenomena, and an implicit underlying
reality that grounds both. Scientific progress is at once data-driven and
concept-driven. Karl Popper notes that, ‘in the history of science it is always
the theory and not the experiment, always the idea and not the observation
that opens the way to new knowledge’. On the other hand, ‘it is always the
experiment which saves us from following a track that leads nowhere, which
helps us out of the rut, and which challenges us to find a new way’ (Popper,
1959, p. 268).13 In his view, scientific theories are ‘best conjectures’ (on the
basis of currently available data) that are eternally open to refutation. What is
taken to be ‘scientific reality’ at any given time also depends on the questions
one is inclined to ask. Prevailing theories influence the observations that we
seek. They suggest which measurements are trivial and which of fundamental
interest. When theories change, decisions relating to these issues also change.
For reasons such as these,
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The empirical basis of objective science has nothing ‘absolute’ about it.
Science does not rest upon solid bedrock. The bold structure of its theor-
ies rises, as it were, above a swamp. It is like a building erected on piles.
The piles are driven down from above into the swamp, but not down to
any natural or ‘given’ base; and if we stop driving the piles deeper, it is
not because we have reached firm ground. We simply stop when we are
satisfied that the piles are firm enough to carry the structure, at least for
the time being.

(Popper, 1959, p. 111)

The status of observed phenomena, theories, and the thing itself

This cautious stance regarding the observer-relative nature of observations
and the conjectural status of any given scientific theory is consistent with the
critical realist epistemology that I adopt in this book. It is also implicit in my
analysis of how consciousness relates to knowledge (in Chapters 13 and 14).
In essence, this epistemology involves three interacting elements: observed
phenomena, theories, and an implicit ‘reality’ (or thing itself) that observed
phenomena and theories represent. In broad terms, I assume the status of
these elements to be as follows.

Observed phenomena

Observed phenomena are entities or events that observers experience. They
result from an interaction of an observer with an observed (a thing itself),
and they are concept-driven as well as data-driven. Consequently, they are
not objective in the sense of being ‘observer-free’.

There are many differences between the phenomenal world (the world as-
perceived) and the world described by natural science. So, unless one is pre-
pared to reject natural science, one must reject the view that the world simply
is as it appears to be.14 Observed phenomena cannot fully or exclusively repre-
sent, or be, ‘what is real’. Rather, sensory and perceptual systems translate the
energies and events they detect into neural representations of those energies
in different ways in different animal species, producing ‘mental models’ of
the world appropriate to each form of life. Human ‘mental models’ form one,
small subset amongst many.

Evolutionary pressures have ensured that our mental models and their phe-
nomenal accompaniments are normally useful to our form of life. Observed/
experienced phenomena form the basis of our physical and social inter-
actions, and they provide the point of departure and the place of testing for
our theories. But their utility and accuracy are not guaranteed. Like all forms
of representation, experienced phenomena can misrepresent actual states of
affairs (for example, in illusions and hallucinations). However, for the pur-
poses of everyday life, what we experience usually corresponds in some useful
way to what is ‘actually there’. Judged in terms of utility, the phenomenal
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world is not an illusion. Observed phenomena are partial, approximate,
species-specific, but useful representations of the thing itself.15

Theories

Theories are abstractions that are overtly symbolised in our experience in the
form of natural language, mathematics or other symbol systems (such as the
flow diagrams used in functional modelling and systems analysis).16 They are
based on observed phenomena and tested against them, but their represen-
tational content is not reducible to the content of the phenomena on which
they are based. They are general rather than particular and provide repre-
sentations of patterns exemplified by observed phenomena, including the
categories they exemplify and the causal sequences into which they enter,
thereby enabling explanation, prediction and control.

In so far as theories symbolise patterns which are general rather than
particular, they can represent aspects of what the world is like which are,
potentially, universal (as in causal laws and grand unified theories). However,
being conjectural and refutable they are not certain. Nor can any one theory
be a complete theory of everything for the simple reason that there are just
too many things to explain at many different levels of organisation (physical,
biological, psychological, social, anthropological and so on). Consequently,
each theory has a domain of application or ‘range of convenience’, and the
utility of any given theory can only be assessed in the light of the purposes for
which it is to be used.17 Like experienced/observed phenomena, theories may
provide useful representations of what the world is like, but they are not the
‘thing itself’.

The ‘thing itself’

According to the above, both experienced phenomena and theories are
representations. However, this does not make sense unless there is something
there to represent. Unless representations are of something, they are not
representations.18 But what are they representations of? Could they just
represent each other? No. Observed phenomena may exemplify theories,
but it does not make sense to say that they ‘represent’ theories. Rather,
they represent (in our experience) what the world itself ‘is like’. Conversely,
theories about the world do not just represent experienced phenomena
(contrary to what the sceptical empiricists believed). While descriptions of
particular phenomena may be said to represent those phenomena, theories
about phenomena provide representations of their causes, their consequences
and other inferred patterns in the world that they exemplify. In so far as
theories abstract general truths or even universals from particulars they too
attempt to represent what the world ‘is like’. This implies that there is a
‘reality’ which is like something. I use the term the ‘thing itself’ to refer to this
implicit reality.
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The thing itself may also be thought of as a ‘reference fixer’ required to
make sense of the fact that we can have multiple experiences, concepts or
theories of the same thing. How this page looks for example depends on
whether one views it in darkness or light, with unaided vision, a microscope
or an electron microscope. One can think about it as ink on paper, as English
text, a treatise on the ‘thing itself’, etc. Which is it ‘really’? It is as much one
thing as it is the other, and many other things besides. But it does not make
sense to suggest that It changes, as our experiences of it or our theories about
it change.19 Nor does it make sense to suppose that there is nothing there other
than the experiences or thoughts we have about it (unless one is willing to
accept all the consequences of Berkelian Idealism). The critical realism I
adopt assumes instead that there really is something there to experience or to
think about whether we perceive it, have thoughts about it, or not.

Can one know anything about the thing itself?

It should be apparent that my initial reasons for using the term the ‘thing itself’
are mundane. Representations have to be of something other than themselves,
and there has to be some thing which underlies the various views, concepts, or
theories we have of it. This contrasts sharply with the status of the ‘thing itself’
in the work of Immanuel Kant who invented the term (ding an sich). According
to Kant, the thing itself is unknowable. This has produced understandable
caution in making any reference to it in post-Kantian theories of knowledge –
for how could anything be both unknowable and an object of knowledge?

Kant argued (as I have done) that the everyday ‘physical world’ consists of
phenomena. That is, ‘External objects (bodies) . . . are mere appearances, and
are, therefore, nothing but a species of my representations’ (Kant, 1781,
p. 346). The ‘thing itself’ is a transcendental reality that lies behind and brings
about what we perceive. But, how it does so, ‘is a question which no human
being can possibly answer. This gap in our knowledge can never be filled’
(ibid., p. 359). And, because our ‘representations’ are all that we experience,
he concludes that, of the thing itself, ‘we can have no knowledge whatsoever
. . .’ and ‘we shall never acquire any concept’ (ibid., p. 360).

I do not wish to skate over the fundamental problems raised by Kant’s
analysis of how the mind’s own nature constrains what it can know. Kant is
surely right to point out that we cannot have knowledge of ‘reality’ in a way
that is free of the limitations of our own perceptual and cognitive systems.20

We cannot make observations that are ‘objective’ in the sense of being
observer-free, or have knowledge that is unconstrained by the way that our
cognitive processes operate. Our knowledge is filtered through and con-
ditioned by the sensory, perceptual and cognitive systems we use to acquire
that knowledge. Given this, we cannot assume that our representations
provide observer-free knowledge of the world as it is in itself.

Nor is empirical, representational knowledge certain knowledge. As
Einstein observed, understanding ‘reality’ is like trying to understand the
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mechanism of a closed watch. One sees the face and the moving hands, and
even hears its ticking. But there is no way of opening the case. For representa-
tional knowledge it is easy to see why this is so. Whether the representations
be in humans, nonhuman animals or machines, a representational system can
only have (access to) its own representations of that which it represents.
Consequently, a system’s representations define the limits of its current
knowledge. Lacking any other access to some ultimate reality or ‘thing itself’,
there is no way that a representational system can be certain that its represent-
ations are accurate or complete.21

Uncertainty appears to be intrinsic to representational knowledge. Kant’s
view that the thing itself is unknowable is nevertheless extreme. Partial,
species-specific, uncertain knowledge of what the world ‘is like’ is still know-
ledge. Although it is logically possible that the world we experience is entirely
illusory (along with the concepts and theories we have about it), the circum-
stantial evidence against this is immense. We necessarily base our interactions
with the world on the experiences, concepts and theories we have of it, and
these representations enable us to interact with it quite well. Kant’s extreme
position is in any case self-defeating. If we can know nothing about the ‘real’
world, then no genuine knowledge of any kind is possible whether in phil-
osophy or science – in which case one cannot know that the thing itself is
unknowable, or anything else.

Interpreted in Kant’s way, a theory of knowledge grounded in a ‘thing
itself’ is also internally inconsistent. If the appearances of the external world
are not representations of the thing itself, then these appearances cannot
really be representations, as there is nothing else for them to be representa-
tions of. Conversely, if they are representations of the thing itself, the latter
cannot be unknowable.22 Similarly, if we can ‘never acquire any concept’
about what the world is really like, then our concepts and theories cannot
be about anything ‘real’. Conversely, if these do provide a measure of know-
ledge about how things really are, then it cannot be true that of the thing
itself ‘we can have no knowledge whatsoever’.23

Little wonder that even those who accept the limitations of scientific know-
ledge generally believe it to be about something ‘real’. In the extracts above,
for example, Gribbin implies that there is something ‘real’ which we call an
‘atom’, even if we can only know what an atom ‘is like’. Einstein implies there
is a ‘closed watch’ even if we can only hear its ticking. And Popper accepts
that there is something into which we drive the piles that support the edifice
of knowledge even if that ‘something’ is more like a swamp than solid rock. I
adopt a similar ‘critical realism’ here.

Critical realism in the reflexive model

In dualism and reductionism, percepts of objects ‘in the mind or brain’ repre-
sent the objects we see out in the world. But if experiences of objects and
objects as-perceived are phenomenologically identical, this does not make
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sense. Given this, what do experiences of objects represent? And what do
experiences of the body and ‘inner’ experiences represent? The reflexive
model makes the conventional assumption that causal sequences in normal
perception are initiated by real things in the external world, body or brain.24

Barring illusions and hallucinations our consequent experiences represent
those things. Our concepts and theories provide alternative representations of
those things. However, neither our experiences nor our concepts and theories
are the things themselves. In the reflexive model, things themselves are the
true objects of knowledge.

Although this position is neo-Kantian in some respects, the role that the
‘thing itself’ plays is very different. Rather than the thing itself (the ‘real’
nature of the world) being unknowable, one cannot make sense of knowledge
without it, even if we can only know this ‘reality’ in an incomplete, uncertain,
species-specific way. Conversely, if the thing itself cannot be known, then we
can know nothing, for the thing itself is all there is to know.25

Notes
1 A given modality of experience may be associated with experience in other

modalities, for example, in cases of synaesthesia. However, in such cases, the
specific cortical projection areas supporting each associated modality are simul-
taneously activated (Cytowic, 1995).

2 In addition to the exteroceptive systems there are of course interoceptive sys-
tems which monitor body equilibrium, the position and movement of the limbs
(kinaesthesis) and the condition of the body’s internal organs (see for example
Boff et al., 1986).

3 This relation holds only in intermediate ranges of detectable loudness and
brightness.

4 See extensive review by Kish (2002). See also the remarkable online video report
on Ben Underwood, ‘Extraordinary people – the boy who sees without eyes’, at
www.youtube.com/watch?v=qLziFMF4DHA

5 In the deaf child, the unconscious cognitive processes may operate normally.
Only the modality of ‘symbolisation’ and, therefore, of communication is differ-
ent. In intellectual development it is the ability to symbolise and not the modality
which is crucial. Accordingly, it is found that deaf children born of deaf parents
tend to be more intellectually advanced than those with normal hearing parents.
The reason for this is that deaf parents tend to communicate with their deaf
children more effectively (using visual signs and symbols) than untrained, normal-
hearing parents do. Prior to formal language instruction, deaf children of hearing
parents may also develop an individual, gestural language with many of the pro-
perties of normal language (for example, signs and sign combinations at mor-
phemic and syntactic levels of organisation – Feldman et al., 1978).

6 An inability to communicate with others verbally does not rule out the possibility
that some inner speech exists, albeit of an atrophied kind, particularly if the child
has some residual hearing – see Conrad (1979) for a discussion.

7 See Stratton (1897) or a review of this and later work in Kohler (1962) and
Gregory (1966). Kohler (1962) also gives an account of Erismann’s experiment
(below).

8 This theme has recently been developed in some depth in ‘enactive’ theories of per-
ception and cognition. See, for example, Clark (1997) and Noë (2002, 2004, 2007).
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9 The chemical ‘bombykol’ can be detected by the silkmoth in concentrations of
about 200 molecules/cm3 (Schneider, 1974). In contrast, butyl mercaptan which
has a foul, putrid odour and is one of the most potent olfactory stimulants for
man, requires concentrations of around 107 molecules/cm3 for detection.

10 The following analysis was first presented in Velmans (1990a).
11 Armstrong, of course, tries to translate perception into discrimination. So, in

Armstrong’s terms, redness exists as a physical property whether or not there is
anyone to make appropriate discriminations.

12 From ‘Geometry and Experience’, an expanded form of an address to the Prussian
Academy of Sciences, Berlin, 27 January, 1921, cited by Margenau (1970).

13 There are many other examples of such perceptual-cognitive interactions that have
been revealed by psychological research. Babies of around 8 months, for example,
realise that objects do not really disappear when a blanket is thrown over them.
This suggests that prelinguistic concepts are used to correct the perceptual evidence
in the development of ‘object constancy’ in the sensory-motor representations of
the developing child.

14 The term ‘naïve realism’ is usually applied to the view that we perceive the world as
it ‘really is’.

15 In classical Eastern philosophy the phenomenal world is often said to be an illu-
sion or ‘maya’. However, there are two distinct views about how this is to be
interpreted, even in Eastern thought. In the philosophy of Shankara, for example,
the phenomenal world is entirely an illusion (in no sense ‘real’). In other writings
such as those of Aurobindo, the phenomenal world is thought of as illusory in the
sense that it is a only a projection of what is ‘real’, filtered through human sensory
and perceptual systems. As far as I can judge, the view I develop here is consistent
with the second position (but not the first).

16 It is important to distinguish the overt symbolic forms of concepts and theories
from their covert forms of encoding in the brain. How concepts and theories are
represented in the brain (in some neural language – sometimes referred to as
‘mentalese’) is not, at present, fully known.

17 For the purposes of physics, a theory which unifies quantum mechanics with
relativity theory will provide a representation of the fundamental forces in the
universe which is far more general than any representation of the world provided
by the unaided visual system. On the other hand, a grand unified theory of every-
thing will not assist one to walk across the road without being hit by a bus.

18 This applies even if the representations are of some hypothetical entity or event,
rather than an actual one. It also applies to self-knowledge, where knowledge of
the self needs to be distinguished from the ‘self itself’ (self-knowledge, like other
forms of knowledge, may be partial and inaccurate).

19 For the moment, I am ignoring ‘observer effects’ at the limits of measurement in
quantum mechanics, or in the use of introspective methods in consciousness stud-
ies, where the act of observation can disturb the observed.

20 We can of course extend the capacities of our perceptual and cognitive systems, by
training or with the aid of technology. However, extending the range of our per-
ceptual and cognitive systems does not free them of all constraints.

21 This point is supplementary to the classical philosophical distinction between
(uncertain) contingent truth and (certain) necessary truth. Scientific knowledge
can only be gained by empirical investigation because it is contingent on how the
world happens to be (when it could be otherwise). Necessary truths are certain
because they are true in any possible universe, so they do not require any empirical
investigation.

22 Illusory phenomena might not represent anything real (other than the workings of
the mind itself), in which case one could think of them as mental constructions
which do not represent what they seem to represent. But if they are representations
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of the world they must tell us something about what the world is ‘really’ like, or
they are not representations of the world.

23 There is also a deeper point that I will develop later in this book. According to the
reflexive monism developed in Part III, human life, experience and the very means
by which we come to know the world and ourselves are embodied in and embed-
ded in a supporting universe. The forms of perceptual and cognitive knowledge
available to humans are as much expressions of the universe as human life itself
and its sustaining surround. Rather than being ‘cut off’ from the thing itself, the
human knower and the means of knowledge available are a particular manifest-
ation of the thing itself – and it is this that makes a limited knowledge of it
possible. Note that even if we could only know something about the phenomena
that are present in our own experiences, we would know something about the
manifest nature of the thing itself (i.e. about the way that it manifests in human
life). One might then still argue that the unmanifest thing itself is entirely unknow-
able. However, even here there is a case to be made for a limited form of knowledge.
For example, physics currently assumes that on the basis of observed phenomena
(such as the expansion of the universe) it may even be possible to infer something
about the properties of unmanifest nature (for example about the properties of
‘dark matter’) or about other universes (for example in ‘multiverse’ theories). The
critical realism adopted by reflexive monism allows all these possibilities, at least in
principle, viewing them as attempts to explore ever more deeply into the nature of
the thing itself.

24 I use the neutral term ‘thing’ as convenient shorthand here, but leave open the
question of whether a given object of knowledge is better thought of as a thing,
event, or process.

25 Readers with a particular interest in this issue should also read the critique of this
aspect of reflexive monism given by Hoche (2007) and the reply in Velmans
(2007b). Hoche compares RM with both Kant and Husserl and argues in favour
of a Husserlian ‘noematic’ approach that defends the importance of phenomen-
ology (as I do) but avoids reference to a thing itself. In my reply, I argue that
avoiding reference to a knowable reality behind appearances leads to more com-
plex explanations of how knowledge is possible, with less explanatory value and
counterintuitive conclusions – and that the critical realism adopted by reflexive
monism appears more useful (than a purely noematic approach), as well as being
consistent with science and common sense. We return to some of these issues in the
discussion of reflexive monism in Chapters 12 and 14.
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9 Subjective, intersubjective and
objective science

The reflexive model introduced in Chapters 6 and 7 differs from conventional
models of perception on one, fundamental point. In terms of phenomenology
objects and events as-perceived and percepts of those objects and events are
one and the same. Chapter 8 examined how this insight can be incorporated
into a critical realist theory of knowledge. In the present chapter we examine
some of the consequences for a science of consciousness.

Public, objective, physical science

Following the implicit, dualist separation of objects as-perceived from per-
cepts of objects, illustrated in Figures 6.1 and 6.2, it is generally taken for
granted within psychology and philosophy that percepts of objects (and
other contents of consciousness) are private, subjective, and observer-
dependent (their existence depends on the mind of the observer). This is
commonly thought to impede their investigation. By contrast, the physical
objects we see around us are public, objective, and observer-independent, that
is they exist independently of the mind of the observer (see for example
presuppositions 5, 6 and 7 in Box 6.1). In the words of the philosopher Curt
Ducasse,

In the case of the things called ‘physical,’ the patent characteristic com-
mon to and peculiar to them, which determined their being all denoted
by one and the same name, was simply that all of them were, or were
capable of being, perceptually public – the same tree, the same thunder-
clap, the same wind, the same dog, the same man, etc., can be perceived
by every member of the human public suitably located in space and in
time. To be material or physical, then, basically means to be, or to be
capable of being, perceptually public.

(Ducasse, 1960, p. 85)

Given its grounding in publicly observable events, many also believe that
physical science can provide objective knowledge. That there is something to
explore which can be known in a public, objective way is supported by the



fact that the edifice of science is constructed by different individuals at
different times and in different geographical locations. As the philosopher of
science Alan Chalmers notes,

The theoretical structure that is modern physics is so complex that
it clearly cannot be identified with the beliefs of any one group of
physicists. Many scientists contribute in their separate ways with their
separate skills to the growth and articulation of physics, just as many
workers combine their efforts in the construction of a cathedral. And just
as a happy steeplejack may be blissfully unaware of some of the implica-
tions of some ominous discovery made by labourers digging near the
cathedral’s foundations, so a lofty theoretician may be unaware of some
new experimental finding for the theory on which he works. In either
case, a relationship may objectively exist between parts of the structure
independently of any individual awareness of that relationship.

(Chalmers, 1992, p. 116)

In his book Objective Knowledge, the philosopher of science Karl Popper
makes the added claim that the logical content of books, and the world of
scientific problems, theories and arguments, form a kind of ‘third world’ of
objective knowledge,1 and

knowledge in this objective sense is totally independent of anybody’s
claim to know; it is also independent of anybody’s belief, or disposition
to assert, or assert, or to act. Knowledge in the objective sense is know-
ledge without a knower; it is knowledge without a knowing subject.

(Popper, 1972, p. 109)

Public, objective psychological science

Given the success of physical science, along with its promise of ‘objective
knowledge’, it is not surprising that much of psychology tried to mould itself
in its image, particularly in the behaviourist period (see Chapter 4). This
attempt to ‘objectify’ both the contents and methods of psychology extended
even to areas that dealt directly with subjective experience, such as psycho-
physics. Psychophysics tries to discover the precise ways in which the stimuli
described by physics are mapped into experiences of those stimuli. Physical
descriptions of the stimuli can be obtained using standard scientific tech-
niques (instruments that measure intensity, frequency and so on), but these
techniques do not allow one to access (let alone measure) conscious experi-
ences. To avoid a return to ‘experimental introspectionism’ twentieth-century
psychologists consequently tried to translate conscious experiences into
externally observable, quantifiable responses (to ‘operationalise’ conscious
experiences). In some writings this was combined with an attempt to redefine
conscious experiences (of subjects) in terms of the operations used to
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measure them – and, for consistency, this redefinition also had to apply to
the experiences of the experimenters. The psychophysicist S.S. Stevens
argued, for example, that

The study of sensation divests itself of many tangles, provided the dis-
tinction between the experimenter and experimentee is carefully pre-
served. . . . Of course, a given experimenter may use himself as a ‘subject’
or as an ‘observer’, but he ought properly to treat his own responses
and reactions as he would treat those of another observer. . . . Under
this view, the meaning of sensations rests in a set of operations involving
an observer, a set of stimuli and a repertoire of responses. Sensations
are reactions of organisms to energetic configurations in the environ-
ment. The study of sensations becomes a science when we undertake to
probe their causes, categorise their occurrences, and quantify their
magnitudes.

(Stevens, 1966, p. 218)

According to Stevens, such operationalism makes psychological science like
physical science. For example,

We know the temperature of a body only through that body’s behaviour
which we note by studying the effects the body produces on other systems.
It is much the same with sensation; the magnitude of an observer’s sensa-
tions may be discovered by a systematic study of what the observer does
in a controlled experiment in which he operates on other systems. . . . He
may, for instance, adjust the loudness in his ears to match the apparent
intensity of various amplitudes of vibration applied to his fingertips and
thereby tell us the relative rates of growth of loudness and the sense of
vibration.

(ibid., p. 225; my italics)

Or, in the case of visual sensations,

Perhaps the easiest way to elicit the relevant behaviour from an observer
is to stimulate his eye, say, with a variety of different light intensities, and
to ask him to assign a number proportional to the apparent magnitude of
each brightness as he sees it.

(ibid., p. 225; my italics)

In terms of methodology, it is clear what such translations of private, subject-
ive states into public, objective measures achieve. Requiring a subject to
adjust the growth of loudness in his ears to match the apparent intensity of
vibration applied to his fingertips enables his judgements of heard loudness
and felt intensity of vibration to be expressed in terms of the settings of two
dials which control the intensity of the auditory and tactile stimuli. This both
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‘externalises’ his subjective judgements and expresses them in the form of
numbers on two scales.

But the difficulties of removing conscious experiences from psycho-
physics or of redefining them in this operational way should be clear from
Stevens’s inability to describe what subjects are required to do in a way
that avoids reference to what they experience. In the auditory/tactile match-
ing task the subject is required to match the intensity of what he hears to
the intensity of what he feels, a procedure which can hardly be said to have
removed his experience from the experiment. When quantifying the relative
brightness of lights of different intensities, the subject is asked to assign a
number proportional to the apparent magnitude of each brightness as he sees
it – which makes it difficult to pretend that the subject is doing anything other
than reporting on his visual experience (albeit by assigning a number rather
than giving a verbal description). Given this, Stevens’s contention that the
‘meaning of sensation rests in a set of operations involving an observer, a set
of stimuli and a repertoire of responses’ (i.e. a set of operations that avoids
reference to what a subject experiences) seems more an attempt to assimilate
the study of sensations to a behaviourist preconception of psychological
science, than an attempt to describe what subjects in perception experiments
actually do.

However, that leaves us with a problem. If physical science relies on public,
objective data, how can one establish a ‘science of consciousness’ which
relies, at least in part, on subjective experiences? Dualists such as Descartes
believed this problem to be insoluble (the nature of consciousness, in his view,
is a matter for theologians). Reductionists have tried to deal with conscious-
ness by eliminating it or reducing it to something ‘objective’ such as
behaviour or a state or function of the brain. Yet, neither dualism nor
reductionism gives an accurate description of what many subjects and
experimenters actually do. In psychological science there are many areas of
research which record or try to manipulate subjective experiences as-such, for
example in the study of sensation, perception, dreams, imagery, emotion,
thinking and so on. In some cases, thousands of experiments have been
devoted to the study of just one aspect of these broad research areas. For
example, the PsychInfo database currently lists over 16,500 articles on illu-
sions, which are impossible to describe without some reference to what sub-
jects experience. Even more impressive, the Medline database lists over
160,000 publications on pain and its alleviation. That is, pain has been the
focus of extensive medical research, in spite of it being a paradigm case of a
private, subjective, mental event within philosophy of mind. While there are
many ways to measure the subjective experience of pain,2 at the present time
no valid ‘objective’ measure of pain experience (in terms of a physiological
index) exists.

In sum, modern science does not exclude or eliminate conscious experi-
ences from study, nor does it always replace their study with measures of
behaviour or activities in the brain. So, how are we to make sense of this
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extensive study of private, subjective experiences within a supposedly, public,
objective science?3

A closer examination of physical and psychological phenomena

I want to suggest that the problems posed by a ‘science of consciousness’
are largely artefactual, arising from the misconceived, dualist, split of the
world into public, objective ‘physical phenomena’ versus private, subjective
‘psychological phenomena’ introduced in Chapters 6 and 7. This separation
of physical phenomena from psychological phenomena is illustrated in a
simple way by the separation of physical objects (in the world) from percepts
of those objects (in the mind or brain) shown in Figures 6.1 and 6.2.

To see how this works out in a psychophysical experiment, let us replace
the cat in Figure 6.1 with a simple stimulus of the kind used in these
experiments, such as the light shown in Figure 9.1.

Following usual procedures, the subject (S) is asked to focus on the light
and report on or respond to what she experiences, while the experimenter (E)
controls the stimulus and tries to observe what is going on in the subject’s
brain. E has observational access to the stimulus and to S’s brain states, but
has no access to what S experiences. In principle, other experimenters can

Figure 9.1 A dualist model of a perception experiment, showing a clear separation
between an ‘objective’ stimulus light out in the world (observed by an
external observer) and a ‘subjective’ experience of a light in the mind or
brain of the subject.
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also observe the stimulus and S’s brain states. Consequently, what E has
access to is thought of as ‘public’ and ‘objective’. However, E does not have
access to S’s experiences, making them ‘private’ and ‘subjective’ and a
problem for science, in the ways noted above. This apparently radical differ-
ence in the epistemic status of the data accessible to E and S is enshrined in
the words commonly used to describe what they perceive. That is, E makes
observations, whereas S merely has subjective experiences.

Although this way of looking at things is adequate as a working model
for many studies, it actually misdescribes the phenomenology of conscious-
ness – and, consequently, misconstrues the problems posed by a science of
consciousness. According to the model in Figure 9.2, when S attends to the

Figure 9.2 A reflexive model of what E and S actually observe in a perception
experiment, which suggests that in terms of their phenomenology there is
no actual difference in the subjective vs. objective status of the light
‘experienced’ by the subject and the light ‘observed’ by the external
observer.
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light in a room she does not have an experience of a light ‘in her head or
brain’ – with its attendant problems for science. She just sees a light in a room
(see Chapter 6). Indeed, what the subject experiences is very similar to what
the experimenter experiences when he gazes at the light (she just sees the light
from a different angle), in spite of the different terms they use to describe
what they perceive (a ‘physical stimulus’ versus a ‘sensation of light’). If so,
there can be no actual difference in the subjective versus objective status of
the light phenomenology ‘experienced’ by S and ‘observed’ by E. One
can easily grasp the essential similarities between S’s ‘experiences’ and E’s
‘observations’ from the fact that the roles of S and E are interchangeable.

A thought experiment: ‘changing places’

What makes one human being a ‘subject’ and another an ‘experimenter’?
Their different roles are defined largely by differences in their interests in
the experiment, reflected in differences in what they are required to do. In
Figure 9.2, the subject is required to focus only on her own experiences (of the
light), which she needs to respond to or report on in an appropriate way. The
experimenter is interested primarily in the subject’s experiences, and in how
these depend on the light stimulus or brain states that he can ‘observe’.

But the roles of E and S are interchangeable. To exchange roles, S and E
merely have to turn their heads, so that E focuses exclusively on the light and
describes what he experiences, while S focuses her attention not just on the
light (which she now thinks of as a ‘stimulus’) but also on events that she
can observe in E’s brain, and on E’s reports of what he experiences. In
this situation, E becomes the ‘subject’ and S becomes the ‘experimenter’.
Following current conventions, S would now be entitled to think of her
observations (of the light and E’s brain) as ‘public and objective’ and to
regard E’s experiences of the light as ‘private and subjective’.

However, this outcome is absurd, as the phenomenology of the light
remains the same, viewed from the perspective of either S or E, whether it
is thought of as an ‘observed stimulus’ or as an ‘experience’. Nothing has
changed in the character of the light that E and S can observe other than
the focus of their interest. That is, in terms of phenomenology there is no
difference between ‘observed phenomena’ and ‘experiences’.4

But which is it? If the phenomenology of the light remains the same
whether it is thought of as a ‘stimulus’ or as an ‘experience’, is the phenom-
enon private and subjective or is it public and objective? These are subtle
matters that we need to examine with care.

There is a sense in which all experienced phenomena are private
and subjective

In dualism, ‘experiences’ are private and subjective, while ‘physical phen-
omena’ are public and objective, as noted above. However, according to the
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reflexive model there is no phenomenal difference between physical phenom-
ena and our experiences of them. When we turn our attention to the external
world, physical phenomena just are what we experience. If so, there is a sense
in which physical phenomena are ‘private and subjective’ just like the other
things we experience. For example, I cannot experience your phenomenal
mountain or your phenomenal tree. I only have access to my own phenom-
enal mountain and tree. Similarly, I only have access to my own phenomenal
light stimulus and my own observations of its physical properties (in terms of
meter readings of its intensity, frequency, and so on). That is, we each live
in our own private, phenomenal world. Few, I suspect, would disagree.

If we each live in our own private, phenomenal world then each ‘observa-
tion’ is, in a sense, private. This was evident to the father of operationalism,
the physicist P.W. Bridgman (1936), who concluded that, in the final analysis,
‘science is only my private science’. However, this is clearly not the whole
story. When an entity or event is placed beyond the body surface (as the
entities and events studied by physics usually are), it can be perceived by
any member of the public suitably located in space and time. Under these
circumstances such entities or events are ‘public’ in the sense that there is
public access to the observed entity or event itself.

Public access to the stimulus itself

While we normally think of the phenomena that we perceive as being
‘physical’, this distinction between the phenomena perceived by any given
observer and the stimulus entity or event itself is important. Being appear-
ances, perceived phenomena represent things themselves, but are not identical
to them (see Chapter 8). The light perceived by E and S, for example, can be
described in terms of its perceived brightness and colour. But, in terms of
physics, the stimulus is better described as electromagnetism with a given mix
of energies and frequencies. As with all visually observed phenomena,
the phenomenal light only becomes a phenomenal light once the stimulus
interacts with an appropriately structured visual system – and the result of
this observed–observer interaction is an experienced light which is private to
the observer in the way described above. However, if the stimulus itself is
beyond the body surface and has an independent existence, it remains there to
be observed whether it is observed (at a given moment) or not. That is why the
stimulus itself is publicly accessible in spite of the fact that each observation/
experience of it is private to a given observer.

Public in the sense of similar private experiences

To the extent that observed entities and events are subject to similar
perceptual and cognitive processing in different human beings, it is also
reasonable to assume a degree of commonality in the way such things are
experienced. While each experience remains private, it may be a private
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experience that others share. For example, unless observers are suffering from
red/green colour blindness, we normally take it for granted that they perceive
electromagnetic stimuli with a wavelength of 700 nm as red and those with a
wavelength of 500 nm as green. Given the privacy of light phenomenology
there is no way to be certain that others experience ‘red’ and ‘green’ as we do
ourselves (the classical problem of ‘other minds’). But in normal life, and in
the practice of science, we adopt the working assumption that the same
stimulus, observed by similar observers, will produce similar observations or
experiences. Thus, while experienced entities and events (phenomena) remain
private to each observer, if their perceptual, cognitive and other observing
apparatus is similar, we assume that their experiences (of a given stimulus) are
similar. Consequently, experienced phenomena may be ‘public’ in the special
sense that other observers have similar or shared experiences.

In sum:

• There is only private access to individual observed or experienced phe-
nomena.

• There can be public access to the entities and events which serve as
the stimuli for such phenomena (the entities and events which the phe-
nomena represent). This applies, for example, to the entities and events
studied by physics.

• If the perceptual, cognitive and other observing apparatus of different
observers is similar, we assume that their experiences (of a given stimu-
lus) are similar. In this special sense, experienced phenomena may be
public in so far as they are similar or shared private experiences.

From subjectivity to intersubjectivity

This reanalysis of private versus public phenomena also provides a natural
way to think about the relation between subjectivity and intersubjectivity.
Each (private) observation or experience is necessarily subjective, in that it
is always the observation or experience of a given observer, viewed and
described from his or her individual perspective. However, once that experi-
ence is shared with another observer it can become inter-subjective. That is,
through the sharing of a similar experience, subjective views and descriptions
of that experience potentially converge, enabling intersubjective agreement
about what has been experienced.

How different observers establish intersubjectivity through negotiating
agreed descriptions of shared experiences is a complex process that we do not
need to examine here. Suffice it to say that it involves far more than shared
experience. One also needs a shared language, shared cognitive structures, a
shared worldview or scientific paradigm, shared training and expertise and so
on. To the extent that an experience or observation can be generally shared
(by a community of observers), it can form part of the database of a
communal science.
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Dispassionate objectivity versus observer-free objectivity

The terms ‘objectivity’ and ‘intersubjectivity’ are often used interchangeably
in philosophy of science (for example in Popper’s writings). But note that, so
far, this analysis of intersubjectivity avoids any reference to ‘objectivity’ in
spite of the fact that it deals with a standard physical phenomenon (an
observed light). Intersubjectivity of the kind described above requires the
presence of subjectivity rather than its absence.

It goes without saying that, in science, descriptions of what one experiences
need to be ‘objective’ in the sense of being dispassionate, accurate, truthful
and so on. But it is important to distinguish ‘being objective’ in this
conventional sense from the claim that, in science, observations or the ‘object-
ive’ knowledge derived from them can provide data or knowledge that is,
somehow, observer-free.

As Popper (1972) notes, knowledge that is codified into books and other
artefacts has an existence that is, in one sense, observer-free. That is, the books
exist in our libraries after their writers are long dead and their readers absent,
and they form a repository of knowledge that can influence future social and
technological development in ways which extend well beyond that envisaged
by their original authors. However, the knowledge itself is not observer-
free. Rather, it is valuable precisely because it encodes individual or collective
experience. Nor, strictly speaking, is the print in books ‘knowledge’. As Searle
(1997) points out, words and other symbolic forms are intrinsically just ink
marks on a page (see Chapter 5). They only become symbols, let alone convey
meaning, to creatures that know how to interpret and understand them. But
then the knowledge is in the knowing agent, not in the book. If so, the
autonomous existence of books (and other media) provides no basis for
‘objective knowledge’ of the kind that Popper describes, that is, knowledge
‘that is totally independent of anybody’s claim to know’, ‘knowledge without
a knower’, and ‘knowledge without a knowing subject’ (see quote above). On
the contrary, without knowing subjects, there is no knowledge of any kind
(whether objective or not).

Neither observer-free objectivity nor social relativism

This grounding of science in intersubjectivity rather than some observer-free
objectivity places scientific knowledge back where it belongs, in individual
researchers and scientific communities. Individuals, interacting with their
communities, establish intersubjectively shared, consensus realities. Different
social and scientific communities may, of course, hold very different views
about the nature of the world, and investigate it in ways determined by very
different paradigms. The grounding of science in intersubjectivity therefore
introduces a measure of social relativism. But it does not, in my view, open
the way to an unfettered social relativism.

Knowledge may exist only in the knower (or a community of knowers),
but it is constrained by the nature of that which is known. Consequently, the
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reflexive model adopts a form of critical (or indirect) realism. It assumes that
experiences are experiences of entities and events (in the external world, body
or mind/brain itself) and that these experiences are representations of those
entities and events. This allows that there are many different ways of experi-
encing a given entity or event (from different perspectives and distances, with
attention directed to different properties, and so on), but it also accepts that,
for given purposes, representations can differ in their accuracy or utility. In
the visual system, for example, there are clear differences between ‘veridical’
percepts, illusions and hallucinations, which can be tested by physical inter-
action with the world. In a similar way, there are many ways of construing
or theorising about the nature of observed entities and events appropriate to
the purposes of different social and intellectual communities. But this does
not prevent an assessment of the relative merits of different theories, for
example in terms of their ability to explain, predict or control observed
events, that is, in terms of their ability to fulfil the purposes for which they
are to be used.

Science provides an interesting, special case of communal knowledge for
the reason that its procedures are, potentially, transportable to different
cultures. Chalmers (1990) notes, for example, that science has developed
many techniques for circumventing the idiosyncrasies of human perception,
involving standardised procedures for translating data into meter readings,
computer printouts and so on. Consequently, anyone following the same
procedures should get the same results. In this way, he claims, ‘observations
become objectified’.

Once again, however, we need to be careful about the use of the term
‘objectified’. The standardisation of procedures, and the development of
instruments that provide precise measurement, greatly facilitates the process
by which scientists reach intersubjective agreement, settle disagreement and
establish repeatability. But, without conscious scientists to interpret them,
meter readings, computer printouts and the like are not really ‘observations’.
Intrinsically, they are no more meaningful than uninterpreted ink marks on a
page. That is, the standardisation of procedures and consequent repeatability
of observable phenomena does not provide an objectivity that, somehow,
strips away the experiences of observers. It does not provide ‘observer-free
observations’ or ‘knowledge without a knowing subject’.5

Four kinds of scientific objectivity

Reflexive monism nevertheless supports a more nuanced understanding of
‘scientific objectivity’. It accepts that:

1 Science can be ‘objective’ in the sense of ‘intersubjective’.
2 Descriptions of observations or experiences (observation statements) can

be ‘objective’ in the sense of being dispassionate, accurate, truthful and
so on.
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3 Scientific method can be ‘objective’ in the sense that it follows well
specified, repeatable procedures (perhaps using standardised measuring
instruments).

However, one cannot make observations without engaging the experiences
and cognitions of a conscious subject (unobserved meter readings are not
‘observations’). If so:

4 Science cannot be ‘objective’ in the sense of being observer-free.

Intra-subjective and inter-subjective repeatability

According to the reflexive model, there is no phenomenal difference between
observations and experiences. Each observation results from an interaction
of an observer with an observed. Consequently, each observation is observer-
dependent and numerically unique.6 This applies even to observations made
by the same observer, of the same entity or event, under the same observation
conditions, at different times – although under these circumstances the obser-
ver may have no doubt that he/she is making repeated observations of the
same entity or event.7

If the conditions of observation are sufficiently standardised (e.g. using
meter readings, computer printouts and so on) the observation may be
repeatable within a community of (suitably trained) observers, in which case
intersubjectivity can be established by collective agreement. Once again,
however, it is important to note that different observers cannot have a numer-
ically identical experience. Even if they observe the same event, at the same
location, at the same time, they each have their own, unique experience.
Inter-subjective repeatability resembles intra-subjective repeatability in that it
merely requires observations to be sufficiently similar to be taken for ‘tokens’
of the same ‘type’.8 This applies particularly to observations in science, where
repeatability typically requires intersubjective agreement amongst scientists
observing similar events at different times and in different geographical
locations.

Consequences of the above analysis for a science of
consciousness

The analysis has, so far, focused on physical events. But the same analysis
can be applied to the investigation of events that are usually thought of as
‘mental’ or ‘psychological’. Although the methodologies appropriate to the
study of physical and mental phenomena may be very different, the same
epistemic criteria apply to their scientific investigation. Physical phenomena
and mental (psychological) phenomena are just different kinds of phenom-
ena which observers experience (whether they are experimenters or subjects).

This closure of psychological with physical phenomena is self-evident in
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situations where the same phenomenon can be thought of as either ‘physical’
or ‘psychological’ depending on one’s interest in it. At first glance, for
example, a visual illusion of the kind shown in Figure 9.3 might seem to
present difficulties, for the reason that physical and psychological descrip-
tions of this phenomenon conflict.

Physically, the figure consists entirely of squares, separated by a horizontal
line. But subjectively, the line seems to tilt down to the left, and the squares
don’t seem to be entirely square. However, these physical and psychological
descriptions result from two different observation procedures. To obtain the
physical description, an experimenter E can place a straight edge against
the central line, thereby obscuring the cues responsible for the illusion and
providing a fixed reference against which the curvature and orientation of the
line can be judged. To confirm that the line is actually straight and horizontal,
other experimenters (E1 to n) can repeat this procedure. In so far as they each
observe the line to be straight and horizontal under these conditions, their
observations are public, intersubjective and repeatable.

But, the fact that the line appears to be bent and to tilt to the left (once
the straight edge is removed) is similarly public, intersubjective and repeat-
able (amongst subjects S1 to n). Consequently, the illusion can be investigated
using relatively conventional scientific procedures, in spite of the fact that the
illusion is unambiguously mental. One can, for example, simply move the
straight edge to just below the figure and orient it so that it seems parallel to
the central line (sloped down to the left) – thereby obtaining a measure of
the angle of the illusion. Similar criteria apply to the study of other mental
events. S1 to n might, for example, all report that a given increase in light
intensity produces a just noticeable difference in brightness, an experience/
observation that is intersubjective and repeatable. Alternatively, S1 to n might
all report that a given anaesthetic removes pain, or that if they stare at a red
light spot, a green after-image appears, making such phenomena similarly
public, intersubjective, and repeatable.

The empirical method

In sum, it is possible to give a non-dualist account of the empirical method,
that is, a non-dualist account of what scientists actually do when they test
their theories, establish intersubjectivity, repeatability and so on which
accepts that, in terms of phenomenology, the phenomena that scientists
‘observe’ and the phenomena that scientists ‘experience’ are one and the

Figure 9.3 In what way does the central line tilt?
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same. While this forces one to re-examine the sense in which observed
phenomena are ‘public and objective’ rather than ‘private and subjective’, the
crucial role of observations in theory test and development remains the same.

The above analysis also retains a number of senses in which observations
can be made ‘objective’. That is, observations can be ‘objective’ in the sense
of intersubjective, and the observers can ‘be objective’ in the sense of being
dispassionate, accurate and truthful. Procedures can also ‘be objectified’ in
the sense of being standardised and explicit. No observations, however, can
be objective in the sense of being observer-free. Looked at in this way, there
is no unbridgeable, epistemic gap that separates physical phenomena from
psychological phenomena.

In short, once the empirical method is stripped of its dualist trappings, it
applies as much to the science of consciousness as it does to the science of
physics in that it adheres to the following principle:

If observers E1 to n (or subjects S1 to n) carry out procedures P1 to n under
observation conditions C1 to n they should observe (or experience)
result R

(assuming that E1 to n and S1 to n have similar perceptual and cognitive systems,
that P1 to n are the procedures which constitute the experiment or investiga-
tion, and that C1 to n include all relevant background conditions, including
those internal to the observer, such as their attentiveness, the paradigm within
which they are trained to make observations and so on).9

Or, to put it more simply:

If you carry out these procedures you should observe or experience these
results. 10

Complicating factors: some brief notes about methodology

It goes without saying that the empirical method, formulated in this way,
provides only basic, epistemic conditions for the study of consciousness. One
also requires methodologies appropriate to the subject matter – and the meth-
odologies required to study conscious appearances are generally very differ-
ent from those used in physics. There are many ways in which the phenomena
we usually think of as physical or psychological differ from each other and
amongst themselves (in terms of their relative permanence, stability, measur-
ability, controllability, describability, complexity, variability, dependence on
the observational arrangements, and so on). Even where the same phenom-
enon is the subject of both psychological and physical investigation (as might
be the case with the light in Figure 9.2 above), the interests of psychologists
and physicists differ, requiring different investigative techniques. A physicist,
for example, is typically interested in the nature of the light as-such, charac-
terised for example in terms of the quantum mechanical properties of its
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constituent photons. Psychologists are more interested in how such physical
energies are translated by the visual system into phenomenal appearances, for
example in the ability of the visual system to translate changes in light inten-
sity and frequency into discriminable changes in brightness and colour. These
differences in interests or in the phenomena themselves can greatly compli-
cate systematic study and it is not my intention to minimise these difficulties.
Unlike entities and events themselves, one cannot hook measuring instru-
ments up to conscious appearances. For example, an instrument that meas-
ures the intensity of the light in Figure 9.2 (in lumens) cannot measure its
experienced brightness. Given this, one needs some method of systematising
subjective judgements and consequent reports, for example, by recording
minimal, discriminable differences in brightness, in the ways typically used in
psychophysical experiments.11

The need to translate observations into observation reports also occurs, of
course, in natural science, although, here, reports are often made precise
through the use of measuring instruments (which can be hooked up to the
observed entities and events themselves). In some cases, a mental phenom-
enon can also be ‘measured’, in spite of the fact that the only observer with
access to that phenomenon is the subject. It is standard practice, for example,
to measure the size of a visual illusion by requiring subjects to adjust the
dimensions or orientation of an external, comparison stimulus so that it
matches the dimensions or orientation of the illusion (see, for example, the
discussion above of the illusion in Figure 9.3).

That said, not all phenomena of interest to consciousness studies are easy
to measure or even to communicate in an unambiguous way. Some experi-
ences are difficult to translate into words, and therefore into subjective
reports. Images, for example, generally lack the clarity, vividness and relative
permanence of events as-experienced out in the world, which may make them
difficult to describe with accuracy and precision. Consequently, indirect
measures of imagery such as its effects on memory, learning, perception and
so on are common in imagery research. Difficulties may also arise because
one does not have a vocabulary adequate to communicate some experience
unambiguously. Most human beings know what it is to love or to be angry
but the many nuances of such experiences are more difficult to describe (the
differences in the feeling of the love of wild places, love of one’s child, love of
one’s lover, love of the truth, love of life, compassionate love, and so on).
Investigators typically deal with such situations by developing new typologies
and descriptive systems (as with the typologies developed for the chemical
sense modalities, taste and smell). The way experiences are categorised into
types and the extent to which given categories are differentiated in ordinary
language are also, in part, culture-specific. English, for example, has a highly
differentiated colour terminology (consequent on the development of
pigments and dyes), whereas the language of the Dani tribesmen of New
Guinea has only two colour terms (‘mola’ for warm, light colours, and ‘mili’
for dark, cold ones). In such situations, investigators can bypass linguistic
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differences by using nonverbal responses, measuring, say, colour discrimin-
ation or memory by requiring subjects to visually match target colours with
comparison colours on a colour chart.

These brief points about methodological problems and some of the ways
that they are commonly addressed will be familiar to those trained in psycho-
logical research. Psychology and its sister disciplines have developed many
different methodologies for investigating sensation, perception, emotion,
thinking, and many other areas that deal directly or indirectly with how
phenomena are experienced. But there is much more to be said about this
subject and much to be done. Consequently, new methodologies for investi-
gating phenomenal consciousness are once more a focus of scientific interest
(see readings in Jack and Roepstorff, 2003, 2004; Pope and Singer, 1978;
Varela and Shear, 1999; Velmans, 2000). It has to be said that the method-
ological problems are sometimes complex and the solutions sometimes con-
troversial – for example in the use of introspective and phenomenological
methods where subjects become the primary investigators of themselves (see,
for example, Ericsson, 2003; Güzeldere and Nahmias, 2000; Hurlburt and
Akhter, 2006; Petitmengin, 2006; Schooler and Schreiber, 2004; Shear, 2007;
Shear and Jevning, 1999; Stevens, 2000; Varela, 1999; Vermersch, 1999). But
this does not alter the fact that the phenomena of consciousness provide
data that are potentially public, intersubjective and repeatable. Consequently,
the need to use and develop methodologies appropriate to the study of
such phenomena does not place them beyond science. Rather, it is part of
science.

Complicating factors: symmetries and asymmetries of access

The methodological differences between natural science and consciousness
science arise partly from differences in the questions of interest, partly from
differences amongst some of the phenomena studied, and partly from sys-
tematic differences in the typical relation of the observer to that which is
observed. For experimental purposes, the entities and events studied by phys-
ics are located external to the observers. Placed this way, such entities and
events afford public access (see above) and different observers establish inter-
subjectivity, repeatability and so on by using similar exteroceptive systems
and equipment to observe them. E and S in Figure 9.2, for example, might
observe the light via their visual systems, supplemented by similar instru-
ments that measure its intensity, frequency and other physical properties.
When S and E (and any other observer suitably placed in space and time) use
similar means to access information about a given entity or event we may say
that they have symmetrical access to the observed (in this case, to the stimulus
light itself). If the event of interest is located on the surface of or within S’s
body, or within S’s brain, as would be the case in the study of physiology or
neurophysiology, it remains external to E. Thus placed, it can still afford
public, symmetrical access to a community of other, suitably placed external
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observers (E1 to n). Consequently, such events can be investigated by the same
‘external’ means employed in other areas of natural science.

In the study of consciousness, however, what the subject observes or
experiences is of primary interest and, if one compares the information about
S available to S with the information about S available to E (and other
external observers), various forms of asymmetry arise. If the event of interest
is located on the surface of or within S’s body, she may be able to observe or
experience that event through interoceptive as well as exteroceptive systems.
For example, if she stabs her finger with a pin, she might be able not only to
see the pin go in, but also to experience a pain in her finger consequent on
skin damage. Under these circumstances, she has two sources of information
about the event taking place in her skin, while E retains only exteroceptive
(visual) information about this event, as before. Likewise, if one stimulates S’s
brain with a microelectrode, she might, like E, be able to observe the electrical
stimulation (with an ‘autocerebroscope’).12 But, in addition, she might be able
to experience the effects of such stimulation in the form of a consequent
visual, auditory, tactile or other experience (see discussion of Penfield and
Rassmussen, 1950, ch. 3). In such situations, observers E and S have
asymmetrical access to the observed.

Crucially, E and S (and any other observers) have asymmetrical access to
each other’s experiences of an observed (asymmetrical access to each other’s
observed phenomena). That is, they know what it is like to have their own
experiences, but they can only access the experiences of others indirectly via
their verbal descriptions or nonverbal behaviour. This applies to all observed
phenomena – for example, it applies even if the observed is a simple physical
stimulus, such as the light in Figure 9.2. As E does not have direct access to
S’s experience of the light and vice versa, there is no way for E and S to
be certain that they have a similar experience (whatever they might claim).
E might nevertheless infer that S’s experience is similar to his own on the
assumption that S has similar perceptual apparatus, operating under similar
observation arrangements, and on the basis of S’s similar observation
reports. S normally makes similar assumptions about E. It is important to
note that this has not impeded the development of physics and other natural
sciences, which simply ignore the problem of ‘other minds’ (uncertainty
about what other observers actually experience). They just take it for granted
that if observation reports are the same, then the corresponding observations
are the same. The success of natural science testifies to the pragmatic value of
this approach.

Given this, it seems justifiable to apply the same pragmatic criteria to the
observations of subjects in studies of consciousness (i.e. to their ‘subjective
reports’). If, given a standard stimulus and standardised observation condi-
tions, different subjects give similar reports of what they experience, then
(barring any evidence to the contrary) it is reasonable to assume that they
have similar experiences (see also Baars and McGovern, 1996; Velmans,
1999b). Ironically, psychologists have often agonised over the merits of
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observation reports when produced by subjects, although, like other scientists,
they take them for granted when produced by experimenters, on the grounds
that the observations of subjects are ‘private and subjective’, while those of
experimenters are ‘public and objective’. As experimenters do not have access
to each other’s experiences any more than they have access to the experiences
of subjects, this is a fallacy, as we have seen. Provided that the observation
conditions are sufficiently standardised, the observations reported by subjects
can be made public, intersubjective and repeatable amongst a community
of subjects in much the same way that observations can be made public,
intersubjective and repeatable amongst a community of experimenters. This
provides an epistemic basis for a science of consciousness that includes its
phenomenology.

In sum, asymmetries of access complicate, but do not prevent, the investi-
gation of experience. In Figure 9.2, E has access, in principle, to the events
and processes in S’s visual system, but not to S’s experience. While S focuses
exclusively on the light, she has access to her experience, but not to the
antecedent processing in her visual system. Under these circumstances, the
information available to S complements the information available to E. To
obtain a complete account of visual perception one needs to utilise both
sources of information.

Complicating factors: how to distinguish a physical cause of
experience from a perceptual effect

Asymmetries of access to each other’s conscious states are a fundamental
given of how we are situated in the world, and their consequences need to be
understood if we are to unravel the puzzles surrounding consciousness. In
exteroception, it seems entirely natural to think of physical stimuli causing
our perceptions of them.13 The resulting percepts, in turn, represent their
causal antecedents. This only makes sense if physical stimuli are, in some
sense, distinguishable from our experiences of them – and in classical dualist
thought, the separation of physical stimuli from experiences of them is clear.
The light in Figure 9.1, for example, is out in the world, while the experience
of the light is thought to be ‘in the subject’s mind’. From the perspective of
an external observer E, the light is the initiating stimulus that causes the
experience of the light in the subject’s mind, while the experience of the light
(in her mind) represents the initiating stimulus. Materialist reductionists
give a similar analysis, with the caveat that the experience of light is really a
state of S’s brain. Dualists and reductionists also accept that E can observe
the stimulus light and the events in the subject’s brain, but E does not have
direct access to S’s subjective experience. E can only make inferences about
the existence and nature of S’s experience on the basis of her subjective
reports (although reductionists doubt the accuracy of such reports).

The reflexive model agrees with these other models that physical stimuli
can cause our perceptions of them, and that the resulting experiences can
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represent their causal antecedents.14 It also accepts that E can observe the
stimulus light (and events in the subject’s brain) and can only make inferences
about the existence and nature of S’s experience. But it rejects the dualist
claim that, in addition to the light that S can see in the world, there is
some separate experience of the light ‘in S’s mind’. When S focuses on the
light, there is a neural representation of the stimulus formed in S’s brain (as
reductionists assume). Viewed from S’s perspective, there is also a nonreduc-
ible experience of the light that represents the initiating stimulus (as dualists
assume). But dualism gives a misleading understanding of the phenomen-
ology of this experience. While S focuses on the light in the world, all she
experiences is a light in the world in the way shown in Figure 9.2. In this, there
is little difference between the light experienced by S and the light observed
by E, although E thinks of the light that he observes as the physical cause of
the light that S experiences.

At first glance, this might seem to present a paradox for the reflexive model.
If, in terms of their phenomenology, there is little difference between the light
in the world that E ‘observes’ and the light in the world that S ‘experiences’,
how can the former be a ‘physical cause’ and the latter a ‘perceptual effect’?

To resolve this paradox one has to bear in mind, once again, that E and S
play different roles in a typical experiment. While E acts as an ‘external
observer’ his interest is focused on S’s perceptual processing and consequent
experience – and while S acts as a subject she is interested only in her own
experience. One also has to bear in mind that different information about S’s
perceptual processing and experience is accessible to S and E. As noted
above, this allows two, complementary accounts of what is going on: an
account of the causal sequence in S’s perception viewed from the perspective
of E (in terms of the information accessible to E), and an account of the
causal sequence in S’s perception viewed from the perspective of S (in terms
of the information accessible to S).

Perception viewed from the perspectives of the external observer
and the subject

The external observer can observe the causes of a subject’s experiences
but can only infer the existence of the experiences themselves. For example,
in Figure 9.2, E can observe the stimulus light that he takes to be the ‘physical
cause’ of S’s experiences. In principle, E can also observe the events in
S’s visual system, for example the formation of retinal images, and the
consequent neural activity in her optic nerve and brain. However, E can only
infer the existence of S’s experience of the light, on the grounds that he can
see the light himself, that the subject claims to do likewise, that the subject has
a similar visual system to his own, and so on.

By contrast, the subject can observe (and report on) what she experiences,15

but can only infer the antecedent causes of what she experiences. While she
attends to the light that she experiences, she can observe no light stimulus that
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is antecedent to what she experiences; nor can she observe her own retinal
images, or the neural activity in her own optic nerve and brain. She can
nevertheless infer that such processes operate (prior to her experience) on the
grounds that she could observe those processes operating in others (if she
were to adopt the role of an external observer) and, given similar visual
systems, what applies to others must apply to herself.

In short, whether we regard a phenomenal light in the world as an ‘experi-
ence’ or a ‘physical cause’ of an experience depends entirely on whether we
adopt the role of the subject or the external observer (see also the thought
experiment on ‘changing places’ above). If we take the role of the subject, the
light we can see out in the world is a ‘perceptual effect’ of our current per-
ceptual processing. If we adopt the role of an external observer, we regard the
same light we can see as the initiating cause of perceptual processing in
someone else.

Note that dualists and reductionists give a very different analysis of this
situation. For them, the perceptual effect (the experience of the light) is not
the light one can see in the world at all, but something else, somewhere else
‘in the mind or brain’. Consequently, the light in the world that one can see is
the physical cause of perception whether one views it from the perspective
of the external observer or the subject. This might seem to be a more straight-
forward analysis as one does not have to deal with how things look from the
perspective of an external observer versus a subject, with symmetries and
asymmetries of access, and so on. However, these classical positions have a
highly counterintuitive consequence:

Adopting the perspective of an external observer towards oneself

Imagine that you are an external observer interested in a subject’s perceptual
processing and that, in the ways shown in Figures 9.1 and 9.2, you are inter-
ested in how they experience a light that is positioned directly in front of them
in the external world. In this situation it makes sense to think of the external
light as the initiating cause of the perceptual processing that produces the
subject’s experience – and, on this, the dualist, reductionist and reflexive
models agree.

But suppose now that you reflect on your own experience of the stimulus
light. In this situation, is the stimulus that you can see the ‘physical cause’ of
your own experience or the ‘perceptual effect’?

As noted above, dualists and reductionists ignore asymmetries of access
between external observer and subject. Consequently, if you are either a
dualist or a reductionist, when you consider your own perception you will
probably not think twice about adopting the role of an external observer
towards yourself. The light that you can see is the cause of S’s experience, so it
must be the cause of your own experience. Given that the light that you can
see is the physical cause of your own experience, the perceptual effect must be
something else, somewhere else (in your own mind or brain). This cause–
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effect relationship is just as it was for S. You can observe the cause of your
own experience, but you can only infer the existence and nature of the per-
ceptual effect (the experience itself).

The alert reader will have noticed that something went desperately wrong
in the last sentence (just above). This consequence of dualism and reduction-
ism is highly counterintuitive. It goes without saying that you can only have
indirect, inferential access to the experiences of others, but the suggestion
that you only have indirect, inferential access to your own experience is
absurd. If this were true you could not know that you were in love or in pain
simply by feeling them, and you could not know what it is like to see, hear,
smell or taste simply by having such experiences. Like the experiences of
others, you would have to work out what you were experiencing on the basis
of observed external or internal stimuli, brain states and your own subjective
reports!

But if you do accept that you have direct access to your own experiences,
and not to its antecedent causes, then your conviction that you can directly
observe the cause of your own experience needs to be reversed. The light that
you can see in the world is the effect of your own (recently completed) per-
ceptual processing – and it is the antecedent cause of what you (currently)
experience that needs to be inferred.

Why is this important? Because it undermines the very basis of dualism,
and, with it, the basis for the dualist–reductionist debate. If the light that
one experiences out in the world is the ‘perceptual effect’ (to which one has
direct access) then there would seem to be no grounds for inferring the
existence of some added experience of a light ‘in the mind’. The only obvi-
ous escape for dualism is to resist the claim that there is no phenomenal
difference between observed lights and (visual) experiences of them. But
this is an empirical matter, not a philosophical matter. One only has to
look.16

The reflexive model gives a very different analysis. At the point that you,
the external observer, reflect on your own experience you adopt the role of
the ‘subject’ (see above). Like S you can observe (and report on) what you
experience, but you can only infer the antecedent causes (the existence of
antecedent stimulation, retinal images, and neural activity in your own optic
nerve and brain). Consequently, the light that you can see is the experienced
effect of your own perceptual processing. Once you see it, the processes that
enable you to see it have already operated. If you switch back to being an
external observer of someone else, you quite rightly regard the light that you
can see as the cause of what S experiences (it is, after all, your own per-
ceptual representation of the stimulus that causes S’s perceptual processing).
However, whether you think of the light as the ‘perceptual effect’ (of your
own processing) or the ‘cause’ (of S’s processing), its phenomenology remains
the same.
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Can the study of experiences be a science?

There are many other consequences of the above analysis that we have
not, as yet, addressed. For example, asymmetries of access and the comple-
mentary information available to a subject and an external observer also
help to explain one of the great paradoxes of consciousness – that it both
must and can’t have a causal role in the activities of the brain (see Chapters 4,
10 and 13).

But it is worth pausing for a moment to reflect on the consequences of the
analysis so far for a science of consciousness. Classical dualism separates
consciousness from the surrounding physical world, leaving our conscious
nature isolated from it ‘in the mind’. This underlies the conventional view
that the contents of consciousness are private and subjective, in contrast to
physical phenomena (such as the objects we perceive) which are public and
objective (presuppositions 6 and 7 in Box 6.1).

According to the reflexive model, there is no actual conscious experience/
physical phenomenon separation. For everyday purposes, it is useful to think
of the phenomena we observe as the ‘physical causes’ of what other people
experience. However, once we have observed such physical phenomena,
they are already aspects of what we ourselves experience. That is, physical
phenomena are part of what we experience rather than apart from it. There is
a sense therefore in which physical phenomena are private and subjective in
the ways conventionally attributed to ‘mental’ events.

But this does not prevent either the development of a science of physics or
the development of a science of consciousness. Observations arise from an
interaction of a given observer with a given observed and, under appropriate
conditions, the observed events and entities themselves may be publicly access-
ible; alternatively, they may be reproducible at different times and geo-
graphical locations. Under these circumstances, observations (or experienced
phenomena) may become repeatable within a community of observers, in
which case they become ‘public’ in the sense of being shared private experi-
ences, and ‘objective’ in the sense of intersubjective.

While the role of observation (the empirical method) remains central in
this reanalysis of science, it removes the pretence that observations have noth-
ing to do with the conscious experiences of observers. Within psychology, for
example, it challenges the convention that the observations of an external
observer are always ‘objective’ while the experiences of a subject are always
‘subjective’. Either E or S can make observations that are objective in the
sense of being intersubjective, dispassionate and truthful, or in a way that
follows well specified procedures. But neither E nor S can make observations
that are objective in the sense of having nothing to do with what they experi-
ence. Both E and S observe or experience phenomenal worlds, which arise
from a reflexive interaction of attended-to entities and events with their
perceptual processes. What E or S observes depends entirely on their focus
of attention. E1 to n might be able to observe what E observes, making his
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observations public, intersubjective and repeatable. Equally, S1 to n might be
able to observe what S observes, making her observations public, inter-
subjective and repeatable.

Critical phenomenology

The analysis above supports a form of critical phenomenology (CP) – a
common-sense, natural, but nonreductive approach to the study of mind.
This adopts the conventional view that human experiences have causes and
correlates in the external world, body and brain that can be investigated by
a range of third-person methods commonly used in cognitive science, neuro-
science and related sciences. However CP recognises that third-person
methods do not provide direct access to subjects’ experiences, and that the
causes and correlates of conscious experiences are not the experiences them-
selves (see Chapters 3, 4 and 5). Subjects do, however, have access to their
own experiences, on which they can report. Consequently, third-person
methods have to be supplemented by first-person methods that guide subjects
to attend to aspects of their conscious experience that are of interest to
experimenters (or to the subjects themselves).17

Why call this approach ‘critical phenomenology’ rather than just ‘phenom-
enology’? First, to dissociate it from the classical, European versions of
phenomenology (in the tradition of Husserl, Merleau-Ponty, etc.) in which
third-person methods and third-person science have a minor (and sometimes
suspect) role (see Gallagher, 2007). Instead, critical phenomenology adopts a
form of ‘psychological complementarity principle’ in which first-person
descriptions of experience and third-person descriptions of correlated brain
states provide accounts of what is going on in the mind that are comple-
mentary and mutually irreducible. A complete account of mind requires both
(see above). Second, while CP takes subjective experiences to be real, it
remains cautious about the veridical nature of phenomenal reports in that it
assumes neither first- nor third-person reports of phenomena to be incor-
rigible, complete, or unrevisable – and it remains open about how such
reports should be interpreted within any given body of theory.

CP is also open to the possibility that first-person investigations can be
improved by the development of more refined first-person investigative
methods, just as third-person investigations can be improved by the develop-
ment of more refined third-person methods. CP also takes it as read that first-
and third-person investigations of the mind can be used conjointly, either
providing triangulating evidence for each other, or in other instances to
inform each other. Third-person observations of brain and behaviour for
example can sometimes inform and perhaps alter interpretations of first-
person experiences (very subtle differences in first-person experience for
example can sometimes be shown to have quite distinct, correlated differences
in accompanying neural activity in the brain). Likewise, first-person accounts
of subjective experience can inform third-person accounts of what is going
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on in the brain – indeed, without such first-person accounts, it would be
impossible to discover the neural correlates of given conscious experiences. In
adopting the view that subjective conscious experiences are real, but our
descriptions and understanding of them revisable, CP exemplifies the critical
realism outlined in Chapter 8.

Finally, CP is reflexive, taking it for granted that experimenters have first-
person experiences and can describe those experiences much as their subjects
do. And crucially, experimenters’ third-person reports of others are based, in
the first instance, on their own first-person experiences in the ways shown
above.

Can the study of experiences be a science? If this analysis is correct, the
‘phenomena’ observed by experimenters are as much a part of the world that
they experience as are the ‘subjective experiences’ of subjects. If so, the whole
of science may be thought of as an attempt to make sense of the phenomena
that we observe or experience.18

Notes
1 In Popper’s scheme, the physical world is the first world, the psychological world

(conscious experience) is the second world, and the world of objective knowledge
recorded in books and other artefacts is the third world.

2 Standard measuring instruments include verbal rating scales, numerical rating
scales, visual analogue scales, and questionnaires such as the McGill Pain
Questionnaire (Melzack, 1975, 1987).

3 There are, of course, extensive investigations of neurophysiological indices of
conscious experiences of many differing kinds (e.g. using PET scans, fMRI,
microelectrode implantation, and so on – see Rees and Frith, 2007). But one
still needs to study experiences themselves in order to discover how such neuro-
physiological activities relate to them.

4 While I make no phenomenal distinction between observations and experiences,
I accept the usual distinction between observations and observation statements
(observation statements are descriptions of observations, which in these terms are
also descriptions of experiences).

5 Whether science has an observer-free ‘objectivity’ or an entirely socially relative
‘intersubjectivity’ has been extensively debated in philosophy and sociology of
science (see, for example, Chalmers, 1990). My brief discussion of this issue is
intended merely to illustrate how intersubjective knowledge, constrained by that
which it is knowledge of, might provide a plausible, middle-way between these
polarised positions.

6 At any given moment in time t1, a given observer S can have only one, particular
experience/observation O1.

7 If, at times t1 to n S makes observations O1 to n of a given entity or event X under
fixed observation conditions C, and observations O1 to n are indistinguishable (in
terms of the parameters which are relevant to the purposes of the observation),
then O is said to be repeatable. Under these circumstances, O1 to n can also be said
to be ‘token’ observations of the same ‘type’.

8 Intersubjective agreement is, of course, greatly simplified if the observation is a
number on a digital counter. For example, my observation of the number 4.13 can
safely be assumed to be similar to your observation of the number 4.13 obtained
from a similar counter under similar experimental conditions, even though my
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observation at time and location t1l1 is unique to me, and your observation at t2l2 is
unique to you.

9 The values of subscript n can differ, of course, for E, S, P and C respectively.
10 These principles for an Intersubjective Science were introduced in Velmans

(1999a). Richardson (2000) has suggested ways in which these principles may be
applied to establishing intersubjectivity in clinical or therapeutic situations.

11 To clarify the epistemic issues, I have so far focused only on very simple cases of
conscious experience (simple visual percepts, pains and so on) which are relatively
easy to study and control. Under normal conditions, for example, visual percep-
tion appears to be so tightly guided by the information picked up by the retina that
the resulting experience gives every appearance of being a ‘direct perception’ of
what is out-there in the world. Consequently, given similar stimuli, presented
under similar viewing conditions, with similar expectations, experimental instruc-
tions and so on, different subjects are likely to agree that they see the same thing.
By contrast, experienced thoughts, emotions and images are largely determined by
endogenous factors, and even when they are influenced by events in the external
world, they generally represent some inner response to external events, rather
than representing the events themselves. This makes them heavily dependent on
individual differences in heredity, personal history, momentary fluctuations
in attention and interest, and on other endogenous factors, making them less easy
to reproduce under controlled conditions. Other experiences may be rare or even
unique to the individuals involved. While these factors complicate investigation
they do not prevent it. Psychologists simply include such complicating factors
within their research – investigating the effects of heredity, learning, and attention
on thinking and emotion, making use of single case studies where needed and so
on. In some studies investigators harness subjects’ ability to control their own
experience. A common method of studying imagery for example is to ask subjects
to generate a given image, and then to perform some task that reveals something
about its nature or use. When a given experience is very difficult to reproduce at
will, it can be investigated when it occurs naturally, as in studies of dreaming
during REM sleep. As in natural science, the accuracy of reports can become
suspect when stimuli or experiences are near the limits of detectability, for
example, when a weak signal is embedded in noise – in which case estimation
procedures have to be developed, such as those suggested by signal detection
theory. One also has to be mindful of the well known effects of the act of observa-
tion on the nature of the observed. Such ‘experimenter effects’ have been
extensively investigated in psychology (along with the means by which they can be
minimised), but they can be particularly powerful when the observer is the
observed, for example, when a subject studies (rather than simply reports on) her
own conscious experience. In such cases one has to attempt either to limit such
influences (cf. Ericsson, 2003; Ericsson and Simon, 1984; Hurlburt and Akhter,
2006; Petitmengin, 2006) or to harness them, for example in situations where
focused self-observation is intended to transform conscious states rather than to
describe them (see, for example, discussion in Shear, 2007).

12 A hypothetical machine for viewing activity in one’s own brain, for example, via a
TV monitor attached to sensors which detect electrical, magnetic or other activity.

13 Endogenous, cognitively driven processes also contribute to what is experienced,
but this does not affect the causal status of the external stimulus. In forms of
exteroception that allow exploration of what is perceived through bodily move-
ments, there may also be dynamic, preconscious sensory-motor forms of explor-
ation of what is perceived of the kind stressed by ‘enactive’ theories of perception.
In normal exteroception, external stimuli may nevertheless be regarded as ‘initiat-
ing causes’ of what is experienced.

14 As noted in Chapter 8, such experiences ultimately represent the stimuli themselves
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(in a way that is biologically appropriate to the perceiver); but, following
more usual conventions, they could also be said to be the subject’s phenomenal
representations of the stimuli observed by the experimenter. These accounts of
what the experience represents do not conflict. They differ only in their ‘level of
analysis’.

15 S can observe her own experiences in the sense that S has direct (non-inferential)
access to them. That is, they provide a form of data about which she can
make reports. This entails no regression to some additional, inner observer or
homunculus, and it entails no commitment to those reports being incorrigible.

16 In terms of phenomenology, the light you observe and the light you experience
are one and the same (see Chapter 6). I do not, of course, wish to deny that
there may be other experiences consequent on seeing the light such as thoughts
about the light, feelings, images and so on. However, these are additional to visual
experiences of the light as-such. I only claim visual experiences of the light as-such
to be phenomenally indistinguishable from the observed light out in the world.

17 It will be apparent to those familiar with the consciousness studies literature that
this even-handed, nonreductive approach to first- and third-person methods dis-
tinguishes CP from more behaviourally oriented approaches such as Dennett’s
heterophenomenology which tries to restrict the science of consciousness to third-
person methods. Dennett’s heterophenomenology is intimately related to his com-
putational functionalist analysis of mind, in that it tries to develop an investigative
method that is consistent with consciousness itself being nothing more than given
forms of brain functioning, specifiable in entirely third-person terms, in spite of
how it may seem. As I have given an extensive critique of Dennett’s computational
functionalism in Chapter 5, I will not consider his heterophenomenology in any
detail here. Readers with a particular interest in how critical phenomenology com-
pares with heterophenomenology may find my online dialogue with Dennett in
Velmans (2001) entertaining, and should refer to the more detailed arguments
presented in Dennett (2003) and Velmans (2007c).

18 See also an interesting essay developing a very similar theme from the joint
perspectives of neurophenomenology and quantum mechanics by the philosopher
Michel Bitbol (2008), and an insightful analysis given from the perspective of
European phenomenology by Dan Zahavi (2007).
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10 How consciousness relates
to information processing
in the brain

In Chapters 2 to 5, I have summarised the case against both dualist and
reductionist accounts of the nature of consciousness. Chapters 6 and 7 pro-
vide an alternative, ‘common-sense’ analysis of conscious phenomenology
that does not require it to be anything other than it seems. According to the
reflexive model I develop, phenomenal consciousness neither is mysterious in
the sense of res cogitans, nor does it reduce to a state or function of the brain.
That said, there is little doubt that the phenomenology of human conscious-
ness relates closely to the activities in human brains. Some activities in the
visual system have causal effects on consequent visual experiences; some
activities in the somatosensory system appear to cause tactile experiences,
and so on. Other activities appear to correlate with (co-occur with) experi-
ences. According to many theorists, once experiences appear, they in turn
have causal effects on, and functions in, subsequent brain activity. In the
present chapter we examine these relationships with care.

Where to start

The activities in brains can be specified at many levels of analysis, ranging
from the microcosmic events specified by quantum mechanics to the macro-
cosmic action of large neuronal populations and the integrated activity of
the entire brain. As I am concerned with how ordinary experiences relate to
mental processes of the kind traditionally studied in cognitive psychology,
the discussion which follows largely relates subjective experience to mental
activities specified in traditional, macro-functional terms (in terms of human
information processing, neural network systems and so on). Quantum mech-
anical effects might turn out to be important and the nature of embodying
neurophysiology is undoubtedly important, but we do not need to enter into
the details of these for now. The puzzle of how conscious experiences relate to
the everyday mental processes that we think of as being conscious (thinking,
reading, speaking and so on) turns out to be mysterious enough.

As noted in Chapter 4, early psychological speculations about the relation-
ship of consciousness to human information processing can be traced back
to the writings of William James (1890), who associated consciousness with



selective attention and primary memory. Until the late 1960s, the precise
nature of this ‘association’ between consciousness and information process-
ing remained ambiguous. Theories were not clear, for example, about whether
focal attentive processing caused consciousness, correlated with conscious-
ness, or was identical to consciousness. However, in the early 1970s, with the
ascendance of cognitive psychology, a number of theorists began to redefine
consciousness in information processing terms, thereby finessing such ques-
tions. Posner and Warren (1972), for example, defined a conscious process
as one that makes use of a limited capacity central processing system; Bjork
(1975) referred to this central processor as a kind of ‘executive consciousness’,
and so on. Similar redefinitions recur in more recent writings, for example
in Mandler’s (1997) treatment of the central processor as a form of executive
consciousness, Baddeley’s (2001) association of consciousness with the
central executive component of working memory, and Baars’s (1988, 2007)
identification of consciousness with information in a ‘global workspace’.

The relationship of consciousness to information processing is a foun-
dational issue both for psychology and for philosophy of mind. If conscious-
ness really is nothing more than a form of information processing, then
psychologists can investigate the nature of consciousness by investigating the
nature of such processing using traditional third-person methods, and not
worry about how conscious phenomenology relates to information processing
accounts of mind. Similarly, philosophers do not need to agonise over the
ontological nature of ‘qualia’ or about how experiences and neurons can have
causal interactions. If experiences just are forms of information processing in
the brain, then their nature and causal interactions with other, nonconscious
forms of processing present no philosophical mysteries.

Unfortunately, nature does not always fit conveniently into the conceptual
boxes we have prepared for her. As I have noted in Chapter 3, it is a fallacy to
conflate causation, correlation and ontological identity. Attentional process-
ing might, for example, cause or correlate with conscious experience without
being conscious experience. A redefinition of phenomenal consciousness in
terms of attentional or other processing is justified only if nothing essential
to the nature of phenomenal consciousness is lost in the redefinition. But,
arguably, the very heart of phenomenal consciousness is lost. Exact know-
ledge of the brain’s ‘limited capacity central processor’ or ‘executive monitor’
would tell us something important about how the brain functions, but noth-
ing about what it is like to have a given experience. This is true for humans,
but it becomes particularly obvious once we imagine such processing being
instantiated in a silicon brain. We know what it is like to have conscious states
from our own first-person, subjective experience and we have good reasons
for inferring the existence of similar states and experiences in other humans
(on the basis of what they tell us, shared heredity, education and so on). With
silicon brains, however, there is no way to know on the basis of their informa-
tion processing alone whether the same functioning is accompanied by (a) the
same experience, (b) a distinct ‘silicon experience’, or (c) no experience at all.
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If so, functionalist redefinitions of experience in terms of information pro-
cessing must leave something out. I have examined the many other problems
of such functionalist reductionism in Chapters 4 and 5. In the present chapter
I assume that conscious phenomenology provides first-person psychological
data that does not need to be redefined to be investigated, an assumption
shared by many workers involved in consciousness research (and one that
I have justified in Chapter 9). From this starting point, we can examine how
such phenomenology can be related to information processing without
redefining it or reducing it to that processing.

The analysis that follows briefly summarises and updates the extensive
treatment of these issues that originally appeared in Behavioral and Brain
Sciences in Velmans (1991a), forty published commentaries, and my replies in
Velmans (1991b, 1993b, 1996c).1 Broadly speaking, psychologists who have
examined the relationship of consciousness to human information processing
experimentally have focused on three questions:

1 When (in time) does consciousness appear in human information
processing?

2 Where (in the sequence of operations) does consciousness appear in
human information processing?

3 How does conscious processing differ from preconscious and unconscious
processing?

Many psychologists have assumed that answers to these questions will reveal
the adaptive function of consciousness in the activities of the brain.

How long does it take to become conscious of something?

Subjectively, we seem to be immediately aware of what we attend to. However,
experiments on the timing of conscious awareness by the neurophysiologist
Benjamin Libet suggest that consciousness of input does not arise until at
least 200 milliseconds (ms) after stimuli arrive at the cortical surface (see
Libet, 1996, for a review). Libet et al. (1979), for example, found that direct
microelectrode stimulation of the somatosensory cortex required a pulse
train of at least 200 ms duration before any conscious awareness of the
stimulus was reported (pulse trains 10 per cent shorter than this were not
subjectively experienced). Libet et al. also found that tactile stimuli applied to
a finger were masked (prevented from entering consciousness) by microelec-
trode stimulation of the somatosensory cortex applied up to 200 ms after the
arrival of the tactile stimuli. On the grounds that one cannot prevent a stimu-
lus from entering consciousness after it has done so, they concluded that at
least 200 ms of processing time are required to produce neural conditions
adequate to support consciousness. The reason we do not experience any
mismatch between experienced and actual stimulus arrival time appears to be
that the brain records the actual time of arrival of the stimulus at the cortical
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surface. The brain then enters this into the representations of input that it
constructs (in spite of the fact that the representations themselves take about
200 ms to construct).

What is the basis for this claim? Libet (1996) reviews evidence that the
brain records the time of tactile stimulus arrival with a ‘time marker’ in the
form of an early evoked potential at the somatosensory cortical surface.
However microelectrode stimuli applied directly to cortical areas such as the
medial lemniscus (LM) do not produce such early evoked potentials. By con-
trasting the subjective timing of stimuli with and without such time markers
Libet found that the former but not the latter are subjectively referred ‘back-
wards in time’ (to the time of occurrence of the marker). For example, tactile
stimuli applied 100 ms after the LM cortical stimuli appeared, subjectively, to
precede them (by around 100 ms). Consequently such tactile stimuli do not
appear to be subjectively delayed (by 200 ms – see Figure 10.1).

These surprising findings and conclusions about ‘subjective referral’ have

Figure 10.1 Referral backwards in time an experiment in which the subjective arrival
time of a stimulus applied to the skin is compared with that of a train of
electrical stimuli applied directly to the somatosensory cortex (at a rate of
60 per second). Under the conditions of the experiment the cortical
stimuli need to be applied for around 500 ms before they produce neural
conditions able to support a conscious experience (a C-experience). There
is evidence that a similar time delay of around 500 ms is required for a
threshold stimulus applied to the skin (the S-pulse) to result in a con-
scious experience. So if the latter is applied 200 ms after the cortical
stimulus, it should be experienced as occurring after the cortical stimulus.
However, in this experiment the skin stimulus was experienced as occur-
ring before the cortical stimulus. According to Libet et al. (1979), a skin
stimulus produces an early negative-going potential on arrival at the cor-
tical surface which acts as a ‘time marker’ for its time of arrival, and the
brain subjectively refers experienced time of arrival ‘backwards in time’
to this time marker. Electrical stimuli applied directly to the somatosen-
sory cortex produce no equivalent time marker, so they are not referred
backwards in time. Hence the skin stumulus seems to precede the cortical
stimuli (figure adapted from Libet et al. (1979). Brain, 102: 199 by permis-
sion of Oxford University Press).
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not gone unchallenged.2 However, the suggestion that consciousness of input
is preceded by a period of preconscious processing is broadly supported by
cognitive research (Merikle, 2007), and a common estimate of preconscious
processing time is in the order of 250 ms (see, for example, Neeley, 1977;
Posner and Snyder, 1975). In information processing terms there is much to
do before one can identify a stimulus. For example, stimuli must be trans-
formed into neural code, analysed, and matched to memory traces before
they can be identified. Complex stimuli such as sentences also require syn-
tactic and semantic analysis and an interpretation of meaning in the light
of prior verbal context, current physical context, and accumulated ‘global
knowledge’ of the world. Actual inputs also need to be compared with pre-
dicted inputs to determine whether they are unexpected and require focal
attention (Gray, 1995). Such processing requires time. It makes evolutionary
sense for mental models of stimulus arrival time to compensate for the pro-
cessing time required to make those stimuli conscious.

To understand Libet’s results and conclusions it is important to distinguish
information about the time of occurrence, location and extension of events in
the world from the temporal and spatial properties of the neural representa-
tions which encode information about such events. Subjective experiences and
their neural correlates ‘model’ the represented events, not themselves.3 As
noted in Chapters 6 and 7, similar principles apply to the subjective experi-
ence of space. In visual perception, the location and extension of objects in
the world is encoded in the brain, which is dramatically illustrated when brain
damage causes a loss of depth perception. Two cases have been reported, for
example, in which brain-damaged patients saw the world and the people in it
as perfectly flat. Consequently, ‘the most corpulent individual might be a
moving cardboard figure, for his body is represented in outline only’ (cited in
Crick, 1994, p. 167). In normal vision, however, objects are subjectively
experienced as having depth, extension, and a location out in the world, rather
than being ‘in the head or brain’ (in the region of their neural encoding).
For reasons that will be evident from Chapters 6 and 7, I have termed this
phenomenon ‘perceptual projection’ (rather than adopting Libet’s term ‘sub-
jective referral’), but the effect is analogous to events being subjectively
experienced as occurring when they actually arrive at the cortex, rather than
at the time when neural representations of their arrival time are fully formed.
That is, both effects are cases of ‘subjective referral’ (the former in space, the
latter in time).4

At what stage of analysis do stimuli become conscious?

If Libet is right, it takes some 200 ms or so before input stimuli become
conscious. But what happens (in functional terms) to make a stimulus con-
scious? As we have seen in Chapter 4, there has been extensive theory and
experiment devoted to the differences between preconscious and conscious
processing, much of it influenced by the seminal writings of William James.
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As James observed, we select what we attend to and we are consciously aware
of what we select, but we are not aware of unattended information (for
example, you are not aware of the feel of your tongue inside your mouth –
until I mention it and your attention switches). So, conscious phenomenology
must relate closely to information that has been selected for focal attention.
This is convincingly demonstrated by the phenomenon of inattentional blind-
ness. For example, in their now famous demonstration, ‘Gorillas in our
midst’, Simons and Chabris (1999) filmed two teams of students throwing a
ball to other members of their team. One team was dressed in white T-shirts,
the other team in black, and observers were asked to count the number of
passes made within either the white or the black team. While this is going on,
a woman dressed in a gorilla suit walks into shot, moves to centre stage, faces
the camera, beats her chest, and walks slowly off again. Amazingly, when
asked about it afterwards, roughly 50 per cent of observers fail to notice the
gorilla, demonstrating that we do not consciously see what we do not attend
to even when we are directing our gaze at it.5

Returning to another theme from William James, the contents of con-
sciousness also seem to form a kind of ‘psychological present’ which is
immediately accessible for report. This contrasts with our ‘psychological
past’ which forms a kind of unconscious context for our psychological pres-
ent and which must be accessed differently, through recall or recognition. This
suggests a functional distinction in mental processing between a temporary
short-term (working, or primary) memory system which holds information
relating to the psychological present, and a relatively long-term (secondary)
memory which encodes learnt information relating to past experience and
various forms of knowledge derived from it.

The precise way in which such systems operate and relate to each other has
been and continues to be the subject of extensive psychological research
(particularly in investigations of preconscious versus conscious perception,
attention, automatic versus controlled processing, and memory). Given our
present focus on consciousness we do not need to enter into the many, ongoing
controversies about the details of such processing. We do, however, need to
focus on how processes accompanied by consciousness differ from processes
that are not accompanied by consciousness. For this we need to take stock of
what happens in the brain before consciousness arises and of how functioning
changes once it does. Below, I present a brief sketch of some typical findings
and the controversies that accompany them.6

The extent of preconscious analysis

The transition from preconscious to conscious processing and the differences
between these are well illustrated by the ‘cocktail party situation’ which, in
the 1950s, became a primary focus of research. At a cocktail party, the
conversation one attends to enters consciousness, while the competing con-
versations seem to form a relatively undifferentiated background noise. Given
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this, attended information must be analysed in a different way from non-
attended information. At the same time, if someone mentions one’s name
across the room, one’s attention is likely to switch, suggesting that, to some
extent, even non-attended messages are analysed – but to what extent?

Initial investigations of this by Cherry (1953) and Broadbent (1958) used a
shadowing task in which subjects were required to attend to and repeat a
message presented through earphones to one ear, while another message was
simultaneously presented to the other, non-attended ear. After the task, sub-
jects were required to report what they could remember of the non-attended
message. Early findings indicated that subjects could not report the identity
or meaning of stimuli on non-attended channels, although they could report
certain physical features, for example whether the stimuli were spoken by a
male or female voice, whether they were speech rather than a pure tone, and
so on. On the basis of such findings Broadbent (1958) proposed an ‘early
selection’ model of attention in which all input stimuli receive a physical
analysis in an automatic, parallel, pre-attentive fashion. However only those
stimuli that are selected for more detailed focal attention receive an analysis
for meaning, update long-term memory and enter consciousness.

One interesting consequence of these early findings is their support for the
suggestion that consciousness might be necessary for the analysis of meaning
– a recurring theme in both psychological and philosophical writings.
Conversely, psychological experiments which have managed to dissociate
semantics and consciousness have consequences for both psychological and
philosophical debates. In the 1970s, for example, various experiments demon-
strated that the meaning of non-attended stimuli can influence the attended
message or otherwise affect the hearer, in the absence of any conscious
awareness of the non-attended stimuli or subsequent recall (cf. Dixon, 1981).
Corteen and Wood (1972), for example, found that changes in galvanic skin
response (GSR) which accompanied target words conditioned to electric
shocks continued when those target words appeared in the non-attended ear,
although subjects were unable to identify the words themselves. This occurred
also with words which were semantically related to the conditioned word (but
not with unrelated words). Various replications of Corteen and Wood’s study
also indicated that their results were reliable (see review in Velmans, 1991a).

Such effects might, of course, be explainable in other ways. According
to Holender (1986), subjects in such studies might switch their attention
momentarily to the non-selected ear and then forget they had done so.
Dawson and Schell (1982), for example, found that if subjects were told
beforehand that they would be required to name the conditioned word in the
non-selected ear, they could sometimes (but not always) do so. According to
Holender (1986), this suggests that subjects had been momentarily aware of
the non-selected, conditioned words in the earlier studies – a possibility
admitted by Corteen (1986). If so, one cannot be certain that these studies
demonstrate meaning analysis without conscious awareness.7

However, focal-attentive switching cannot account for the evidence of
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preconscious semantic analysis (in non-selected channels) found by Groeger
(1984a, 1984b, 1988). Groeger demonstrated that words in a non-attended
ear could bias the meanings of attended-to words, and, crucially, he found
that the effects of non-attended words were different if they were above
threshold (consciously detectable) versus below threshold. For example, in
one experiment subjects were asked to complete the sentence ‘She looked

 in her new coat’ with one of two completion words, ‘smug’ or ‘cosy’.
Simultaneous with the attended sentence the word ‘snug’ was presented to the
non-selected ear (a) above threshold, or (b) below it. With ‘snug’ presented
above threshold, subjects tended to choose ‘smug’, which could be explained
by subjects becoming momentarily aware of the physical form of the cue.
With ‘snug’ presented below threshold, subjects tended to choose ‘cosy’, indi-
cating semantic analysis of the cue word without accompanying awareness.

One cannot assume from these findings that semantic analysis of non-
selected messages always takes place in dichotic listening studies, and it
is often difficult to be certain that subjects have no awareness of stimuli
presented to the non-selected ear. Overall, however, such studies have pro-
duced diverse evidence of semantic analysis of non-selected words, under
conditions where subjects claim to have no awareness of those words and are
unable to report them afterwards.8 This suggests that under some circum-
stances a preliminary analysis for meaning can take place outside the focus of
attention, without reportable consciousness.

Such findings have been used to support a ‘late selection’ model (Deutsch
and Deutsch, 1963; Norman, 1969) in which all familiar input stimuli are
identified and given a simple meaning analysis. This makes evolutionary
sense. As Norman pointed out, unless one does analyse the meaning and
significance of input stimuli on non-attended channels it would be difficult
to judge whether they are important enough to switch one’s focal attention
to them. If so, the analysis of meaning (of simple familiar stimuli) may not
always require focal attention, or entry of the stimuli into consciousness.9

How does pre-attentive processing differ from attentional
processing?

On the basis of experimental findings in the early 1970s, Posner and Snyder
(1975) extended this late-selection model into a two-process model in which
pre-attentive, preconscious processing is thought of as a fast, automatic,
spreading activation in the central nervous system. This activates not only
memory traces of a given input stimulus but also related traces that share
some of its features. For example, reading the word ‘DOCTOR’ also activates
or ‘primes’ semantically related features in the word ‘NURSE’, making the
latter easier to recognise (Meyer et al., 1975). However, this process has
no effect on unrelated traces (for example, ‘DOCTOR’ does not prime
‘BREAD’). This would also explain the finding that non-attended words
which are semantically related to those associated with electric shocks affect
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GSR, but not unrelated words (see discussion of Corteen and Wood, 1972,
above). By contrast, attentional processing occurs only after such spreading
activation, it is relatively slow and serial in nature, and it cannot operate
without intention and awareness. This process not only activates the traces of
related stimuli but also inhibits the activation of unrelated stimuli (making
them harder to recognise).10

However, focal-attentive processing is likely to involve far more than simple
activation and inhibition. La Berge (1981) and Kahneman and Treisman
(1984) for example pointed out that different forms of attention may have to
be devoted to different stages of input analysis. Processing resources may be
devoted to the identification of physical features if one is searching for a
target input stimulus, but other resources may be required to integrate the set
of features at the location found by the search. In addition, if any consequent
action is to follow input analysis, its results need to be disseminated to other
processing modules (see also Baars, 1988, 2007; Baars and McGovern, 1996).
According to Posner et al. (1997) this would require orienting to sensory
stimuli, executing control (including target detection and response selection),
and maintaining an alert state.

While the details of focal-attentive processing are still under active
research,11 there appears to be some consensus within the experimental litera-
ture that input stimuli in different channels are pre-attentively analysed in a
fast, parallel, automatic, preconscious fashion, with little mutual interference,
up to the point where each stimulus is matched to its previous traces in long-
term memory, enabling a simple analysis of its meaning or significance.12

Whether non-attended processing can extend to more complex analyses is
uncertain. Underwood (1977) for example found that placing the non-
attended words in a sentence context did not influence the effect of non-
attended words on attended words in a shadowing task. This suggested that
without attention there may only be limited integration of words into sen-
tences. Greenwald (1992) called this apparent upper limit on the complexity
of pre-attentive, preconscious processing the ‘two-word challenge’.13

It would be misleading to suggest that all the evidence relating to pre-
attentive and focal-attentive processing fits into this relatively neat picture.14

Nevertheless, the transition from processing single, familiar words to process-
ing more complex or novel input stimuli such as phrases and sentences is
often thought to mark the transition from pre-attentive to focal-attentive
processing. The latter is thought to be more flexible, relatively slow, serial,
voluntary, limited in capacity, and conscious. Given this, few cognitive
theorists would disagree with William James that there is a close association
between attention and consciousness.

The functional correlates of consciousness

It should be evident that the processes which govern how attentional resources
are allocated are themselves preconscious. That is, once we become
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consciously aware of some input (e.g. someone talking about us on the other
side of the room), it has already been selected for attentive processing. This is
true for both early-selection and late-selection models of attention (these
differ only in terms of how extensively input is analysed before selection takes
place). Indeed, there is a self-contradiction implicit in the claim that con-
sciousness selects what enters itself. Consciousness cannot consciously select
what enters itself, for the reason that the selected information would already
have to be in consciousness for such a selection to take place.15 Such caveats
aside, we can still ask, ‘What is it about attentional processing that relates
most closely to consciousness?’

Clues about the functional correlates of consciousness are offered by situ-
ations where attentional processing is partially dissociated from conscious-
ness, for example where subjects focus their attention on an input stimulus
but consciousness of the stimulus does not arise. It seems reasonable to
assume in such situations that some aspects of attentional processing are
operating but other aspects (associated with consciousness) are not. A classic
example occurs in ‘blindsight’ produced by striate cortex lesions (Weiskrantz,
1986, 1997, 2007). Blindsighted subjects can direct their attention to an input
stimulus, identify some of its properties and make appropriate identification
responses, but are unable to experience the stimulus to which they attend.
Such subjects, however, need to be forced to make decisions about stimuli that
they believe they cannot see, indicating that information about the stimulus
is not readily available to all parts of their information processing system.
Marcel (1986) also found that blindsighted patients make no attempt to
grasp a glass of water in their blind field even when thirsty, suggesting that
information about the input remains dissociated from systems serving volun-
tary control (see also Danckert et al., 2002).16

Partial dissociations also occur in implicit learning and memory studies.
Here, information about stimuli or the relationships between them which is
not present to consciousness at the time of learning (according to subjective
reports) may update long-term memory and influence performance, although
it is not available for explicit recognition and recall (Gardiner, 1996; Berry
and Dienes, 1993; Reber, 1993, 1997; Schacter, 1992). Although some of these
studies have been challenged on methodological grounds (Shanks and St
John, 1994) there is a sense in which the existence of implicit learning and
memory in advance of any explicit knowledge of what has been learnt is
obvious. As the psychologist Arthur Reber puts it:

What do psychologists think is going on when a child acquires a natural
language or becomes socialised and inculcated with the mores of society?
With language development the case is quite clear. Formal instruction
is essentially irrelevant, explicit processes are absent, learning is essen-
tially unintentional, individual differences in the basic skill are minimal,
language users have virtually no access to the rules of their language,
and the end product of the acquisition is a rich, complex, and abstract
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representation that mirrors that of the structure of the linguistic corpus.
A similar picture is easily painted for the processes of socialization and
acculturation.

(Reber, 1997, p. 139)

Another dissociation of attention from consciousness and memory occurs in
hypnotic analgesia, where patients are induced to direct their attention away
from the painful stimulus. However, during hypnosis the patient may be told
that a hidden observer will continue to monitor everything that is happening
although the patient will experience no pain (Hilgard, 1986). In subsequent
surgery, the awake patient may report no experience of pain and this may
be accompanied by an absence of physiological indices of pain along with
reduced bleeding and salivation (Oakley and Eames, 1985). This indicates
that information about the painful input is not generally available to other
parts of the system. But the hidden observer continues to attend to the pain
and to enter information about it into memory. After surgery, with the subject
still under hypnosis, one can ask to speak to the ‘hidden observer’, in which
case it gives a vivid report of the pain it has experienced.

What such findings demonstrate is that partial dissociations of attentional
processing from consciousness result in different forms of information
‘encapsulation’. Subjects have knowledge, but they do not ‘know that they
know’.17 As Kahneman and Treisman (1984) suggest, the dissemination of
currently processed information to other information processing modules
may be one of the functions of focal-attentive processing, enabling greater
resources to be devoted to the input and allowing the system as a whole to
respond to input at the focus of attention in a coherent, global way. This
would account for the greater flexibility and sophistication of ‘conscious’,
focal-attentive processing (compared to ‘preconscious’, pre-attentive process-
ing). When information dissemination is disrupted, disruption of conscious-
ness (of that information) also occurs. This would suggest that input analysis
becomes conscious around the time that its products are being disseminated –
a late-arising stage of focal-attentive processing.

Other conditions for consciousness, specifiable in information processing
terms, also need to be met. For example, for complex information to be
usefully disseminated it needs to be sufficiently well integrated to support
consequent processing along with an integrated conscious experience (the
‘binding problem’). Nevertheless, in the sequence of attentional processes, the
information dissemination stage appears central. Through an extensive
review of the contrasts between conscious and nonconscious processes, Baars
(1988, 2007) and Baars and McGovern (1996) come to similar conclusions
(via a different route), although the term they use for ‘information dissemin-
ation’ is ‘broadcasting’.
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What is the nature of the association between consciousness and
information integration/dissemination?

Many psychologists have explicitly or tacitly assumed that ‘preconscious’
processing is identical to ‘pre-attentive’ processing, whereas ‘conscious’ pro-
cessing is identical to ‘focal-attentive’ processing (e.g. Baars, 1991; Mandler,
1975, 1985, 1991; Merikle and Joordens, 1997; Miller, 1962). However, as we
have seen in Chapter 4, psychological views about the precise nature of the
consciousness/processing relationship have been ambiguous. For example,
Miller (1962), one of the clearest, early writers on this subject, sometimes
claimed that ‘the selective function of consciousness and the limited span of
attention are complementary ways of talking about one and the same thing’
and that consciousness is a ‘process or group of processes’. But Miller also
claimed that ‘no activity of mind is ever conscious’. So, which is it to be?

As Kahneman and Treisman (1984) observed, the question of how atten-
tional resources are allocated is in principle distinguishable from the question
of what is or is not conscious. A close association of consciousness with
focal attention does not establish their ontological identity (see Chapter 3). In
Velmans (1991a) I argued that consciousness results from focal-attentive
processing but is not identical to it. To be more specific, consciousness relates
closely to the information integration/dissemination stage of focal-attentive
processing (see above), but the terms ‘consciousness’ and ‘focal-attentive pro-
cessing’ remain dissociable in their normal meaning and usage. Conscious
phenomenology and information processing also remain dissociable in terms
of the methods used to investigate them. Thus,

in its ordinary usage ‘consciousness’ refers to something other than
‘focal-attentive processing.’ It refers primarily to ‘awareness,’ whereas
‘focal-attentive processing’ refers to a functional subdivision within an
information-processing model of the brain. Focal-attentive processing is
thought to be a necessary condition for conscious awareness. Operation-
ally, however, they are distinct (Nissen and Bullemer, 1987; Kahneman
and Treisman, 1984). Conscious contents are typically investigated by the
use of subjective reports (of subjective experience) – usually verbal
reports, although various other means of communicating experience
exist (Ericsson and Simon, 1984; Pope and Singer, 1978). By contrast,
human information processing and functional divisions within such
processing are typically inferred from performance measures such as
reaction time, error score, and so forth.

(Velmans, 1991a, p. 665)

In his commentary on this position, Mandler (1991) accepted that the
mechanisms of selection and choice which determine what we attend to are
preconscious and that, under normal conditions, attentional processing
results in conscious experience.18 He also agreed that, ‘information processing
is not conscious, but its products are’ (p. 688; my italics).
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At the same time, Mandler (1975, 1997) claims a central role for con-
sciousness in information processing. For example, he treats the central
processor as a kind of ‘executive consciousness’ with the properties of serial-
ity, limited capacity, and relative slowness, with a range of functions which
‘permit the organism to react reflectively instead of automatically’, allow
‘more adaptive transactions between the organism and the environment’, and
permit ‘a focusing on the most important and species relevant aspects of
the environment’ (see Chapter 4).19

So, once again, we need to ask, ‘is consciousness a form of information
processing or a product of it?’ (the dilemma faced by Miller, 1962, discussed
above).

Baars (1991), commenting on the same (1991a) target article, objected to
my distinction between focal attention and consciousness. According to him,
awareness and focal attention ‘covary so perfectly, we routinely infer in our
everyday life that they reflect a single underlying reality’. My target article, he
claimed, is just one of a series of misguided attempts (by philosophers, psy-
chologists, and neuroscientists) to deny the ‘common-sense and scientifically
useful idea that reports of conscious experience, focal-attention, and wake-
fulness reflect an internal but nevertheless knowable aspect of our nervous
system’, and to ‘demonstrate that consciousness cannot be associated with
all of its obvious correlates – in this case with “focal attention” ’ (p. 669).

In my reply (Velmans, 1991b) I pointed out that my text had placed great
stress on the close association of consciousness with focal attention (con-
sciousness results from focal-attentive processing). I merely denied their
ontological identity (causes are not ontologically identical to their effects).
Nor does an account of human information processing in itself (magically)
yield an account of phenomenal consciousness. Worse, redefinitions of con-
sciousness in terms of focal attention effectively collapse the phenomena
observed from a subject’s first-person perspective to phenomena observed
or inferred from an external observer’s third-person perspective, thereby
removing the subject’s experience from science. All that remains is an entirely
mechanistic account of mind (in terms of information processing) which
neither requires nor provides any understanding of how subjective experi-
ences contribute to mental life.

To add to the confusion, Baars agreed that subjective experience should be
somehow included in scientific theory. As he noted,

denial of first-person conscious experience in other people may lead to
a profound kind of dehumanization. It comes down to saying that other
people are not capable of joy or suffering, that in fact, as far as the
outside observer is concerned, we are not to see others as they see them-
selves. The consequence of this prohibition against the first-person perspec-
tive is a kind of mechanization of other people. Psychology under the
thumb of behaviorism did indeed display this kind of dehumanizing,
mechanistic thinking. It is only when we acknowledge the reality of
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conscious experience in the minds of others, that we can recognize their
full humanity.

(Baars, 1991, p. 670; my italics)

However, Baars overlooked the fact that replacing subjective experience with
third-person accounts of information processing is equally dehumanising
and mechanistic. For him, a third-person account of consciousness in terms
of information in a global workspace is an account of subjective experience –
that is, it is an account of consciousness as such (Baars, 1994, 2007). The
difficulties of incorporating first-person, phenomenal consciousness within a
third-person account of information processing in this way are well illustrated
by Baars’s subsequent attempts to grapple with this issue. In contrast to his
(1991) claim that awareness and focal attention ‘covary so perfectly, we rou-
tinely infer in our everyday life that they reflect a single underlying reality’,
Baars (1997a) is at pains to dissociate consciousness from focal attention (for
reasons very similar to the ones I gave in 1991). As he then pointed out, in
ordinary usage these terms have different meanings. For example:

English makes a clear distinction between ‘looking’ and ‘seeing’, ‘listen-
ing’ and ‘hearing’, and ‘touching’ and ‘feeling’. The first word of each
pair describes a way of gaining access to a conscious perceptual experi-
ence (looking, listening, touching), while the second refers to the result-
ing experience itself (seeing, hearing, feeling). We use the first verb of
each pair in order to gain access to the second. We look in order to
see; listen in order to hear, and touch in order to feel. The distinction
is between selecting an experience and being conscious of the selected
event. In everyday language, the first word of each pair involves attention;
the second involves consciousness.

(p. 364)

Baars goes on to argue that attention and consciousness can also be dissoci-
ated operationally. For example,

Attentional operations include instructions to attend and disattend,
effortful control of attention against competing input, and experimental
manipulations of attentional selection priorities. . . . In contrast, our
most obvious index of consciousness involves people describing their
experiences in some verifiable way, under conditions that maximise
accuracy.20

(ibid., p. 364; my italics)

However, rather than rejecting the ontological identification of consciousness
with information processing (as I did in Velmans, 1991a), Baars then goes on
to identify consciousness with a slightly later stage of information processing
(as does Mandler, 1997), in terms that once again have very little to do with
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people’s descriptions of what they experience. Attention now becomes the
‘gatekeeper’ for the global workspace and, as before, the contents of the
global workspace are equated with consciousness. Thus, ‘attention creates
access to consciousness’, but ‘consciousness is needed to create access to
unconscious processing resources’, and ‘we can create access to any part of
the brain using consciousness’ (Baars, 1997b, p. 296; see also Baars et al.,
1997). In short, consciousness carries out the many functions which require
global access to unconscious processing resources such as system-wide inte-
gration and dissemination of information, the formation of new links
between unconscious processors, and so on (see Chapter 4). Unfortunately, in
his summary of his 1997b position, Baars once again shifts his position (to
one different from that outlined in the body of his paper), now stressing that,
‘In the view presented here, global access may be a necessary condition for
consciousness; but in the nature of science we simply do not know at this time
what would be the truly sufficient conditions’ (p. 308).

If global access is a necessary (but not sufficient) condition for conscious-
ness, then global access is causally antecedent to consciousness. However, if
consciousness creates global access, then consciousness is causally antecedent
to global access. Like Miller and Mandler, Baars tries to have it both ways.
Such confusions illustrate the need to analyse the relation of conscious
phenomenology to its associated information processing with care.

Preconscious analysis of complex messages in the attended
channel

Theories of consciousness that give it selective functions (in attentional
processing), or identify it with a ‘central processor’, ‘central executive’, or
‘global workspace’, treat it as a distinct, functional module which clearly
does something useful in the activities of brain. For example, if nothing
happens without consciousness other than the identification of simple, famil-
iar stimuli, then consciousness must be necessary for the analysis of complex,
novel stimulus combinations which occur, for example, in reading or the
perception of connected speech. This would be consistent with the evidence
that preconscious analysis (in non-attended channels) may be limited to
the meanings of individual words (see Kihlstrom, 1996; Greenwald, 1992;
Underwood, 1991). If this widely held view is correct, preconscious analysis
of complex, novel information should be impossible. According to Greenwald
(1992), even the preconscious analysis of two connected words poses ‘a chal-
lenge’ (see above). Perhaps this is so for non-attended input. However, the
evidence for preconscious analysis of complex, novel messages in attended
input is clear.

In psychological tasks, the ‘attended’ channel is operationally defined by
combining instructions to subjects to attend in a given way with appropriate
forms of stimulus presentation. For example, the subject might be asked to
focus on material in one ear rather than the other, or to fixate a particular
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point on a screen, and then the stimulus is presented to the point of focus.
In the sense that subjects can choose whether or not to follow instructions,
their attention may be said to be voluntary, controlled and conscious. It
has to be borne in mind, however, that most models of attentional processing
assume that input stimuli receive some initial, preconscious analysis (pre-
liminary attention) whether or not they are in the attended channel. This
applies to both early-selection models (e.g. Broadbent, 1958) and late-
selection models (e.g. the ‘two-process’ model of Posner and Snyder, 1975,
discussed above). Stimuli in the attended channel differ in that they are nor-
mally selected for further ‘focal-attentive processing’ and it is only when this
happens that they enter consciousness. In principle, therefore, it might be
possible for input in an attended channel to be given a preliminary, pre-
conscious analysis without being subject to ‘conscious’ focal-attentive analy-
sis, as in the case of blindsight discussed above.

Suppose, however, that focal-attentive analysis is not disrupted in any
way. In what sense, under these circumstances, is the analysis of complex
stimuli ‘voluntary, controlled and conscious’?

How conscious is conscious speech perception and conscious
reading?

Marslen-Wilson (1984) reviewed evidence that the analysis of words in
attended-to connected speech is both ‘data-driven’ and ‘cognitively driven’,
combining knowledge of the stimulus with knowledge of its context. For
example, in Grosjean’s (1980) word recognition task, successively longer ini-
tial fragments of a word were presented. If the words were presented in
isolation, subjects required fragments of 333 ms (on average) to identify
them (total word length was in excess of 400 ms). But if the words were
presented in normal verbal contexts, a fragment of 199 ms (on average) was
sufficient to identify them. In a related experiment, Marslen-Wilson and
Tyler (1980) found that the average reaction time to detect target words (in
context) was 273 ms although their mean length was 370 ms. Once one takes
into account the 75 milliseconds or so required to make a response (the time
to press a button) this again suggests a word identification time of around
200 ms.

Now, a word fragment of 200 ms is large enough to contain just the first
two phonemes and, according to Marslen-Wilson (1984), these convey useful
information. Assuming that one has a ‘mental dictionary’ of around 20,000
American-English words, knowledge of the first phoneme reduces the set of
possible words to a median of 1,033, knowledge of the first two phonemes
reduces the set size to a median of 87, and so on (Kucera and Francis, 1967).
In this way, sensory analysis (a largely ‘data-driven’ process) contributes to
word identification. After two phonemes, however, a large number of possible
words remain (a median of 87). Hence subjects who can identify the word on
the basis of the first two phonemes must use their knowledge of the context
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to decide which of the remaining words is the correct one (a ‘cognitively
driven’ process).

On the basis of this and other evidence Marslen-Wilson (1984) concluded
that to cope with a complex acoustic waveform developing over time the
speech processing system moves the analysis of the sensory signal as rapidly
as possible to a domain where all possible sources of information (semantic
as well as phonemic) can be brought to bear on its further analysis and
interpretation. Such ‘online interactive analysis’ has considerable sophistica-
tion and flexibility.

These findings and conclusions have a surprising consequence. The stimuli
to be identified in these experiments are in the attended channel. Yet if words
(in context) are identified within 200 ms, this confluence of data-driven and
cognitively driven processing cannot be conscious, for according to the evi-
dence reviewed earlier (Libet et al., 1979; Posner and Snyder, 1975; Neeley,
1977), consciousness of a given stimulus does not arise until at least 200 ms
after the stimulus arrives at the cortical projection areas, that is, after the
identification of a word (in context) has been achieved!

In these experiments spoken words in the attended channel are therefore
analysed in preconscious fashion. Rather than consciousness entering into
input analysis of well known stimuli, consciousness of those stimuli appears
to follow sophisticated, preconscious analysis and identification. If this is the
case, consciousness cannot be necessary for the analysis and identification of
such stimuli even when they occur in novel, complex combinations. This
conclusion may seem counterintuitive. It is, however, easy to show how it
applies to everyday situations. For example, reading is universally thought of
as a complex, conscious process. But how conscious is it? (See Box 10.1.)

In spite of their complexity, the processes that enable reading operate pre-
consciously. Note too that the analysis of well known stimuli proceeds in a
largely involuntary fashion, whether or not the stimuli are in the attended
channel. Even if one ‘consciously attends’ to a given stimulus, it may be
difficult to prevent certain analyses from being carried out. In this sense, the
analysis is automatic. This point was demonstrated by Stroop (1935), who
observed that subjects instructed to name the colour in which a word is printed
found the task far more difficult if the word was itself a colour name, but of a
different colour. For example, subjects presented with the word ‘red’ printed
in orange cannot restrict their analysis to the colour of the print (orange)
because they cannot prevent themselves from reading the word (‘red’).

On the basis of this and other evidence, Kahneman (1973) concluded
that ‘subjects cannot prevent the perceptual analysis of irrelevant attributes
of an attended object’. Even if a stimulus is consciously attended to, what
is analysed may not be under conscious voluntary control. However, an
‘involuntary’ process is not necessarily ‘inflexible’ (see discussion of speech
perception above). Nor need it be ‘effortless’. For example, studies of the
Stroop effect indicate that while input analysis may be automatic in the
sense of ‘involuntary’, it nevertheless draws on limited processing resources,
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thereby slowing a subject’s ability to name the colour in which a colour
name (of a different colour) is written (Kahneman and Treisman, 1984).

Automatic, flexible, preconscious analysis of attended-to input

Conventionally, ‘preconscious’ analysis is thought to be automatic (in the
sense of being involuntary), and restricted to simple, familiar stimuli whose
long-term memory traces are accessed in data-driven fashion. The terms
‘preconscious analysis’, ‘pre-attentive analysis’, or ‘preconscious pre-attentive
analysis’ are often used interchangeably. ‘Conscious’ analysis or ‘focal-
attentive’ analysis is thought to be voluntary and flexible (involving cognitively

Box 10.1 How conscious is conscious reading?

Try silently reading the following sentence and note what you expe-
rience:

If we don’t increase the dustmen’s wages, they will refuse to take
the refuse.

Note that on its first occurrence in your phonemic imagery or ‘covert
speech’, the word ‘refuse’ was (silently) pronounced with the stress on
the second syllable (refuse), while on its second occurrence the stress
was on the first syllable (refuse). But how and when did this allocation
of stress patterns take place? Clearly, the syntactic and semantic analy-
sis required to determine the appropriate meanings of the word ‘refuse’
must have taken place prior to the allocation of the stress patterns; and
this, in turn, must have taken place prior to the phonemic images enter-
ing awareness.

Note too, that while reading, one is not conscious of any of the visual
processing or pattern recognition that is required to identify individual
words, or of any syntactic or semantic analysis being applied to the
sentence. Nor is one aware of the processing responsible for the resulting
covert speech (with the appropriate stress patterns on the word ‘refuse’).

The same may be said of the paragraph you are now reading, or of
the entire text of this chapter. You are conscious of what is written,
but not conscious of the complex input analysis involved. Nor are
you aware of consciously carrying out any system-wide integration
and dissemination of information, or of forming new links between
unconscious processors. Rather, information that enters consciousness
has already been integrated and appears to be generally available to the
system as a whole.
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driven as well as data-driven processing) and, again, the terms ‘conscious
analysis’, ‘focal-attentive analysis’, or ‘conscious focal-attentive analysis’ are
often treated as if they are synonymous.

The evidence reviewed above suggests that this rigid linkage of the ‘pre-
conscious’ versus ‘conscious’ processing distinction to the difference between
‘pre-attentive’ and ‘focal-attentive’ processing requires re-examination. Stim-
uli in attended channels are subject to a far more sophisticated analysis than
stimuli in non-attended channels. But, if the meanings of attended-to phrases
and sentences can be analysed before they enter consciousness, this attentional
analysis cannot be conscious. Conversely, preconscious analysis in attended
channels cannot be restricted to simple, familiar words. Reading and the on-
line analysis of speech are amongst the most sophisticated of human pattern
recognition tasks, involving both cognitively driven and data-driven process-
ing. If the input analysis of text and speech operates preconsciously, then
preconscious, attentional analysis might be automatic (in the sense of being
involuntary) but it cannot be inflexible.

To put the point another way, by the time perceived text or speech enters
consciousness the analysis of words in context (including both semantic and
syntactic analysis) has already been achieved. If so, consciousness (of the
input) arises too late to affect the processing with which it is most closely
associated. Reading and speech perception of attended-to messages are uni-
versally thought of as ‘conscious processes’. Yet, the processes that enable
reading and speech perception are, strictly speaking, preconscious.

It is important to note that, while consciousness of input does not come
too late for processing that follows input analysis, we are not (introspectively)
aware of carrying out the operations typically specified in cognitive models of
such processing. For example we are not aware of consciously integrating
and disseminating information throughout our own brains and, normally,
we do not think of such processing as being conscious. This leaves functional-
ist reductionism on the horns of a dilemma. If consciousness does carry
out such functions, in the way Baars (1997a, 1997b) suggests, it must do so
unconsciously – which doesn’t make sense.

I am not just being difficult. Cognitive psychology has made considerable
progress in locating those aspects of information processing most closely
associated with consciousness. But deep problems follow from the reduction-
ist identification of consciousness with information processing, which has
become common in functionalist analyses of experience.

One cannot, of course, extrapolate from two examples (speech perception
and silent reading) to the whole of human information processing. However,
the particular problems introduced here generalise to other information pro-
cessing accounts of psychological functions that are typically thought of as
‘conscious’. As I have analysed these in depth in Velmans (1991a, 1991b,
1993b, 1996c), I will give just a few, illustrative examples.
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How conscious is volition?

The discussion above focuses on input analysis and some of its consequences
(information integration and dissemination). However this is only the first
stage of human information processing. Once input has been identified, one
has to choose what to do. As Carr and Bacharach (1976) note, input selection
must be distinguished from task selection. So, even if input analysis and
selection are preconscious, task selection might be conscious. This suggestion
dates back to the classical dualist-interactionism of Plato and Descartes.
The bodily senses might act on the conscious mind to produce experiences,
but perhaps the conscious mind can also act on the body, through the
exercise of free will.

However, one of the most surprising findings of modern neuroscience is
that even a ‘conscious voluntary choice’ may have preconscious neural ante-
cedents. It has been known for some time that voluntary acts are preceded
by a slow negative shift in electrical potential (recorded at the scalp), known
as the ‘readiness potential’, and that this shift can precede the act by up to
one second or more (Kornhuber and Deeke, 1965).

In itself, this says nothing about the relation of the readiness potential
to conscious volition, that is, to the experienced wish to perform an act. To
address this, Libet (1985) developed a procedure which enabled subjects to
note the instant they experienced a wish to perform a specified act (a simple
flexion of the wrist or fingers) by relating the onset of the experienced wish to
the spatial position of a revolving spot on a cathode ray oscilloscope, which
swept the periphery of the face like the sweep-second hand of a clock.21

Recorded in this way, the readiness potential preceded the voluntary act by
around 550 ms and also preceded the experienced wish (to flex the wrist or
fingers) by around 350 ms (for spontaneous acts involving no preplanning).

In a replication of Libet’s findings, Haggard and Eimer (1999) used the
same methodology. However they varied whether subjects had to use their left
or right hand to respond, in order to allow calculation of the lateralised
readiness potential (LRP). This is obtained by measuring the activity over the
primary motor cortex and subtracting activity from the hemisphere on the
same side as the response hand from activity of the hemisphere on the oppos-
ite side to the response hand. As the left hemisphere controls the right hand
and vice versa, this provides a marker of motor preparation for a particular
hand movement in a given hemisphere, rather than the more general pre-
paredness indexed by RP. As was the case with RP, LRP occurred before the
conscious wish to act, although in this case by around 100 ms. That is, LRP
onset was about 300 ms prior to onset of motor activity (measured on an
electromyogram), with the wish to act occurring around 200 ms prior to this
activity. Haggard and Eimer also found that LRP onsets that were earlier
than average tended to be followed by wishes to act that were earlier than
average while later LRP onsets were followed by later wishes, suggesting a
direct relationship between wishes and LRP. However, no such relationship
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obtained between wishes and RP. Consequently, while they supported Libet’s
conclusion that the brain prepares for action prior to both the wish to act
and the act itself, they argued that LRP rather than RP is a more direct index
of the brain’s preparations.22

This suggests that, like the act itself, the experienced wish (to flex one’s
wrist) may be one output from the (prior) cerebral processes that actually
select a given response. If so, conscious volition may be no more necessary for
such a (preconscious) choice than the consciousness of a stimulus is necessary
for its preconscious analysis. Rather than solving the problem (posed by input
analysis) of what consciousness does in the brain, such findings exacerbate the
problem – with clear implications for our understanding of conscious free will.

As Libet observed, the experienced wish follows the readiness potential, but
precedes the motor act itself by around 200 ms, and this might provide
enough time to consciously veto the wish before executing the act (the same
applies to LRP). In a manner reminiscent of the interplay between the libid-
inous desires arising from Freud’s unconscious id and the control exercised
by the conscious ego, Libet consequently suggested that the initiation of the
voluntary act and the accompanying wish are developed preconsciously,
but consciousness can then act as a form of censor which decides whether or
not to carry out the act. In short, maybe we don’t have conscious free will,
but perhaps we do have conscious free won’t!

While this is an interesting possibility, it does invite an obvious question.
If the wish to perform an act is developed preconsciously, why doesn’t
the decision to censor the act have its own preconscious antecedents?23

Libet (1996) argues that it might not need to do so as voluntary control
imposes a change on a wish that is already conscious. Yet, it seems very
odd that a wish to do something has preconscious antecedents while a wish
not to do something does not. Preconscious influences on a decision not to
respond are, of course, tricky to investigate as, if they are successful, the
subject does not respond. EEG measures can nevertheless be used to dis-
tinguish response inhibition from response activation. Karrer et al. (1978)
and Konttinen and Lyytinen (1993), for example, found that refraining
from irrelevant movements is associated with a slow positive-going readiness
potential.

A readiness to respond, inhibited by a decision not to respond, can also be
directly investigated in psychology experiments using various go/no-go
tasks – for example, where subjects are asked to fix their attention on a
screen where one of two target stimuli will appear. One target stimulus cues
the subject to press a button as quickly as possible (go), while the other
stimulus cues the subject not to respond (no-go). Behavioural measures in
the no-go condition remain a problem, of course, as the subject does not do
anything. The brain nevertheless responds differently under the two condi-
tions. Response inhibition in this situation is thought to be associated with
the ‘no-go N2’, a negative-going potential measured over frontally placed
electrodes occurring about 200 ms after stimulus onset, arising from cognitive
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control processes in the anterior cingulate cortex (Falkenstein et al., 1999;
Nieuwenhuis et al., 2003). In a series of experiments designed to investigate
preconscious influences on a decision not to respond, Hughes (2008) found
that the onset of this N2 on no-go trials could be influenced by masked
(unconscious) primes presented 100 ms before the conscious target stimuli.
In particular, a masked prime that cued a no-go response led to a significantly
earlier no-go N2 than a masked prime that cued a go response, demonstrating
preconscious priming of a decision not to respond (Hughes et al., in press). In
short, even a decision not to respond can be initiated preconsciously.

Is consciousness necessary for carrying out voluntary acts?

Choosing whether or not to do something is, of course, different from actu-
ally doing it, and in the psychological literature consciousness is often
thought to be necessary for carrying out voluntary acts (unless they are very
well practised). This is particularly true if the acts are complex, novel, or
require monitoring. Consider for example the degree of focused attention
and complex muscle adjustments required to play a successful game of tennis.
But there is a problem. If consciousness of what is happening does not arise
until at least 200 ms after stimuli arrive at the cortex, conscious awareness is
simply too slow for such adjustments to be conscious. This has been a matter
of considerable interest to sports psychologists. In his review of their findings
John McCrone (1999) notes,

An easy example to study was the return of serve in tennis. Facing a fast
serve, players have barely 400 milliseconds in which to see whether the
ball is headed for their forehand or backhand, and then to make any
late adjustments for unexpected skids or jumps of the ball off the court
surface. Given that simply turning the shoulders and lifting the racket
back occupies a third of a second, and that it takes about half a second
to reach wide for a ball, anticipation has to have a role. Even if awareness
were actually instant, it would not be fast enough to get a player across
the court in time.

(p. 145)

So, in what way is anticipation involved?

Tests were carried out in which novice and professional players were
shown film clips of a person serving. The film was stopped at different
stages of the server’s actions and subjects were then asked to guess
whether the ball was going to land on their forehand, backhand, or
smack down the middle. Neither the novices or experts had any trouble
predicting where the ball would go after seeing just 120 milliseconds of
flight. . . . But the significant finding was that professionals were able to
guess the direction of the serve with fair accuracy if the film was halted

Consciousness and information processing 253



forty milliseconds before the ball was struck. The seasoned players were
gleaning hints from the way the server was shaping up during the ball
toss, and not having to wait to sample the actual flight of the ball.

(ibid., p. 145)

Bruce Abernathy (1981), a sports psychologist at the University of Queens-
land, found similar evidence of anticipation in cricketers and badminton
players. Films of cricket batsmen showed that they were stepping forward in
anticipation of a short-pitched delivery about 100 ms before the bowler
released the ball, and that top badminton players were picking up a lot of
information from the way an opponent’s chest and shoulders begin to move a
full 170 ms before the shuttlecock is struck. It is tempting to conclude that the
players were consciously anticipating how to respond. But,

Frustratingly for the sports psychologists, who obviously wanted to be
able to teach the secrets of good anticipation, none of the top players
could explain what it was they were actually looking at to get their
clues. When questioned, they said that they did not feel that they were
watching anything in particular. Indeed, most said they had not even
been aware they were making guesses ahead of time. They believed they
had simply been concentrating hard and making sure they watched the
ball right on to their bat or racket, so were conscious of the shots pretty
much as they happened.

(ibid., p. 146)

There are also many claims about the role of consciousness in processes that
intervene between input analysis and overt behaviour, for example in learning,
memory, thinking, problem solving, and planning. However, in most
instances where we are conscious of what we do we are not conscious of
how we do it, which provides reason to doubt the causal influence of con-
sciousness on such processing. As Miller (1962) noted, we have no awareness
whatsoever of the processes which enable one to remember something (e.g. to
recall one’s mother’s maiden name – see Chapter 4), nor are we aware of how
we are able to encode new information in long-term memory. Baars (1988)
makes the same observation about learning. As he notes,

To learn anything new we merely pay attention to it. Learning occurs
‘magically’ – we merely allow ourselves to interact consciously with alge-
bra, with language, or with a perceptual puzzle . . . and somehow, with-
out detailed conscious intervention, we acquire the relevant knowledge
and skill. But we know that learning cannot be a simple, unitary process
in its details . . . all forms of learning involve specialized components of
knowledge and acquisition strategies.

(Baars, 1988, p. 214)
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In Velmans (1991a) I reviewed evidence that, under appropriate circum-
stances, many of these processes can operate (to a limited extent) without
consciousness – again calling into question the necessity of consciousness for
those functions. For example, at first glance, it seems unlikely that subjects
might be able to discriminate between stimuli without being conscious of
them, but this can happen in blindsight. It also seems hard to believe that
something can be remembered without first being experienced, yet this seems
to happen in hypnotic analgesia, where the ‘hidden observer’ remembers the
pain of an operation which the subject claimed, at the time, not to experience.
In actual practice, however, one cannot completely dissociate consciousness
from functioning. If consciousness is absent then some aspect of functioning
is also likely to be absent. In blindsight and hypnotic analgesia, for example,
information available to one part of the system may not have been dissemin-
ated to other parts of the system (so ‘broadcasting’ is absent).24

To close in on the relationship of consciousness to functioning it is there-
fore particularly important to focus on normal functioning, on cases where
consciousness is present. Here, there are some real surprises as we have
seen – for example, the fact that consciousness arrives too late to influence
input analysis in reading, and the emergence of a preconscious ‘readiness
potential’ to carry out an act roughly 350 ms in advance of the conscious
wish to carry out that act. It is just as surprising that a similar relationship
of consciousness to functioning applies to the production of overt speech and
even covert thoughts.

What is conscious about the production of overt speech and
verbal thoughts?

Speech production, like reading, is one of the most complex tasks humans
are able to perform. Yet, one has no awareness whatsoever of the motor
commands issued from the central nervous system that travel down efferent
fibres to innervate the muscles, nor of the complex motor programming
that enables muscular co-ordination and control. In speech, for example,
the tongue may make as many as twelve adjustments of shape per second –
adjustments which need to be precisely co-ordinated with other rapid,
dynamic changes within the articulatory system. According to Lenneberg
(1967), within one minute of discourse as many as 10,000–15,000 neuro-
muscular events occur. Yet only the results of this activity (the overt speech
itself) normally enter consciousness.

Preconscious speech control might of course be the result of prior con-
scious activity. For example, Popper (1972) and Mandler (1975) suggest that
consciousness is necessary for short- and long-term planning, particularly
where one needs to create some novel plan or novel output response. In
the case of speech production, for example, planning what to say might be
conscious, particularly if one is expressing some new idea, or expressing some
old idea in a novel way.
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Conveniently, the planning and execution of speech have been subject
to considerable experimental examination. Speech production is commonly
thought to involve hierarchically arranged, semantic, syntactic, and motor
control systems in which communicative intentions are translated into overt
speech in a largely top-down fashion.25 As noted above, articulatory control
(motor programming and execution) is largely preconscious. According to
Bock (1982), syntactic planning by skilled speakers is also relatively auto-
matic and outside conscious voluntary control. Planning what to say and
translating nonverbal conceptual content into linguistic forms, however,
require effort. But to what extent is such planning conscious? Let us see.

A number of theorists have observed that periods of conceptual, semantic
and syntactic planning are characterised by gaps in the otherwise relatively
continuous stream of speech (Goldman-Eisler, 1968; Boomer, 1970). The
neurologist John Hughlings Jackson, for example, suggested that the amount
of planning required depends on whether the speech is ‘new’ speech or ‘old’
speech. Old speech (well known phrases etc.) requires little planning and is
relatively continuous. New speech (saying things in a new way) requires plan-
ning and is characterised by hesitation pauses. Fodor et al. (1974) point out
that breathing pauses also occur (gaps in the speech stream caused by the
intake of breath). However, breathing pauses do not generally coincide with
hesitation pauses.

Breathing pauses nearly always occur at the beginnings and ends of major
linguistic constituents (such as clauses and sentences). So these appear to
be co-ordinated with the syntactic organisation of such constituents into a
clausal or sentential structure. By contrast, hesitation pauses tend to occur
within clauses and sentences and appear to be associated with the formula-
tion of ideas, deciding which words best express one’s meaning, and so on.

If this analysis is correct, conscious planning of what to say should be
evident during hesitation pauses – and a little examination of what one
experiences during a hesitation pause should settle the matter. Try it. During
a hesitation pause one might experience a certain sense of effort (perhaps the
effort to put something in an appropriate way). But nothing is revealed of
the processes which formulate ideas, translate these into a form suitable for
expression in language, search for and retrieve words from memory, or assess
which words are most appropriate. In short, no more is revealed of con-
ceptual or semantic planning in hesitation pauses than is revealed of syntactic
planning in breathing pauses. The fact that a process demands processing
effort does not ensure that it is conscious. Indeed, there is a sense in which one
is only conscious of what one wants to say after one has said it!

It is particularly surprising that the same may be said of conscious verbal
thoughts. That is, the same situation applies if one formulates one’s thoughts
into ‘covert speech’ through the use of phonemic imagery, prior to its overt
expression (Box 10.2).

In short, whether we consider conscious forms of input analysis (speech
perception and reading), information transformation (verbal thinking) or
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output (speech production), the conscious experience that we normally
associate with such processing follows the processing to which it relates. Given
this, in what sense are these ‘conscious processes’ conscious?

Unravelling the three senses in which a process may be
‘conscious’

According to Velmans (1991a), the psychological and philosophical literature
confounds three distinct senses in which a process might be said to be ‘con-
scious’. It might be conscious:

(a) in the sense that one is conscious of the process;
(b) in the sense that the operation of the process is accompanied by con-

sciousness (of its results);
(c) in the sense that consciousness enters into or causally influences the

process.

Box 10.2 How conscious is conscious thought?

Decide how well you have followed the argument so far, and simply note
what thoughts come to mind. Once something comes to mind, read on.

You might have thought something like ‘I’m with it so far’, ‘I’m not
sure about some of this’, or even ‘I disagree with this’ – but for the
purpose of this exercise it doesn’t matter. All that matters is that once a
verbal thought comes to mind it will be manifest in the form of inner
speech (phonemic imagery).

Now ask yourself, ‘Where did that thought come from?’
Although you might be able to give reasons for whatever judgement

you made after the fact, you have little or no introspective access to the
detailed processes that gave rise to the immediate thought, that is, to the
processes that somehow analysed the meaning of the question, accessed
your global memory system, somehow made the judgement about how
well the arguments presented here fit in with your current understand-
ing of the topic, and then expressed that judgement in the form of a
verbal thought. Once one has a conscious verbal thought, manifested
in experience in the form of phonemic imagery, the complex cognitive
processes required to generate that thought, including the meaning
it expresses, the choice of grammar and words, and the processing
required to encode these into phonemic imagery have already operated.
In short, the conscious aspects of covert speech and overt speech have
a similar relation to the processes that produce them. In neither case are
the complex antecedent processes available to introspection.
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We do not have introspective access to how the preconscious cognitive pro-
cesses that enable thinking produce individual, conscious thoughts in the
form of ‘inner speech’. However, the content of such thoughts and the
sequence in which they appear do give some insight into the way the cognitive
processes (of which they are manifestations) operate over time in problem
solving, thinking, planning and so on.26 Consequently such cognitive pro-
cesses are partly conscious in sense (a), but only in so far as their detailed
operation is made explicit in conscious thoughts, thereby becoming accessible
to introspection.

Many psychological processes are conscious in sense (b), but not in sense
(a) – that is, we are not conscious of how the processes operate, but we are
conscious of their results. This applies to perception in all sense modalities.
When consciously reading this sentence for example you become aware of the
printed text on the page, accompanied, perhaps, by inner speech (phonemic
imagery) and a feeling of understanding (or not), but you have no intro-
spective access to the processes which enable you to read. Nor does one
have introspective access to the details of most other forms of cognitive func-
tioning, for example to the detailed operations which enable ‘conscious’
learning, remembering, engaging in conversations with others and so on.

The extent to which such processes might, under suitable conditions,
become accessible to introspection, making them partly conscious in sense (a)
as well as in sense (b), is an open, empirical question. The construction of
three-dimensional depth in visual perception, for example, normally operates
too quickly to be noticeable. However, if one stares through the two-
dimensional stereoscopic picture shown in Figure 6.5, the construction of
depth operates sufficiently slowly to experience the change from two dimen-
sions to three dimensions. As with planning and problem solving, close atten-
tion to and reflection on other forms of processing may yield introspective
insights into their nature. The linguist Noam Chomsky, for example,
developed his theories of ‘language competence’ by formalising his own intu-
itions about the nature of grammar.27 It is also possible, in some instances, to
develop special techniques for making otherwise nonconscious or pre-
conscious processes partly conscious in sense (a), for example through the use
of biofeedback, or through the development of training in appropriate phe-
nomenological methods.28

Crucially, having an experience that gives some introspective access to a
given process, or having the results of that process manifest in an experience,
says nothing about whether that experience carries out that process. That is,
whether a process is ‘conscious’ in sense (a) or (b) needs to be distinguished
from whether it is conscious in sense (c). Indeed, it is not easy to envisage how
the experience that makes a process conscious in sense (a) or (b) could make
it conscious in sense (c). Consciousness of a physical process does not make
consciousness responsible for the operation of that process (watching a kettle
does not determine when it comes to the boil). So, how could consciousness
of a mental process carry out the functions of that process?29 Alternatively, if
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conscious experience results from a mental process it arrives too late to carry
out the functions of that process.

The ‘Causal Paradox’

I believe that we cannot resolve the conceptual muddle surrounding the
causal interactions of consciousness and brain unless we recognise the very
different senses in which mental processing has been claimed to be ‘con-
scious’. Once we accept that a process might be conscious in senses (a) and/or
(b) without being conscious in sense (c) we can finally face up to the question
of what, if anything, consciousness does. Functionalist theories which simply
redefine consciousness to be a form of processing such as focal attention,
information in a ‘limited capacity channel’, a ‘global workspace’, etc., con-
found these subtle relationships, thereby begging the question about the
functional role of phenomenal consciousness in the economy of the mind.30

Yet, once we do face up to this problem in a non-question-begging way,
we are left with a paradox. If one examines human information processing
purely from a third-person perspective, that is, from the perspective of an
external observer, consciousness does not seem to be necessary for any form
of processing. The operation of minds and brains seems to be explainable
entirely in functional or physical terms that make no reference to what we
experience. For example, once the processing within a system required to
perform a given function is sufficiently well specified in procedural terms,
one does not have to add an ‘inner conscious life’ to make the system work.
In principle, the same function operating to the same specification could be
accomplished by a nonconscious machine. Likewise if one inspects the oper-
ation of the brain from the outside, no subjective experience can be observed
at work. Nor does one need to appeal to the existence of subjective experience
to account for the neural activity that one can observe.

The experimental and introspective evidence summarised above regarding
how phenomenal consciousness actually relates to so-called ‘conscious pro-
cessing’ in humans deepens this puzzle. The detailed operations of most pro-
cesses that we think of as ‘conscious’ are not available to introspection. And,
if one examines the timing of the experiences which do accompany ‘conscious
processing’ (in reading, speaking, thinking and so on), the experiences seem
to come too late to affect such processing. Given this, something else must be
going on in the brain at the time that experiences arise. What is common to the
complex processes that enable one to read, think, speak and so on is that they
operate, and ‘become conscious’, only if they are at the focus of attention.
Consequently, a number of cognitive theories have associated consciousness
with late-arising aspects of focal-attentive processing such as information
integration and dissemination (of what has been read, spoken or thought, etc.)
– or, as Baars puts it, with entry of information into a ‘global workspace’.
However, this still does not solve the puzzle of what phenomenal conscious-
ness does. Conscious experience of given information may correlate with
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integration and dissemination of that information throughout the brain,
entry into a ‘global workspace’ and so on, but, given that we have no con-
scious experience of carrying out such operations in our own brains, nor any
conscious knowledge about how such operations are carried out, it is difficult
to envisage any sense in which these operations are carried out by
consciousness.

When I first presented a similar analysis in Velmans (1991a), I concluded
that, viewed from a third-person perspective, consciousness appears to be epi-
phenomenal. Certain kinds of processing in the brain (the late-arising aspects
of focal attention) appear to cause or correlate with the conscious experiences
reported by subjects. But conscious experiences do not, in turn, seem to cause
or carry out the processes that one can observe or infer from an external
observer’s point of view. As my review had considered all the main phases of
information processing (in more detail than the analysis above) I suggested
that this conclusion applies to all forms of human information processing
(when viewed from a third-person perspective).

If one accepts that one cannot dismiss the existence of consciousness (that
experiences provide psychological data), this conclusion is devastating for
functionalism. If consciousness does not have a function that is specifiable
in third-person information processing terms, how can it be a function that
is specifiable in those terms? This conclusion is also damaging for physicalism
– unless one is prepared to accept that consciousness is a physical state of the
brain that plays no causal role in the brain’s activities.

Given this, it is hardly surprising that my original analysis met with con-
siderable opposition. Accounts of functioning in cognitive psychology are,
traditionally, third-person accounts. Consequently, many commentators on
my target article took it for granted that if consciousness does not have a
function that can be specified in third-person information processing terms,
then it has no function at all. In spite of my repeated denials, some also
accused me of being an epiphenomenalist. Why do I reject epiphenomenal-
ism? Because I do not believe that one can give an exhaustive account of the
nature or function of consciousness from a third-person perspective.

Viewed from a first-person perspective, it seems absurd to deny the role of
consciousness in mental life. If one examines one’s own psychological func-
tioning, consciousness appears necessary for the analysis of novel or complex
stimuli, choosing what to attend to or do, and most forms of learning and
memory. It also seems necessary for most novel or complex cognitive trans-
formations and output. How, after all, could one think, plan, be creative, give
a lecture or write a paper if one were not conscious? Given this, it is hardly
surprising that over the last thirty-five years or so, phenomenal consciousness
has been thought to play an important role in every major phase of human
information processing, ranging from input (the analysis of novel or complex
stimuli, selective attention) and storage (working memory, learning), to trans-
formation (thinking, problem solving, planning, creativity) and output
(speech, writing, novel or complex adaptive adjustments to the environment).
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As David Bakan has argued, we rightly take the causal efficacy of con-
scious mental states for granted in everyday, practical life:

Do practical men believe that mental states affect physical conditions?
Do practical men concern themselves with mental states, or do they
just regard them as epiphenomenal? Judges concern themselves with
the mental state of the accused. They are interested in whether there was
an intention to murder or not. A United States Supreme Court decision
on discrimination ruled that disproportionality itself could not be
taken as discrimination. The court ruled there had to be evidence of
intention to discriminate. Lawyers are concerned with the mental states
of judges and juries. Politicians concern themselves with the mental
states of their constituents and others. Military commanders are particu-
larly concerned with the mental states of those against whom they are
warring, as well as the mental states of those on whom they spy. The
mental events in the minds of Einstein, Fermi, Szilard, and other physi-
cists, in connection with atomic energy, were of no small moment with
respect to the physical world. Deceivers are very concerned with the
mental states of those whom they deceive and vice versa. Lenders are
concerned with the mental states of those who borrow. Salesmen and
advertising agents are concerned with the mental states of potential
and actual customers. Everybody has an interest in the mental states of
motor vehicle operators.

(Bakan, 1980, p. 127)

In short, consciousness presents a Causal Paradox (Velmans, 1991b, p. 716).
Viewed from a first-person perspective consciousness appears to be necessary
for most forms of complex or novel processing. But, viewed from a third-
person perspective consciousness does not appear to be necessary for any form
of processing. I submit that it does not make sense to reject either perspective.
An adequate theory of consciousness needs to resolve the Causal Paradox in
a way that violates neither our intuitions about our own experiences, nor the
findings of science.31

Elaborating on the different senses in which a process may ‘be conscious’
provides a place to start, but does not get us very far. However, if we combine
this with an accurate account of the phenomenology of conscious experi-
ences (Chapter 6), an understanding of the relation of consciousness to know-
ledge (Chapter 8) and an understanding of asymmetries of access to each
other’s mental states (Chapter 9) we can resolve the Causal Paradox (see
Chapter 13). We also arrive at a different view about the nature and function
of consciousness.
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Notes
1 A critique of functionalist reductionism which had many similarities to my

Behavioral and Brain Sciences papers later appeared in the work of the philosopher
David Chalmers (1995). See commentary by Velmans (1995a) for a comparison
of these similarities as well as some critical differences. This critique was further
expanded by Chalmers (1996). Although functionalism continues to be defended
in modern writings (see, for example, Baars, 2007; Van Gulick, 2007), the problems
with functionalist reductionism raised by these earlier critiques have not (to my
knowledge) been overcome.

2 See for example the open peer review accompanying Libet (1985), the commen-
taries accompanying Libet (2002) and the reply by Libet (2003a).

3 This is true even for meta-representations (representations of representations)
such as thoughts about what one perceives, thoughts about thoughts and so on. In
such cases the (second order) representations are of (first order) representations,
not of the (second order) meta-representations themselves (and so on).

4 I am grateful to Ben Libet for bringing this to my attention (see comments by
Libet accompanying Velmans, 1993a).

5 Equally surprising, studies of change blindness such as Simons and Levin (1998)
demonstrate that, under some circumstances, we do not notice major changes in
what we are gazing at unless fast transitions capture our attention, or we happen
to be focusing our attention on the precise features that change. See Eysenck and
Keane (2005), ch. 5, and Noë (2007) for useful introductions to recent studies in
this area and the conclusions that may be drawn from them.

6 A more detailed account is given in Velmans (1991a, 1999b). Kihlstrom (1996),
Goodale (2007), Goodale and Milner (2004), Shiffrin (1997), Merikle (2007),
Merikle and Joordens (1997) and the whole of Consciousness and Cognition 6(2/3),
1997, also provide useful surveys of different facets of preconscious perceptual
processing. See also contrasting views outlined in Holender (1986).

7 In fact, Dawson and Schell’s procedure required subjects to divide their attention
between the selected and non-selected ear, and is not therefore comparable to
earlier studies where subjects were simply asked to shadow the message in the
attended ear. Their finding nevertheless highlights the difficulty of assessing the
awareness of non-selected words in dichotic listening studies.

8 See Dixon (1981), Kihlstrom (1996), Merikle (2007), Merikle and Daneman
(1998), and Velmans (1991a) for reviews of the evidence. For a defence of the use
of subjective reports in such studies see Velmans (1999b).

9 Recent experimental findings indicate that the depth of input analysis that takes
place prior to focal attention varies with the processing load. More demanding
forms of input cannot be processed to the same depth before a selection needs to
be made (cf. Lavie, 2007). In real-life situations it would nevertheless be advanta-
geous to have enough information about input for an adaptive selection to be
made, so, when circumstances permit, it seems reasonable to suggest that sufficient
analysis takes place for this to happen.

10 Evidence for this complex theory was gathered by Neeley (1977). Evidence for the
preconscious, parallel activation of traces which share features with an input
stimulus, followed by selection of the most pertinent traces (and inhibition of non-
pertinent traces), has also been found in studies of speech perception (Pynte et al.,
1984; Swinney, 1979, 1982). Support also comes from studies of visual masking – a
procedure where visual stimuli are prevented from reaching consciousness by the
presentation of a subsequent visual stimulus or ‘mask’ (Marcel, 1980; Greenwald
et al., 1989).

11 See, for example, Lavie (2007), Pashler (1999), Styles (1997) and the whole of
Consciousness and Cognition 6(2/3), 1997.
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12 See, for example, the discussion in Chapter 4 of Norman’s (1969) model in
Figure 4.3.

13 In a study which investigated the effects of visual, masked primes on the speed
at which subjects could evaluate visually presented target words as ‘positive’ or
‘negative’, Greenwald and Liu (1985) also found that single, subliminal words
primed evaluatively congruent meanings, but two-word phrases did not. That is, a
negative prime speeded the subject’s response to a negative target, but not to
a positive target (and vice versa). As one would expect from single-word priming, a
two-word prime such as ‘enemy loses’ speeded the response to negative targets, in
spite of the fact that the phrase as a whole is evaluatively positive.

14 For example, Treisman (1964) found that subjects bilingual in English and French
recognised the meanings of French translations in the non-attended ear of English
prose passages in the attended ear that they were required to shadow. Lackner and
Garrett (1973) also found evidence that ambiguous, attended-to sentences which
subjects were required to paraphrase were disambiguated by phrases (embedded in
sentences) in the non-attended ear. This appears to meet the ‘two-word challenge’
(but see Underwood, 1991, and Velmans, 1991a, 1991b, for a discussion). There
is also a strong case to be made for the preconscious analysis of complex meanings
in attended channels (Velmans, 1991a), as we will see below.

15 See ‘A conundrum’ in Box 4.3, and the critique of Dretske’s position in Velmans
(1991b).

16 Campion et al. (1983) have argued that blindsight findings may be artefactual; it
may be, for example, that the striate is not completely damaged in patients exhibit-
ing some residual visual functioning. Weiskrantz (1988) agrees that, prior to post-
mortem, one cannot rule this out. However, he points out that this possibility is
far-fetched in blindsight cases where complete unilateral hemispheric decortica-
tion obtains (Perenin and Jeannerod, 1978). Campion et al. also suggest that
residual vision might have arisen from stray light originating from the stimulus
and diffused onto intact regions of the visual field, to produce a subtle form of
stimulation of which the subjects remained unaware. Weiskrantz (1986, 1988,
2007) reviews various sources of evidence against this. For example, one naturally
occurring control for stray light was provided by the optic disk of subject D.B.,
which fell within his blind hemifield. Within the optic disc, nerve fibres penetrate
the retina and no receptors exist. In this region, therefore, the eye is truly blind.
Accordingly, when a spot of light (suitably adjusted for intensity and contrast) was
projected onto D.B.’s optic disc, he could not see it and his ability to guess whether
or not it was present remained at chance. Hence, the spot could not have been a
source of stray light; when it was directed to the blind hemifield just adjacent to his
optic disc D.B. still maintained he could not see it, but his ability to guess whether
or not it was present was very good. This provided clear evidence that ‘blindsight’
is not an artefact (further methodological issues are discussed in Weiskrantz,
1997).

17 This link of consciousness to ‘knowing that one knows’ (from Velmans, 1991a)
was also later suggested by Reber (1997).

18 Mandler (1997) also states that ‘attentional processing produces conscious con-
tents’. However, his position remains ambiguous. For reasons that are not speci-
fied, Mandler (1997) also claims that ‘conscious content does not presuppose
prior attention’ (p. 484, note 9).

19 In the psychological literature these properties are typically associated with focal-
attentive processing. Consequently, I have included Mandler (1975, 1991) amongst
those theorists that treat consciousness as identical to aspects of focal-attentive
processing (above). However, Mandler (1991) admits that consciousness and
focal-attentive processing are not co-extensive, and Mandler (1997) is similarly
ambiguous (see note 18 above).
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20 Baars also cites evidence of neurophysiological dissociations between attention
and consciousness based on Posner’s work on a ‘visual attention network’ in
which cortical regions supporting orienting, selection of input, maintenance of
an alert state, switching attention, and executive control over selective functions
are distinguished from those supporting consciousness. Shiffrin (1997) also gives a
detailed review of dissociations between consciousness and attentional processing.

21 Libet established the accuracy and reliability of this method of establishing a
‘clock time’ for the onset of a conscious experience, by requiring subjects to judge
the clock time of a felt, tactile stimulus (applied to the hand) with a known onset
time. They found judged onset to be around 50 ms earlier than actual onset, with
a standard error of ± 20 ms

22 There have been many commentaries on and disputes about both Libet’s data
and his interpretation of that data, for example the peer commentary accompany-
ing his 1985 Behavioral and Brain Sciences target article, a special edition of
Consciousness and Cognition (2002; issue 11) along with Libet’s (2003a) reply, and
readings in Pockett et al. (2006). Recent, extensive reviews of the literature never-
theless continue to support these broad conclusions (see Banks and Pockett, 2007;
Hughes, 2008).

23 See Danto (1985) and Velmans (1991b). See also the debate on this issue between
Libet (2003b) and Velmans (2003b).

24 In blindsight there is also reason to believe that spared (implicit) visual
information is different in kind and mediated by circuitry that is neuroanatomi-
cally distinct from the information and circuitry which serves conscious visual
experience (see Köhler and Moscovitch, 1997, for a useful discussion of the
issues).

25 According to Bock (1982), speech production is arranged in six, relatively distinct
‘arenas’. There is a referential arena in which some nonlinguistic coding of thought
is transformed into a format that can be used by the linguistic system, a semantic
arena in which the propositional relations formed within the referential arena are
meshed with lexical concepts, a syntactic arena responsible for structuring lexical
items into conventional surface grammatical forms, a phonological arena in which
lexical items are mapped onto phonological representations, a phonetic arena that
translates phonological codes into codes suitable for entry into motor programmes
(e.g. target vocal-tract configurations), and a motor assembly arena responsible for
the actual compiling and running of the motor programmes. See also Dell (1986).

26 Newell et al. (1960) derived broad design principles of their computer ‘General
Problem Solver’ from such introspective information.

27 Where ‘language competence’ is the intuitive knowledge of language structure
which underlies language performance. The ‘psychological reality’ of such lin-
guistic intuitions has been extensively researched and debated. However few
students of language would deny that at least some useful insights have been
gained by examining such intuitions (see Chomsky, 1968, for a defence of this
introspective approach).

28 See, for example, the investigation of preconscious processes conducive to the
development of intuitive insight by Petitmengin-Peugeot (1999), a detailed account
of method in Petitmengin (2006), and the combination of phenomenological and
neurophysiological approaches to investigating the nature of experienced time in
Varela (1999).

29 I do not wish to deny that introspective attention to a given process may be
instrumental in altering that process, particularly in introspection, where the
observer is very closely coupled to the observed. Indeed, this can be a serious
methodological problem for phenomenological investigations (see, for example,
readings in Jack and Roepstorff, 2003, 2004; Hartelius, 2007; Shear, 2007).
However, this does not affect the point that consciousness of a process needs to
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be distinguished from the process itself, or the point that one can be conscious of
a process without consciousness carrying out that process.

30 At the time of writing, these different senses in which a process may be said to be
conscious continue to be largely ignored in psychological and philosophical the-
ory, in spite of the obvious need to distinguish between them when claiming the
functions of some process to be the functions of phenomenal consciousness. Yet it
would seem that these distinctions are fairly self-evident once attention is drawn to
them; only one of the forty published commentaries on Velmans (1991a) made any
attempt to challenge them (see Glicksohn, 1993, and my reply in Velmans, 1993b);
nor have I come across any subsequent critique of these fundamental distinctions
in the consciousness studies literature.

31 This paradox is not generally addressed (or even acknowledged) by current,
functionialist theories of consciousness, but one cannot escape it by ignoring it.
It is evident for example in the self-contradictory positions forced on major
psychological theories in this area such as that of Miller (1962), Mandler (1975,
1991, 1997) and Baars (1988, 1997a, 1997b), as we have seen above. While a few
theorists have recognised this paradox and tried to resolve it in third-person
terms, notably Gray (1995) and Rakover (1996), their suggestions do not deal
adequately with the problems outlined above (see the discussion of these positions
in Velmans, 1995b, 1996c).
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11 The neural causes and
correlates of consciousness

A quick sketch of the territory

There is little doubt that, viewed purely from a third-person perspective, the
proximal causes of human consciousness are to be found in the brain. Direct
micro-stimulation of the occipital lobe for example is sufficient to cause an
experience of simple visual forms, stimulation of the temporal lobes, audi-
tory experiences, stimulation of the somatosensory cortex, tactile experiences,
and so on (Penfield and Rassmussen, 1950; Lee et al., 2000). Causal processes
within the brain are of course embedded within a supporting body and sur-
rounding universe – and there is something deeply mysterious about how
activities in brain cells could possibly ‘produce’ conscious experiences. We
will return to both of these issues later on. However, provided that we restrict
ourselves to thinking of a ‘cause’ in terms of necessary and sufficient neural
conditions for a conscious effect to occur, we can place the broader issues ‘on
hold’ for the moment, and get on with the business of trying to specify these
proximal, neural conditions.

Note to begin with that the conditions for the existence of consciousness
(of any kind) in human brains can be usefully distinguished from the added
conditions required to support particular forms of human experience. For
example, activities in the brain stem that control the sleep–wake cycle, the
disruptions that produce coma or other global disorders of consciousness,
and the effects of anaesthesia can be usefully distinguished from the added
activities in mid-brain systems responsible for motivation and emotion that
give experiences their affective tone. These effects of mid-brain activities
may, in turn, be distinguished from the activities of neocortical systems that
are primarily responsible for the variety of sensory experiences and experi-
ences associated with higher cognitive functions such as the inner speech
accompanying thinking, remembering and so on. Ultimately, of course, these
activities interconnect, mutually influencing each other within the highly
interconnected brain.

Following current conventions, the conditions for the existence of con-
sciousness or of its many forms can be specified in either functional or
structural terms. Knowledge of the brain’s functions inferred, say, from



experimental psychology can be very useful in the search for neural structures
that support such functions. We have examined some of these functionally
specified conditions for consciousness in Chapter 10. In brief, the evidence
suggests that consciousness takes time to develop once a stimulus arrives at
the brain – perhaps 200 ms or so (according to Libet, 1996). What makes a
stimulus conscious? As William James observed, we select what we attend to
and we are consciously aware of what we select, but we are not aware of
unattended information. If so, conscious phenomenology must relate closely
to information that has been selected for focal attention. The contents of
consciousness also seem to form a kind of ‘psychological present’ which is
immediately accessible for report, that contrasts with our ‘psychological past’
which has to be remembered through recall or recognition. This suggests a
functional distinction in mental processing between a temporary short-term
(working, or primary) memory system that holds information relating to
current experience, and a relatively long-term (secondary) memory that holds
information relating to past experience.

What is it about attentional processing that relates most closely to con-
sciousness? Clues are offered by situations where attentional processing is
partially dissociated from consciousness, for example where subjects focus
their attention on an input stimulus but consciousness of the stimulus does
not arise. Examples include blindsight, implicit learning and memory, and
the ‘hidden observer’ in hypnotic analgesia. Common to these conditions
are different forms of information ‘encapsulation’. Subjects have knowledge
(of visual input, of regularities in previously presented stimuli, of the pain-
fulness of a surgical procedure) but they do not ‘know that they know’.
As Kahneman and Treisman (1984) suggest, the dissemination of currently
processed information to other information processing modules may be one
of the functions of focal-attentive processing, enabling greater resources to
be devoted to the input and allowing the system as a whole to respond to
input at the focus of attention in a coherent, global way. This would account
for the greater flexibility and sophistication of ‘conscious’, focal-attentive
processing (compared with ‘preconscious’, pre-attentive processing). When
information dissemination is disrupted, disruption of consciousness (of that
information) also occurs. This would suggest that input analysis becomes
conscious around the time that its products are being disseminated – a late-
arising stage of focal-attentive processing. Other conditions for conscious-
ness, specifiable in information processing terms, also need to be met. The
constituent features of conscious experience are usually well integrated. For
example, under normal viewing conditions we do not experience the colour
and movement of individual objects as separate features in spite of the fact
that the brain processes colour and movement information in geographically
distinct areas of the visual system. Consequently information integration
or ‘binding’ of such features must take place before such integrated experi-
ences arise.
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Additional clues

Additional clues about the neural conditions for human consciousness are
provided by studies of the sleep–wake cycle (cf. Hobson, 2007) and the global
disorders of consciousness arising from severe brain injuries such as coma and
vegetative states (cf. Schiff, 2007). The complex organisation of conscious
states can also be investigated through the many neurological syndromes that
produce dissociations of consciousness or disorders of consciousness, for
example the divisions in consciousness that accompany commissurotomy, an
operation to relieve focal epilepsy that severs the primary bundle of nerve
fibres connecting the left and right cortical hemispheres. According to Sperry
(1984) this reveals a distinct left and right hemisphere consciousness – a
disturbing possibility that has been extensively debated over three decades
(cf. Colvin and Gazzaniga, 2007; Sperry, 1984; Zaidel et al., 2003).

Insights into the ways that brain chemistry affects both the existence of
consciousness and its many forms can also be gained from studies of anaes-
thetics (cf. Kihlstrom and Cork, 2007) and of the way that psychoactive drugs
exert their effects by mimicking (agonism) or blocking (antagonism) the
activity of normally occurring substances used by neurons to communicate
with one another (cf. Julien, 2004; Pace-Schott and Hobson, 2007).

Needless to say, all the areas above have been the subject of highly active
research programmes over many decades in studies of attention and memory,
psychophysics, perception, neurophysiology, neuropsychology, neurochemis-
try, psychopharmacology, cognitive neuropsychology and so on. Much has
been learnt about the structures in the human brain that support both the
existence and content of human experience.

As the present work deals primarily with the fundamental puzzles of con-
sciousness, rather than the fine details of its neural embodiment, I will not
attempt to review the encyclopaedic research literature that deals with these
issues. Conveniently, many excellent reviews already exist.1 To make sense of
how brain states might cause or correlate with conscious experiences we only
have to know what such a causal story would be like. In particular, we need to
separate the empirical problems from the conceptual ones.

The rough shape of a neural, causal story

What might an account of the neural causes of consciousness be like? As
noted in Chapter 1, global changes in consciousness occur when one is awake,
in dream sleep, in deep sleep, in coma and so on. But the change from being
awake to being asleep does not correspond to being conscious versus noncon-
scious. When asleep one can have conscious dreams, and when awake there
are many stimuli arriving at sensory surfaces of which one is not conscious.
At the very least, therefore, any neural causal story will have to include
mechanisms which regulate the sleep/awake cycle and the mechanisms which
regulate attention.
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The sleep–wake cycle 2

In adult humans, changes in conscious state over the sleep–wake cycle are
stereotyped, moving through four stages of brain activation in four or five
cycles each night. When one initially goes to sleep, awareness of the outside
world is lost, although one may still have visual imagery and associated
thoughts. This loss of awareness is associated with a slowing of the EEG
which is referred to as Stage I sleep. As activation levels in the brain continue
to fall, this is followed by Stage II, indexed by a change in the EEG known as
the sleep spindle which reflects independent oscillation of the thalamo-
cortical system. As these oscillations progressively block the thalamo-cortical
transmission of both external and internal signals within the brain (in
NREM Stage II)3 reportable conscious experience disappears. With further
loss of activation, the Stage II spindles are joined by slow high voltage
waves. The point at which these occupy over half the EEG record is known
as NREM Stage III, and the point at which they dominate the entire record
is known as NREM Stage IV. Arousal from this stage is difficult, often
requiring repeated stimulation. However, brain activation levels with these
stages show periods of major fluctuation. Aserinsky and Kleitman (1953),
for example, found that EEG throughout these stages was periodically acti-
vated to near waking levels and that these periods were associated with
rapid eye movements (REM). When aroused from these REM states, sub-
jects often reported hallucinoid dreaming (Dement and Kleitman, 1957).
Over the course of the night there is also a tendency for deactivated periods
in Stages I to IV to become shorter, and periods of REM to become longer
and more intense. In his review of the evidence, Hobson (2007) concludes
that dreaming ‘is our conscious experience of brain activation during sleep’
(p. 105).

There is also something surprising going on that Hobson summarises in
the following way:

As the activation level is falling resulting in the sequence of sleep Stages
I to IV, muscle tone continues to abate passively and the rolling eye
movements cease. In Stage IV, the brain is maximally deactivated and
responsiveness to external stimuli is at its lowest point. Consciousness, if
it is present at all, is limited to low-level, non-progressive thought. It is
important to note three points about these facts. The first is that since
consciousness rides on the crest of the brain activation process, even
slight dips in activation level lead to lapses in waking vigilance. The
second is that even in the depths of Stage IV NREM sleep when con-
sciousness is largely obliterated, the brain remains highly active and is
still capable of processing its own information. From PET and single
neurone studies, it can safely be concluded that the brain remains about
80% active in the depths of sleep.4
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These conclusions not only emphasize the graded and state dependent
nature of consciousness. They also indicate how small a fraction of
brain activation is devoted to consciousness and that most brain activity
is not associated with consciousness. . . . It is evident that conscious-
ness requires a very specific set of neurophysiological conditions for its
occurrence.

(Hobson, 2007, p. 103)

What are these conditions? The reticular activating system (RAS) in the brain
stem is clearly involved, as it is known to regulate waking and sleep. However,
according to the neurophysiologist Stuart Dimond, the RAS is not where
consciousness ‘resides’. Rather,

The interpretation which is nowadays generally placed on the participa-
tion of the subcortical centres is that of the essentially subservient role
of waking and alerting without at the same time implying that the
machinery of consciousness must reside at the waking centre, any more
than military decisions are made by the batman who wakes the officer for
duty each morning. In other words, the work of the subcortical centres is
to provide the necessary conditions for consciousness, at least in its
full wakeful sense, but it is still reasonable to assume that consciousness
as we describe it here, as the running span of subjective experience, is
essentially something of cortical origin and something essentially under
cortical control. The role of the subcortical systems, therefore, accord-
ing to our view, is essentially to provide an activating loop stretching
upwards from the subcortical region to the cortex for the purpose of
alerting and waking the cortical centres that deal with the phenomena of
subjective experience.

(Dimond, 1980, p. 422)

Coma versus locked-in syndrome

Thirty years later, with a greater understanding of affect, there are reasons
to doubt the ‘cortical origin’ of subjective experience – an issue to which
we return below. However the activating role of the RAS is not in doubt.
Mid-brain structures such as the thalamus that act as relay centres for com-
munication within the brain are also of major importance. As noted above,
disruption of this function by the independent oscillations of the thalamo-
cortical systems that accompany Stage II NREM sleep is accompanied by a
loss of consciousness. Damage to the thalamus and its associated structures
also produces global disorders of consciousness. Castaigne et al. (1981) for
example reviewed the injuries revealed by autopsies of acute coma patients
and found that they nearly all had damage to intralaminar nuclei (ILN) of
the thalamus. As Schiff (2007) points out in his own review of the evidence,
even small lesions to such intralaminar nuclei can produce coma from which
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patients never recover. By contrast, cortical lesions, even as large as hemi-
spherectomies, only abolish some contents of consciousness, not conscious-
ness itself (Bogen, 1995; see also Schiff and Plum, 2000).

Lesions to the posterior (back) of the brain stem also produce coma, while
lesions to the anterior (front) of the brain stem produce locked-in syndrome.
While locked-in syndrome is almost as devastating as coma, the way that it
differs from coma is instructive. As Damasio (1999) describes it,

The motor pathways which convey signals to the skeletal muscles are
destroyed, and only one pathway for vertical movement of the eyes is
spared, sometimes not completely. The lesions that cause locked-in are
placed directly in front of the area whose lesions cause coma or persistent
vegetative state, yet locked-in patients have intact consciousness. They
cannot move any muscle in their face, limbs, or trunk, and their com-
munication ability is usually limited to vertical movements of the eyes,
sometimes one eye only. But they remain awake, alert, and conscious of
their mental activity.

(Damasio, 1999, p. 292)

In short, in the human brain, there are some very precisely localised regions,
such as the intralaminar thalamic and posterior brain-stem nuclei, that
seem to be necessary for consciousness, but intact motor functioning is not
necessary for consciousness. Does this make such nuclei the ‘centres of con-
sciousness’? Not really. As Gray (2004) observes, lesions to posterior brain
stem disrupt not only normal waking behaviour, but all the unconscious
mental processing associated with that behaviour (see Chapter 10). So the
loss of consciousness may actually result from a loss of this associated activ-
ity. And Schiff (2007) makes a similar point about the role of thalamic
intralaminar nuclei: conscious behaviour involves sustained attention, work-
ing memory and the programming of motor response – activities that involve
widely distributed, persistent cerebral activity. Given its strategic position,
‘the ILN may facilitate the formation, distribution, maintenance, and dis-
solution of sustained cerebral activity representing elementary cognitive
building blocks for organized behavior during wakefulness’ (Schiff, 2007,
p. 597). In enabling communication, the relay centres of the thalamus may
provide critical links in such extended neural causal chains – and these, in
whole or in part, may support consciousness.

Affect

Note too that subcortical structures are not confined to such activating,
communicative activities. They are also the primary source of ancient qual-
ities of consciousness that we probably share with many other animals. For
example, affective systems based in the mid-brain limbic system and pre-
frontal cortex provide motivation and provide the raw feelings associated
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with lust, caring and nurturing, panic, joy, fear, rage and so on (cf. Panksepp,
1998, 2007). These affective systems profoundly influence the more cognitive,
cortically based forms of information processing described above, some-
times dominating them, and in any case permeating them with an affective,
feeling tone. A simple demonstration of such subcortical influences is pro-
vided by situations where the neocortex is completely removed. Panksepp
reports that,

If one surgically eliminates neocortical influences in very young mam-
mals, especially the ‘primitive’ ones such as laboratory rats, one consist-
ently obtains adult animals that are outwardly indistinguishable from
normal. . . . After neodecortication most instinctual operating systems
remain intact, even disinhibited. For instance, once I prepared a set of
neonatal decorticated rats and presented fully grown pairs (one decorti-
cate, and one normal) to each of 16 students in a neuroscience practicum.
During a lab session devoted to the observation of behavior, the stu-
dents’ task was to identify which animal of each pair was missing
approximately a third of their brain. The result was that 12 of 16 stu-
dents selected the decorticated animals as being normal. This statis-
tically significant mistake apparently emerged because the decorticates
readily exhibited their subcortical ‘instinctual energies’. They were more
active, explored and investigated their environments more vigorously,
while the normals were comparatively inactive, and seemingly more
timid.

(Panksepp, 2007, p. 121)

Panksepp also points out that,

In animals, localized electrical stimulation of the brain (ESB) can evoke
a series of core instinctual behaviors, and to the best of our ability to
evaluate such issues animals are experiencing the stimulation as either
desirable or aversive (Panksepp, 1998, 2005). Animals work vigorously to
sustain such affective states (i.e., they self-stimulate for the ESB) and they
escape and/or avoid stimulation that evokes aversive behavior patterns.
They also exhibit conditioned place preference and aversions for environ-
ments paired with such stimulation, and exhibit conditioned positive and
negative vocalizations when confined in those environments where they
experience such ESB (Knutson et al., 2002).

Such effects are concentrated in sub-neocortical paramedian limbic
regions, and a few frontal cortical areas where such systems project.
Human studies yield the same patterns. One can provoke feelings of
anxiety, anger, desire, and many of the social feelings such as sadness,
sexual arousal and mirth by stimulating the same brain regions where
comparable effects are obtained in other animals (Heath, 1996).

(ibid., p. 121)
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When affective changes take place in humans, paramedian limbic cortical
and sub-neocortical control centres for affect are also shown to be activity
‘hot spots’ by brain imaging studies using positron emission topography
(PET) (Damasio et al., 2000; Liotti and Panksepp, 2004). In human orgasms,
PET studies also indicate activation of mid-brain structures such as
periaquaductal gray (PAG) extending to medial frontal cortical regions that
are also found to control sexual behaviour in other animals (Holstege et al.,
2003). Widespread limbic arousal is also associated with passionate
encounters in REM dreams (Braun et al., 1997).

In adult human beings such affective changes are, of course, extensively
modulated by more cognitive, neocortical mechanisms (LeDoux, 1998). There
are innumerable examples. To take just one, the neuropsychologist Jeffrey
Gray suggests,

Suppose yourself in a seemingly tranquil and innocuous conversation
with the Dearly Beloved (as ‘significant others’ were once, more roman-
tically, called). She (or he, to taste) says something wounding (or reject-
ing, or arousing your jealousy, also according to taste). At first, you
merely notice the offending remark and carry on the conversation as
before, perhaps calmly thinking ‘I can ignore that’, or ‘it isn’t all that
important anyway’. But then – and again it takes some seconds to hap-
pen – you start to feel a knot in the stomach, a clenching in the jaws, a
clamminess in the hands, a tremulousness in the voice. The wounding
remark has after all hit home, it just took you some time to find out.

(Gray, 2004, p. 275)

Equally, however, there is extensive evidence that emotional arousal guides,
energises and, at times, drives thinking.5 In his summary of the evidence,
Panskepp (2007) concludes,

Although this mental background of affective consciousness may become
peri-conscious in the ‘glare’ of intense cognitive processing (like stars
fading in the glare of Times Square), it is likely that those higher mental
abilities remain critically dependent on the intrinsic, neurobiologically
instantiated brain values of our various affective states. . . . Affective pre-
adaptations may have provided a solid platform for the emergence of
the more sensorial-perceptual forms of consciousness that characterize
cognitive life, where rational discourse was eventually possible. . . . It is
easier to envision why certain affective experiences have the phenomeno-
logical feel that they do than rational cognitive processes. The dynamics
of emotional feelings may have more than a passing resemblance to the
psychodynamics of instinctual emotional actions. It is possible that such
large-scale neurodynamics provide self-referential envelopes that are able
to ensnare perceptual cognitive states into various attractor basins. In
sum, affective consciousness – a primary process kind of phenomenology
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– may have been an essential, and highly conserved, evolutionary plat-
form for the emergence of more cognitively resolved forms of awareness,
where much vaster species differences have emerged in the neuro-
evolutionary emergence of mind.

(p. 127)

Attention, memory and the global workspace

To become conscious, information has somehow to be ‘activated’ in the brain.
However, merely being active is not sufficient for consciousness, as the bulk of
active processing is unconscious. It is also widely accepted that much of this
unconscious or preconscious processing is carried out automatically and effi-
ciently by organised groups of neurons or ‘modules’ that are specialised to
carry out very specific tasks. There is extensive evidence from neurological
patients that there are many specific areas of the brain where localised lesions
result in correspondingly specific malfunctions. Lesions to area V4 and V4a
of the visual system for example destroy the ability to see colour, while lesions
to area V5 destroy the ability to see movement (we return to this below). Such
modular processing can also be carried out simultaneously, with little inter-
ference from other modules, in a massively ‘parallel’ way. However, efficient
specialisation comes at the cost of a loss in flexibility, complexity, and an
ability to deal with novelty. So, when faced with more demanding tasks, the
brain also needs some means of communication amongst and combining
its modularised skills to allow all its cognitive resources to be brought to
bear. Given the added processing loads and the co-ordination of functions
required it is not surprising that the brain has a limited capacity to carry
out such tasks. Consequently it has to select what is of sufficient interest or
importance to warrant such ‘focal-attentive’ processing.

Once information is selected for focal-attentive processing it also has to
persist long enough for that processing to be carried out (in some form of
‘working memory’) and to be globally accessible to its more specialised
resources. According to ‘global workspace’ theories of consciousness it is at
this stage that the information also becomes conscious (Baars, 1988, 2007;
Dehaene and Naccache, 2001).

Theories of how all this might be implemented in the brain have to trans-
late each of these functional stages into some plausible neural story. For
example, neural structures that select information for attention have to be
appropriately positioned to act as gates for selected input channels as well as
having the means to block or inhibit non-selected channels. In order that
selected information can serve as the basis for further processing there must
be neural mechanisms that enable it to persist for as long as needed to carry
out that further processing, for example by employing some version of
Hebb’s ‘reverberatory circuits’ that maintain activity over extended periods
through the use of feedback loops. In order for information to become glob-
ally available there must be some means of distributing or disseminating it
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throughout the brain, perhaps through long-range neural connections, and
there must be some common neural language that enables meaningful com-
munication between widely distributed, specialised, neural systems.

At present, there is no consensus about how the brain actually does all this.
There are, for example, competing suggestions about which structures may be
central to the operation of attention. As noted earlier, the thalamus, which
nestles just below the cortex and maps onto it in a point-to-point fashion, is
likely to be a particularly important ‘gateway’ to consciousness – and Crick
(1984), not surprisingly, likened activation ascending from the thalamus to a
‘searchlight’ of attention that shines out from the thalamus to illuminate
corresponding regions of cortex. Crick and Koch (1990) also suggested that
thalamo-cortical reverberatory neural circuits provide the physical substrate
for the very brief memory required to support short-term memory and an
extended conscious present.

However, guided by somewhat different considerations, Posner and Raichle
(1993) suggested that visual attention involves two attentional ‘spotlights’.
The first highlights a place in the world on which to focus, and the second
selects specific features for analysis. In a world of competing stimuli there
may also be mechanisms that actively inhibit the processing of information
that is not selected for attention (see Chapter 10). Such functions are likely to
involve highly complex interactions between different systems in the brain.
For example, whenever attention switches from one object to another, it must
(a) disengage from the current object, (b) move, and (c) engage with the next
object. According to Posner and Raichle the posterior parietal cortex is likely
to be central to these functions as damage to this system impairs the per-
formance of any task that requires this particular ability. For example, in
1909 R. Balint described a patient with bilateral parietal lesions who found it
very difficult to shift his visual attention. If his attention was directed toward
a given object he simply did not notice other objects. When urged, he could
identify new objects placed before him, but then completely neglected other
objects. This made it very difficult for him to read, as each letter was seen
as being a separate object. On the other hand, lesions confined to just the
right inferior parietal cortex produce a rather different impairment – an
inability to attend to objects in the left visual field (a condition known as
‘left-sided unilateral neglect’). As Jeffrey Gray notes in his description of
such cases,

Such patients often behave as if only the right side of their world exists.
They may shave only the right side of the face, eat from only the right
side of the plate, dress only the right side of the body, read only the
right side of the page, and so on. In formal tests, given a straight line
to bisect, they mark the middle at a point three-quarters of the way
over to the right, as though the left half of the line is missing . . . or
they copy only the right side of a drawing. Their problems affect all
the senses: vision, hearing, touch, proprioception (that is, perception
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‘from the inside’ of the position and state of one’s own limbs), even
smell.6

(Gray, 2004, p. 215)

To interact with objects in the world it is not enough, of course, simply to
attend to them. Once one has focused on an object, one still has to select
which features to analyse and then respond to what one finds in an appropri-
ate way. This requires one to remember the features of interest long enough to
make the right response. According to Posner and Petersen (1990) frontal
lobe structures such as the anterior cingulate are likely to be central to these
functions. Evidence is again provided by neurology, in this case from patients
with frontal lobe damage who are notorious for saying one thing and doing
another. Experiments with monkeys provide converging data, for example
Fuster (1989) demonstrated that if monkeys are shown objects that they must
remember for a short period before they are allowed to make a response,
neurons in their frontal cortex continue to fire during the delay. Accordingly,
Posner and Petersen suggest that the frontal lobe system operates as an
‘executive attentional system’ that provides the short-term memory required
to link analysis to action. They also, rather boldly, went on to suggest that the
information processed in this system forms the contents of consciousness.

However, the neural underpinnings of attention, memory and conscious-
ness are likely to be far more complex. Damage to the frontal lobes is now
recognised to be the cause of many impairments of short-term memory in
which subjects must remember the temporary location of visual stimuli.7 But
other brain regions are known to be crucial for the performance of verbal
short-term memory tasks. Warrington and Weiskrantz (1978) for example
investigated a patient K.F. with a left posterior temporal lobe lesion that
resulted in an almost total loss of short-term memory measured by an
inability to repeat back verbal stimuli such as digits, letters, words and
sentences.

Psychological studies of how selective attention operates also make it clear
that many additional processes must be involved in how selection takes
place. Input stimuli not only need to be analysed, they also need to be recog-
nised (at least to some extent), before their importance can be assessed, which
requires the system to access long-term traces of such stimuli already stored
in memory. In order to understand how this is done, we would first have to
understand exactly how long-term memory traces are stored and accessed,
and how matching of input to those traces takes place. Assessment of impor-
tance also requires an evaluation of competing stimuli in the light of current
events and past experience. We have little knowledge of how the brain carries
out such evaluations – but it seems likely that such complex forms of process-
ing involve many widely dispersed, interacting neural systems.

In addition, once information is selected for focal attention and eventually
becomes conscious, the neural activities that are most closely associated
with consciousness (the neural correlates of consciousness) must, somehow,
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‘support’ the varied ‘qualia’ of consciousness8 – how things look, sound,
smell, taste, feel and so on. The brain regions known to support such sensory
qualia are widely dispersed throughout the neocortex along with mid-brain
structures that give those sensations and percepts an affective tone.

Crucially, most theories now accept that the processes which select informa-
tion for focal attention operate preconsciously. Once material enters conscious-
ness, analysis, attempted recognition and selection have already taken place
(see Chapter 10). In sum, while it remains possible that information processed
by the frontal lobe ‘executive attentional system’ eventually becomes con-
scious, there are good reasons to doubt that consciousness is somehow
located in this system any more than it is located in the reticular activating
system, or the intralaminar nuclei of the thalamus discussed above.

Currently popular ‘global workspace’ theories of consciousness accept that
selective attention operates prior to consciousness (of what has been selected)
and go on to develop the idea that the brain combines highly specialised,
local forms of functioning with widely distributed forms of functioning, and
that consciousness is associated with these more distributed forms of func-
tioning. Bernard Baars, who introduced the term ‘global workspace’ in his
1988 book, puts it in the following way:

The brain shows a distributed style of functioning, in which the detailed
work is done by millions of specialized neuronal groupings without
instructions from some command centre. By analogy, the human body
works cell by cell; unlike an automobile, it has no central engine that does
all the work. Each cell is specialized for a specific function according to
its DNA, its developmental history, and chemical influences from other
tissues. In its own way the human brain shows the same distributed style
of organization as the rest of the body.

(Baars, 2007, p. 238)

At the same time, the brain can also operate in a more integrated fashion:

Global Workspace Theory . . . suggests that the brain has a fleeting inte-
grative capacity that enables access between functions that are otherwise
separate. This makes sense in a brain that is viewed as a massive parallel
set of highly specialized neuronal processors. In such a system coordin-
ation and control may take place by way of such a central information
exchange, allowing some specialized processors – such as sensory regions
in cortex – to distribute information to the system as a whole. This solu-
tion also works in large-scale computer architectures, which show typical
‘limited capacity’ behavior when information flows by way of a global
workspace. A sizable body of evidence suggests that consciousness is the
primary agent of such a global access function in humans and other
mammals.

(ibid., p. 240)
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Whether there is a system in the brain that provides global access, and
whether information in this workspace becomes conscious, should not, of
course, be confused with whether consciousness itself provides global access –
and we have already examined many reasons to doubt that ‘consciousness
is the primary agent of such a global access’ in Chapters 4 and 10. For the
moment, however, we can set this caveat aside and ask what a ‘global
workspace’ might look like in the brain.

How a global workspace might operate in the brain

In line with the suggestions of Crick (1984) and Crick and Koch (1990),
Baars and Newman (1994) stressed the strategic location and function of the
thalamus and its widespread connections to the cortex. Combined with acti-
vating systems in the brain stem, these form what Baars termed an ‘exended
reticular activating system’ (or ERTAS) whose function is to switch various
cortical modules on and off (a form of selective attention). Modules that are
switched on then participate in the global workspace. Mid-brain structures
such as the intralaminar nuclei of the thalamus play a central role in receiv-
ing information from and broadcasting information to both cortical and
subcortical modules.9

Dehaene and Naccache (2001) develop similar ideas in a somewhat differ-
ent and more detailed way. As they note, individual areas of the cortex not
only have long-range connections to the thalamus (through thalamo-cortical
‘vertical’ projections), they also have long-range connections to each other
(through cortico-cortical ‘horizontal’ or ‘tangential’ projections). The neocor-
tex is arranged into six vertical layers and the long-range ‘tangential’ projec-
tions mostly originate from the pyramidal cells of layers 2 and 3, which are
particularly prominent in regions of the prefrontal and parietal cortex. This
combined (horizontal and vertical) system of connections forms the global
workspace architecture. Horizontal connections are nearly all reciprocal (if
region A sends signals to region B, then region B also sends signals to region
A), so cells that fire in such assemblies mutually excite each other, maintain-
ing a pattern of activation in the global workspace. Lateral inhibition to
other assemblies ensures that only one can be dominantly active at any one
time. Given the important roles of prefrontal and parietal cortex in attention
and short-term memory (see above), activation from projections in these
areas is thought to provide a further attentional ‘amplification’ to selected
cell assemblies that deal with information at the focus of attention, boosting
their ability to maintain their activity in the workspace, thereby forming the
contents of working memory and consciousness.

Edelman and Tononi (2000) have also developed a detailed global work-
space model involving the thalamus and cortex. However, they suggest a
rather different mechanism by which modules compete, communicate, and
combine with one another to dominate the workspace. At any given time
there will be different patterns of neural activity in different cell assemblies
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each distributed over a range of brain regions and modules. Each of these has
access to the long-range connections that form the workspace, thereby allow-
ing the currently active patterns to interact with each other. Such interactions
can either be mutually reinforcing or inhibitory. If they are mutually inhibi-
tory, the activity of the assemblies is weakened. If they are reinforcing they
enter into a mutually self-sustaining, larger assembly of cells. Eventually, a
super-assembly of self-sustaining cells emerges that carries more complex
information than all competing cell assemblies.10 This dominates the work-
space to become what Edelman and Tononi describe as the ‘dynamic core’,
and it is this dominant pattern that becomes conscious. As the dominant
pattern of activation changes, so does the associated consciousness.

The brain might, of course, combine specialised, local forms of input pro-
cessing with more generalised global forms of processing without requiring
these to take place at different places. Instead, as Singer (2007) suggests, the
brain might adopt two, complementary processing strategies. If so, modular
processing and processing in the ‘global workspace’ might take place in
overlapping regions of the brain. According to Singer,

The first strategy is thought to rely on individual neurons that are tuned
to particular constellations of input activity. Through their selective
responses, these neurons establish explicit representations of particular
constellations of features. It is commonly held that the specificity of these
neurons is brought about by selective convergence of input connections
in hierarchically structured feed-forward architectures. This represen-
tational strategy allows for rapid processing and is ideally suited for the
representation of frequently occurring stereotyped combinations of fea-
tures; but this strategy is expensive in terms of the number of required
neurons and not suited to cope with the virtually infinite diversity of
possible feature constellations encountered in real world objects. The
second strategy, according to the proposal, consists of the temporary asso-
ciation of large numbers of widely distributed neurons into functionally
coherent assemblies which as a whole represent a particular content
whereby each of the participating neurons is tuned to one of the elem-
entary features of composite perceptual objects. This representational
strategy is more economical with respect to neuron numbers because, as
already proposed by Hebb (1949), a particular neuron can, at different
times, participate in different assemblies just as a particular feature can
be part of many different perceptual objects. Moreover, this represen-
tational strategy is more flexible. It allows for the rapid de novo represen-
tation of constellations that have never been experienced before because
there are virtually no limits to the dynamic association of neurons in ever
changing constellations. Thus, for the representation of highly complex
and permanently changing contents this second strategy of distributed
coding appears to be better suited than the first explicit strategy.

(p. 607)
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Singer goes on to suggest that such temporary associations of neurons
constitute higher order ‘meta-representations’ that form the neural substrate
of conscious experience. As he notes,

The meta-representations postulated as substrate for conscious experi-
ence have to accommodate contents that are particularly unpredictable
and rich in combinatorial complexity. In order to support the unity of
consciousness, the computational results of a large number of sub-
systems have to be bound together in ever changing constellations and at
the same rapid pace as the contents of awareness change. It appears then
as if the second representational strategy that is based on the formation
of dynamic assemblies would be more suitable for the implementation
of the meta-representations that support consciousness than the explicit
strategy. Further support for this view comes from considerations on
the state dependency and the non-locality i.e. the distributed nature of
mechanisms supporting conscious experience. If conscious experience
depends on the ability to dynamically bind the results of subsystem
computations into a unified meta-representation, conditions required for
the formation of meta-representations ought to be the same as those
required for awareness to occur.

(p. 607)

What are the processes that bind neuronal modules into meta-representations?
As we have seen in Chapter 3, one ‘binding’ process might be mutual entrain-
ment of neuronal oscillations resulting in the synchronous or correlated firing
of diverse neuron groups representing currently attended-to objects or events.
While this possibility, suggested by Von der Malsburg (1986), remains tenta-
tive, evidence for the existence of such binding processes, involving rhythmic
frequencies in the 30 to 80 Hz region, is now quite extensive. Such bindings
also tend to be associated with conscious rather than unconscious states.11

Consequently, Singer (2007) concludes that

consciousness, rather than being associated with the activation of a par-
ticular group of neurons in a particular region of the brain, appears to be
an emergent property of a particular dynamical state of the distributed
cortical network – a state that is characterized by a critical level of precise
temporal coherence across a sufficiently large population of distributed
neurons.

(p. 613)

Given the complexity of the processes involved, and given that we are only
concerned here with the rough ‘shape’ of a neural story, we do not have to
enter into the debate over which of these theories is the most plausible, or into
the fine detail of these, and other similar theories.12 Suffice it to say that, given
the mix of specialised and generalised functions undertaken by the brain, a
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combination of modular functioning with some form of ‘global workspace’
or its functional equivalent is plausible. It is also consistent with well estab-
lished psychological theories of attention. There is also extensive evidence
that shifting populations of widely distributed cell assemblies enter into
momentarily synchronous firing patterns, as one might expect from global
workspace theory.

But what is it about neural activity that actually makes it conscious?

It seems safe to say that in the human brain neural activation is somehow
related to consciousness. However, this bland assertion does not get us very
far. At any given moment, the brain is active in many ways and the bulk of
this activity takes place without associated consciousness. Even in the deepest
stage of NREM sleep (Stage IV), where there is no associated consciousness,
brain activity levels may be as high as 80 per cent. Fluctuations in activity
levels nevertheless make a difference. In REM dreams, for example, overall
activity levels approach those in the waking state.

That said, fluctuations in activity levels on their own do not decide what
will become conscious as there are many forms of active processing that
are simply inaccessible to consciousness. As Gray (2004) observes, global
workspace models tend to assume that ‘the neural basis of consciousness is
directly related to executive functions: that is to systems that manipulate
information. The contrasting intuition . . . is that the neural basis of con-
sciousness lies in systems which directly “code” this information – that is, in
perceptual systems’ (p. 181). The contents of consciousness also appear to
relate most closely to the results of perceptual processing rather than to the
processing itself. When we look around us we consciously experience objects
and events located and extended in a three-dimensional visual world, but we
have no conscious experience of the complex processes that enable us to see.
Similarly, when we produce speech, we experience the sounds of our own
voices and, perhaps, a sense of how well our description is going, but we have
little conscious awareness of the processes that enable us to speak. As we have
seen in Chapter 10, visual experiences of the external world, auditory experi-
ences of our own voices, internal experiences of the feel of our own bodies,
and experiences in other exteroceptive and interoceptive sensory modalities
follow the information processing that enables us to see, to speak and to
experience in other ways. While executive functions such as attention, work-
ing memory and information dissemination enter into neural causal chains
that support conscious experiences along with perceptual functions such as
input analysis and pattern recognition, it is the neural representations of
stimuli that have been analysed and selected for focal attention that appear to
correlate most closely with the ‘qualia’ of conscious experiences. The phe-
nomenology of human consciousness also reveals its contents to be largely
composed of (or derived from) materials drawn from a limited range of
resources provided by our sensory systems – vision, hearing, touch, smell,
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taste, and various interoceptive modalities such as bodily pain, pleasure, and
so on (see Chapter 8). It seems safe to say therefore that for any given experi-
ence there must be activation in neural assemblies in corresponding sensory
and or affective regions of the brain.

Essential nodes

As one might expect, normal perception requires activation of those primary
areas of cortex onto which input from the sense organs projects. Ress and
Heeger (2003), for example, found that visual stimuli that reach conscious-
ness evoke significantly greater activity in the primary visual cortex (V1) than
stimuli that do not reach consciousness. Triangulating evidence is provided by
studying the conditions under which consciousness does not occur. Lesions
of V1 for example produce a loss of subjective experience (for example in
blindsight), confirming that activation above a given threshold in intact V1 is
one, early condition of normal visual experience in the neural causal chain.
However, activation of V1 may not be a necessary condition for all forms
of visual experience. For example, while visual imagery also activates V1
(Kosslyn and Thomson, 2003), visual dreams and hallucinations do not
(Braun et al., 1998; Ffytche et al., 1998). Patients blinded by lesions of V1
can also sometimes experience the motion of high contrast, rapidly moving
stimuli (the Riddoch syndrome).

Studies of the visual system also suggest that activation of very specific
neuronal assemblies is required to support an experience of the specific fea-
tures of stimuli that are processed by those assemblies (whether this principle
applies to all sensory modalities remains to be seen). Activation of V1 is not
sufficient to experience features of visual experience such as shape, colour,
movement, and so on. Other, specific regions of the visual system also need to
be involved. Areas V4 and V4a, for example, are particularly important for
the experience of colour, while perception of movement is more dependent
on activity in V5 and its satellite regions. Direct or indirect cortical stimula-
tion of such functionally specialised visual areas generally evokes a corres-
ponding visual experience (Rees and Frith, 2007). Conversely, damage to that
area removes the ability to experience that feature. For example, damage to
the V5 complex produces cerebral akinetopsia (an inability to see visual
motion), but does not affect colour vision, while damage to the V4 complex
produces achromatopsia, an inability to see the world in colour, without
affecting the ability to see motion (Zeki, 2007). Such findings led Zeki and
Bartels (1999) to suggest that the visual system is organised into multiple,
functionally distinct, spatially separated, ‘essential nodes’ each responsible
for the perception of a given feature of visual experience.13

Is activation of such an essential node sufficient for conscious experience
of its corresponding feature? According to Zeki (2007) no higher order pro-
cessing such as ‘binding’ of features into object representations needs to
be involved, making such consciousness of individual features a form of
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‘micro-consciousness’. However, while no other region of the brain that codes
specifically for that feature may be involved, the level and type of activity are
also important. As Rees and Frith (2007) point out, for most specialised
brain areas, activation has been observed or inferred to occur without any
corresponding experience. Unconscious activation is typically weaker or of a
different character (for example, not synchronised) than conscious activation.
And crucially, such activities do not take place in isolation, but are embedded
in and influenced by other activities in the highly interconnected brain.
Patients with particular forms of damage to right inferior parietal cortex for
example ignore visual stimuli presented to the left side of their visual field
(‘left-sided unilateral neglect’), as we have seen.

Does information need to be integrated to be conscious?

Whether or not neural ‘binding’ is required for consciousness of an indi-
vidual feature, the integration of the features processed by essential nodes is
likely to be required for more integrated forms of consciousness – and given
this, it is not surprising that Crick and Koch (1990) and Singer (2007) have
proposed that the synchronous oscillations that integrate the activities of
widely dispersed neuronal assemblies are the neural basis of consciousness.
Once again, however, there are reasons to be cautious about this view. As
noted in Chapter 3, Crick (1994) reported that 40 Hz synchronised oscilla-
tions have been found in the visual systems of anaesthetised cats, suggesting
that such integrated operation can take place in the absence of normal
experience. A dissociation between consciousness and useful, integrated func-
tioning in human auditory cortex indexed by 40 Hz synchronous oscillations
was also found by Schwender et al. (1994) in a study of auditory process-
ing that produced implicit learning in surgically anaesthetised patients (see
Chapter 4). Given this, it may be that synchronous firing enables integrated
functioning and fosters competition for focal-attentive processing without
being sufficient for consciousness – and for reasons such as these, Crick and
Koch (2007) now explicitly reject the view that synchronous cortical oscilla-
tions are sufficient for consciousness. As they note, synchronised firing may
assist a coalition in its competition with other coalitions; however, if the visual
input is simple there might be no significant competition and consciousness
of an input may occur without it.

Some preliminary conclusions

In the human brain, the antecedent neural causes of conscious experiences
need to be distinguished from their proximal, co-temporal neural correlates.
The systems and conditions that govern the existence of consciousness
(for example, the sleep–wake cycle and selective attention) also have to be
distinguished from the added conditions required to support its varied forms.
At any given moment the bulk of processing remains unconscious and only
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very specific activities appear to be eligible for consciousness, such as the end
products of interoceptive and exteroceptive perceptual processing that result
in inner experiences (such as thoughts and visual images), body sensations
(such as pleasure and pain) and a surrounding, phenomenal world extended
in three-dimensional space and time. While these contents are indefinitely
varied, the basic experiential materials from which they are constructed are
drawn from a limited number of sensory resources and their derivatives. The
external phenomenal world for example is constructed from what we see,
hear, touch, taste and smell, while verbal thoughts and dreams draw on
auditory-phonemic and visual imagery. Such sensory qualia appear to be
largely cortically based although mid-brain structures play a major role in
giving such qualia an affective tone. In the visual system (and perhaps in
other systems) there appear to be ‘essential nodes’ – topographically distinct
neural assemblies that are specialised for the processing of individual features
of visual input (such as colour, shape and motion). Activation of an essential
node appears to be necessary to have an experience of the feature that it
processes, which makes such activation a prime candidate for being a neural
correlate of that experienced feature. Integrated experiences of objects require
integration of their features, and phase-locked neural oscillations (in the
40 Hz region) might be the mechanism which ‘binds’ such widely distributed
feature representations into the integrated neural activity required to support
an integrated conscious field. Whether or not this turns out to be correct,
it should be apparent that an account of the neural structures and func-
tions that govern the sleep cycle, selective attention, and the construction
of conscious contents through feature activation and binding would be a
well formed theory of the ‘neural causes and correlates of consciousness’.
Establishing the accuracy of such complex theories is difficult science, but it
is normal science.

Is there a specific place in the brain where conscious experiences are gener-
ated? While there are some vital, precisely located, early links in the chain of
neural causation that support human consciousness, for example the intrala-
minar nuclei of the thalamus where lesions produce irreversible coma, the
general answer appears to be no. And while it makes sense to treat those
neural activities that code the features of a given conscious experience (for
example the ‘essential nodes’) as the proximal neural correlates of that
experience (or NCC), such activities are normally supported by activation
and attentional systems elsewhere in the brain. Normal exteroception also
involves complex, preconscious interactions with the external world, so,
ultimately, in the chain of causation, the entire brain, body and embedding
world might be directly or indirectly involved.

Is there a special kind of neuron for different modalities of experience
(vision versus audition and so on)? Again (on present evidence) the answer
seems to be no. Different affective qualia appear to be associated with differ-
ent neurotransmitters (pleasure with dopamine, anxiety with noradrenaline,
etc.); however, different sensory qualia appear to be linked to the functional
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organisation of the nodes that process the features associated with those
qualia, and to the roles that these functions play within the global economy
of the brain.

What is it about neurophysiological activity that makes it conscious? In
1976, the neurophysiologist E. Roy John confessed that,

We do not understand the nature of . . . the physical and chemical inter-
actions which produce mental experience. We do not know how big a
neuronal system must be before it can sustain the critical reactions, nor
whether the critical reactions depend exclusively upon the properties of
neurons or only require a particular organisation of energy and matter.

(John, 1976, p. 2)

Over thirty years later, we still don’t know. In the human brain, the level of
activation appears to be important. However, at any given moment, very little
of the brain’s activity reaches consciousness, and only some activities, such as
the results of perceptual processing, appear to be eligible for consciousness.
Those activities in the human brain that are eligible for consciousness also
have to compete for consciousness – a recurring theme that can be traced
back to the dawn of thinking about attentional processes in the writings of
William James. Competition is also a common strand in current neuro-
psychological theories of consciousness. As Crick and Koch (2007) and
Singer (2007) make clear, synchronous firing is likely to be a mechanism by
which given neural assemblies enter into winning coalitions, and, although
their theories differ in detail, Dehaene and Naccache (2001) and Edelman
and Tononi (2000) suggest that entry of information into the ‘global work-
space’ and, more specifically, dominating the information in the global
workspace is what makes neural information conscious.

What is perhaps most surprising about these converging views is that no
special, added ingredient may be required for consciousness. Neural assemblies
that are eligible for consciousness might be more or less active, and they
might or might not enter into phase-locked synchronous firing with other
assemblies which allow their firing patterns to become integrated and domin-
ant. But doing more of what they normally do, or doing this in synchrony
with other neural assemblies, does not fundamentally alter the nature of such
neural activities. In short, eligible neural activities that remain unconscious
may not be different in kind from those which become conscious, any more
than the sound of individual voices at a football stadium is different in kind
from the concerted singing of the crowd that drowns them out.14

Notes
1 For example, good introductory overviews to most of these areas can be found in

The Blackwell Companion to Consciousness edited by Velmans and Schneider
(2007). Gray (2004) provides a thoughtful introduction to the neurophysiological
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issues in a way that is sensitive to both the philosophical issues and the empirical
research; Zeman (2003) also provides an engaging introduction, and Rose (2006)
provide extensive reviews of current neuropsychological research and associated
theories of consciousness.

2 This account is based largely on Hobson (2007).
3 NREM or non-rapid eye movement sleep is distinguished from REM or rapid

eye movement sleep which is associated with dreaming.
4 The 80 per cent figure is based on cerebral blood flow measures using techniques

developed by Kety and Schmidt following the ‘Fick Principle’ and, as one might
expect, the figure varies somewhat with the measure of global activation used.
It should be noted too that not all regions of the brain are affected in the same
way – for example, in deep sleep mid-brain reticular cells decline in activity by
about 50 per cent. The fundamental point nevertheless remains that the brain
activity remains considerable even during NREM sleep (Hobson, 2008, personal
communication).

5 In recent years the investigation of such influences has become the basis of
affective neuroscience, a distinct subfield of neuroscience that seeks to provide a
balancing influence to the more established, ‘cooler’ forms of information pro-
cessing examined by cognitive neuroscience (see, for example, Damasio, 1999;
Panksepp, 1998).

6 The ‘left side of space’ is egocentrically defined (for the reason that it changes
position as you move your body or head around). So it is generally accepted
that such lesions damage the brain’s ability to form a map of egocentric space,
which makes it difficult for patients to attend to stimuli that appear in the
affected area.

7 For example, using a combination of PET and MRI with human subjects,
Petrides et al. (1993) found that frontal area 8 was active when subjects had to
search for a given pattern in a visual array. But areas 9 and 46 were active if the
same eight-pattern array was repeated eight times and subjects were required to
point to a different pattern each time (requiring them to keep track of their own
history of pointing). See Kolb and Whishaw (2003) for a review.

8 In this context, I am using the term ‘support’ loosely. We return to a more
detailed examination of how the neural correlates of conscious qualia relate to the
qualia themselves in Chapter 13.

9 Baars and Newman accept that, given the very large profusion of cells in the
cortex in comparison to the relatively few cells in the thalamic nuclei, this would
put a very heavy load on the limited capacity of those nuclei, so for this to work
the information flow must be compressed in some way. As Rose (2006) notes, this
would seem to be a weakness in the model.

10 ‘Information complexity’ is the information shared by all the modules in the
system and they suggest that it is this, rather than activation as such, which deter-
mines what is conscious (Tononi, 2007).

11 See reviews by Crick and Koch (1990, 1998), Engel and Singer (2001), Gray
(1994), and Singer (2007).

12 Readers wishing to study these in detail should consult the cited sources. See also
reviews by Zeman (2003), Gray (2004) and Rose (2006).

13 Note that it does not follow that such nodes are essential to unconscious processing
of the relevant feature. Gray (2004, p. 158) for example reports fMRI experiments
which show that conscious experiences of different facial expressions activate
different regions of the brain. Fearful expressions light up the amygdala, while
disgusted expressions light up the insula. If the faces are presented briefly (30 ms)
and then masked to prevent them becoming conscious people can still discriminate
the expressions; however neither the amygdala or insula is activated. Instead,
unconsciously processed fear and disgust respectively activate the dorsolateral
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prefrontal cortex and the putamen. However, the issue remains open. Moutoussis
and Zeki (2002) for example used fMRI to compare brain activity when subjects
discriminated between faces and houses presented either consciously or uncon-
sciously (masked), and found activity in the same regions in both cases, albeit
lowered activity in the unconscious situation.

14 This has some interesting implications for the distribution of consciousness both
in the human brain and elsewhere, to which we return in Chapter 14.
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Part III

A new synthesis:
reflexive monism





12 What consciousness is

To what does the term ‘consciousness’ refer?

As noted in Chapter 1, when defining the meaning of a term, it is useful,
if possible, to begin with an ostensive definition – to ‘point to’ or ‘pick out’ the
phenomena to which the term refers and, by implication, what is excluded.
Normally we point to some thing that we observe or experience. The term
‘consciousness’ however refers to experience itself. Rather than being
exemplified by a particular thing that we observe or experience, it is exempli-
fied by all the things that we observe or experience.

In everyday life there are two contrasting situations which inform our
understanding of this term. We have knowledge of what it is like to experi-
ence or to be conscious (for example, when we are awake) as opposed to not
being conscious (for example, when in dreamless sleep). Viewed this way,
consciousness refers to one of two potential states of mind (conscious versus
not conscious). We also understand what it is like to be conscious of
something (when awake or dreaming) as opposed to not being conscious of
that thing. At any given moment, we can be conscious of some phenomena
but not others. The phenomena of which we are conscious at any given
moment are the contents of consciousness.1

What the contents of consciousness are like

Theories about the nature of any phenomenon need to start with an accurate
description of what it is that they need to explain. A theory of consciousness
needs to explain why some states are conscious but others are not conscious.
It also needs to explain the different forms that consciousness can take,
exemplified by its contents. Most theories of consciousness start with pre-
theoretical assumptions about the forms that consciousness can take that
have little to do with its actual phenomenology. So they start in the wrong
place.

With some notable exceptions (including Kant, Russell, Whitehead, and
James), most theories of consciousness are either explicitly dualist or
implicitly so (see Chapters 2 to 5). Dualist-interactionism (following



Descartes) is, of course, explicitly dualist: consciousness consists of non-
material thinking stuff without location or extension in space. Reactions to
dualist-interactionism such as physicalism and functionalism in their elimina-
tivist, reductionist and emergentist forms are implicitly dualist in their
acceptance of a dualist vision of what it is that they need to eliminate, reduce
or otherwise explain away.

Oddly, these shared presuppositions about what the contents of conscious-
ness are like seem to have little to do with what we actually experience. While
some experiences such as thoughts and feelings might seem to have no clear
location and extension in space, other sensations and experiences do seem to
have a clear physical location and extension. Body sensations, for example,
seem to be distributed around the body (if you touch this paper with your
fingertips, the tactile sensation seems to be on the skin surface at the point of
contact between paper and skin). And the experiences that result from the
operation of exteroceptive systems such as vision and audition just are the
objects and events we see and hear in the surrounding three-dimensional
space. Your visual experience of this print on the page, for example, just is
this seen print on the page (introspection reveals no added visual experience
of print ‘in the mind or brain’).2 In short, the contents of consciousness
are not some mysterious duplicate of the everyday world that we experience.
Taken together, the phenomena that we experience constitute what we think
of as the everyday world. I have developed this theme, with supporting evi-
dence, in Chapters 6 and 7. Given that this view also meets with ‘common
sense’ (in that it does not require the contents of consciousness to be anything
other than they seem), I will adopt it, as a point of departure, here.

Analysing the contents of consciousness into its component
parts

When specifying the nature of phenomena it is useful to ask (a) what they
are composed of, and (b) what they are part of (Wimsatt, 1976). What are their
component parts, and what is the greater whole of which they are a part? The
same principles can be applied to the contents of consciousness.

As noted above, dualist and reductionist analyses of the composition of
conscious phenomena have been driven by pre-theoretical commitments.
While Descartes’ dualism recognised that experiences come in many
varieties, his claim that consciousness is composed of res cogitans (thinking
stuff) implies that these parts are relatively uniform in that they all have
the character of immaterial ‘thoughts’ which do not have location and exten-
sion in space. For materialists, on the other hand, only material stuff
exists. Consequently, experiences have to be composed of physical stuff such
as neurons or neuronal states (or functions), however they might seem.

The present analysis is very different. The contents of consciousness
encompass all that we are conscious of, aware of, or experience. These contents
are immensely rich in complexity and variety and they can be categorised
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in an indefinitely large number of ways. Nevertheless, the ‘experiential
materials’ from which the contents of human consciousness are constructed
are drawn from a limited number of sources, largely defined by the sense
modalities. The external phenomenal world for example consists of what we
touch, smell, taste, hear and see. Body experiences include additional, intero-
ceptive sensations, including kinaesthesis, and bodily pleasure and pain.
And inner experiences such as thoughts, memories and so on normally
consist of verbal, visual and other forms of imagery. Some experiences derive
from a combination of resources. Our body image, for example, combines
internal or surface body feelings with aspects of the body that we can see.
Emotions can combine bodily sensations with cognitive components. If one
analyses this phenomenology into its component parts one obtains minimally
discriminable phenomena – minimal discriminable differences in brightness,
colour, loudness, pitch and so on. I have examined the many different ways
in which conscious contents can be analysed in Chapter 8, so I will not repeat
this here.

It should be obvious that minimally discriminable phenomena do not
all have the non-extended character of res cogitans. Discriminable pains,
tactile sensations, and kinaesthetic experiences for example have a fairly clear
location and extension within the body or on the body surface. And, in terms
of their phenomenology, experiences of the external world simply are all the
phenomena we see, hear or otherwise perceive to be located and extended in
the surrounding three-dimensional space. Once they are accurately described,
it is also hard to imagine any sense in which such experiences could be ‘com-
posed of’ neurons or neural states. One cannot analyse experiences into parts
by performing histology on the brain. Given neural states may cause or
correlate with given conscious experiences, but causes and correlates are not
component parts. If one combines microcosmic neural states together one
obtains more complex, macrocosmic neural states. And if one adds all the
neurons in the brain together one obtains a whole brain, not a phenomenal
world (see Chapter 3).

If this approach to phenomenological analysis is correct, the only proper
‘components’ of macro-phenomena are micro-phenomena. And the proper
methods for carrying out such analyses are those used in psychophysics, the
psychology of perception, and other disciplines that focus (at least to some
extent) on developing descriptive systems for the world as-experienced.

What is the greater whole of which consciousness and its
contents are parts?

To understand what consciousness is, it is not enough to ‘point to’ it or
analyse it into parts. It also needs to be contextualised. We need to know
how it ‘fits’ into the broader universe of which it is, in turn, a part. For this,
we would need to know the causes of consciousness and the functions of
consciousness (see Chapter 13). To begin with, however, we need to be clear
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about what lies beyond consciousness, that is, about what exists that the term
‘consciousness’ excludes.

Dualism and materialism have different opinions on this matter. For
substance dualists, consciousness and its contents exist in an immaterial
realm that has no location or extension in space. They form one part of a dual
universe, the other part being the material world. In this vision, the extended,
material world lies beyond the boundaries of consciousness and interacts
with it. However, consciousness is not in any sense contained by the material
world.

For materialists, consciousness and its contents are nothing more than
selected states or functions of the brain which have causal interactions
with other, nonconscious states or functions of the brain. Viewed this way,
consciousness and its contents form only a small part of the physical universe
and occupy little space. That is, conscious neural states (or functions)
are parts of rather small brains that make up a minute proportion of the
material of the earth, which is, in turn, a tiny fragment of an immense,
material universe.

According to the present analysis, the contents of normal phenomenal
consciousness are neither beyond three-dimensional space (as dualists
assume) nor contained within just a tiny bit of three-dimensional space (as
materialists assume). Rather, these contents define and fill three-dimensional
space as they are none other than the everyday world, or universe,
as-experienced. What one experiences at a given moment depends, of course,
on how one directs one’s attention. Conscious contents differ enormously, for
example, if one’s eyes are open or closed. However, with open eyes, the con-
tents of consciousness stretch to one’s visual horizons. They include not just
inner and body experiences, but also the external phenomenal world that we
conventionally think of as the ‘physical world’.

Given this expansion of consciousness to include all that we experience
in the various forms that we experience, what do these contents exclude? If
we are to take natural science seriously, very little of what actually exists in
the world is manifest in normal experience. Our eyes and ears for example
detect only a small bandwidth of the available electromagnetic and acoustic
energies surrounding our bodies, and our chemical senses (smell and taste)
convey little of the chemistry of the substances that we inhale and ingest.
Sensory systems are also limited in their spatial and temporal resolution to
detect events of a size, distance and duration that are relevant to normal
human action and survival (to make observations beyond these limits we
need telescopes, microscopes, atomic clocks and so on). The perceptual
processes that translate the information detected by our sense organs into the
perceived ‘qualia’ that we experience, furthermore, do so in a very specialised,
species-specific way. Even three-dimensional phenomenal space existing
through time turns out to be an approximation of the universe that modern
physics describes. General relativity theory, for example, requires four-
dimensional space-time in which the shortest distance between two points is
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an arc (that follows the curvature of space) not a straight line. There are many
other ways in which the physical world we experience differs from the world
that physics describes. As these points are entirely conventional and as I
have developed this case in depth in Chapter 8, I will not labour the point.
The three-dimensional phenomenal world that we think of as the ‘physical
world’ is only a partial, approximate, species-specific model of the greater
universe described by physics.

In assessing what the contents of consciousness exclude, it is important to
note that we normally perceive entities and events of an intermediate scale. In
humans, the phenomenal world is also predominantly visual, and, unaided,
our visual systems normally provide information only about exterior
surfaces. Beyond what we can normally see, there is an immensely detailed
structure within the nature of the things as well as a structure that extends
beyond our perceptual horizons. The external visual appearance of the
human body, for example, yields little information about its macrocosmic
internal structure and functioning. Interoception provides some added details
about the body’s internal condition (the position of limbs, temperature,
internal damage, the need for sustenance, sleep and so on), but reveals little
of how the body actually works, let alone any details of its microscopic
organisation at cellular, molecular, atomic and subatomic levels. Similar
limitations apply to our ability to experience the detailed operation of our
own minds. As noted in Chapter 10, a few details of mental processing are
normally available to introspection, such as the progressive stages in problem
solving, long-term planning and so on. However, the bulk of so-called
‘conscious mental processing’ is not conscious at all. For example, one has
little or no conscious awareness of the detailed processing which enables one
to read this book.

In sum, the contents of consciousness in a typical awake state include
the external ‘physical world’ as-perceived along with various body and inner
experiences. But they exclude a far greater set of entities, events and processes
within the external world, body and mind. Given their close linkage to
consciousness, it is of particular significance that the operations of the mind/
brain are largely nonconscious. Metaphorically, the contents of conscious-
ness have often been likened to the tip of an iceberg. The bulk of the mind,
like the iceberg, remains unseen below the water. The present analysis extends
this metaphor. Once one expands consciousness to include the experienced
body and surrounding phenomenal world, what is ‘above the waterline’ is not
just the tip of the iceberg but everything that one can experience extending
to one’s perceptual horizons. What is ‘below the waterline’ expands cor-
respondingly to include the entire universe of entities, events and processes
that, at a given moment, has no representation in what we experience.3

In this vision, human consciousness is embedded in and supported by
the greater universe (just as the tip of the iceberg is supported by the base and
the surrounding sea). The contents of human consciousness are also a nat-
ural expression or manifestation of the embedding universe. In humans, the
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proximal causes of consciousness are to be found in the human brain, but it is
a mistake to think of the brain as an isolated system. Its existence as a
material system depends totally on its supporting surround, and the contents
of consciousness that it, in turn, supports arise from a reflexive interaction of
perceptual processing with entities, events and processes in the surrounding
world, body and the mind/brain itself.

Perception viewed as a reflexive process

For many purposes it is useful to categorise contents of consciousness
according to whether they are (1) experiences of the external world (which
seem to have location and extension), (2) experiences of the body (which seem
to have location and extension), and (3) ‘inner’ experiences (thoughts, images,
feelings of knowing and so on) which have no clear location and extension in
phenomenal space (although they can be loosely said to be ‘in the head or
brain’). But, whatever the contents, the reflexive pattern of interaction
described in Chapter 6 (initiating stimulus ↔ perceptual/cognitive processing
→ perceived stimulus) remains the same. An initiating stimulus located in the
space beyond the body surface interacts with the exteroceptive systems of
the observer to produce an entity or event experienced to be out in space
beyond the body surface (such as a seen object, or heard sound). An initiating
stimulus on the body surface interacts with the interoceptive systems of the
observer to produce an experienced sensation in the location of the initiating
stimulus on the body surface (such as a touch or pain). An initiating stimulus
within the mind/brain itself is translated by endogenous systems into ‘inner
experiences’ which seem to be located in the region of the initiating stimulus
(such as a thought or image that seems to be ‘in the head or brain’). In
this reflexive manner, the contents of consciousness are both produced by
initiating entities, events and processes (interacting with perceptual and
cognitive systems) and represent those entities, events and processes.4

Together, an individual’s conscious representations are formed into a
phenomenal world extending in three dimensions beyond the perceived body
to one’s perceptual horizon and the dome of the sky. Overall this may be
thought of as a biologically useful model of a universe that is described in a
very different way by modern physics.

While a good deal is known about how such phenomenal worlds are ‘con-
structed’ (see Chapters 6, 7 and 8) there is something mysterious about the way
that information about spatial location and extension encoded in the brain is
translated into location and extension as experienced. This psychological
effect (which I have termed ‘perceptual projection’) is nonetheless ubiquitous.
It is demonstrated by the way that THIS WORD seems to be out here on this
page rather than in the occipital lobes of your brain, and by every other
object or event perceived to be in the surrounding phenomenal world.
Mysterious though it might seem, there are many ways in which perceptual
projection has been (and continues to be) studied by science (see Chapter 7).
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Consciousness and virtual reality

Virtual reality systems, in which one appears to interact with a (virtual)
three-dimensional world in the absence of an actual (corresponding)
world, provide one of the best demonstrations of perceptual projection in
action – and the investigation of virtual realities will no doubt provide useful
information about what the necessary and sufficient conditions for perceptual
projection might be. Virtual reality also provides a useful metaphor for
understanding how the contents of consciousness relate to the entities, events
and processes that they reflexively ‘model’. This is nicely illustrated in a tale
told by the Finnish philosopher/psychologist Annti Revonsuo (1995) about a
‘Black Planet’:

The Black Planet. Imagine that you are going to land into an unexplored
planet. When you get out of your space capsule, you are engulfed by
an impenetrable darkness and silence. You cannot see anything, hear
anything, feel anything. There certainly is an environment somewhere
out there, but you are utterly unable to sense it in any way and,
consequently, there is no ‘organism–environment interaction’ to speak
of. You feel like you are floating in a sensory-deprivation tank, not able to
perceive the position of your body, let alone the environment you are
surrounded by. Somehow you manage to return to your mother ship.
You examine carefully all the data that was collected from the planet’s
surface. You find out that actually there is a lot of physical activity going
on but of a kind you have never encountered before. Consequently, you
were not able to perceive anything. Well, you do not give up – you design
a suit that has sensors for the alien radiations and vibrations on the
planet, translating them to the sort of physical stimuli that your body is
able to handle. Thus, a certain sort of alien radiation is translated, by
your goggles, into electromagnetic radiation of the visible wavelengths;
the vibrations of the planet’s strange atmosphere are translated into
vibrations near your ears, and so on. When you return to the planet, you
step out into a quite different, spatial and extended world of objects,
colors and sounds. Now your brain is able to construct an experienced
model of the world which enables you to successfully interact with the
world. Of course, the world, in itself, is still silent and dark, but neverthe-
less, your brain is now clothing it (its model, that is) with properties that
do not really exist out there. The phenomenological level of organization
is, thus, an illusion created by the brain, but still, a most useful one.

It may not come as a surprise if I now tell you that actually the strange
planet is the earth, the spacesuit is our physical body, especially its sense
organs; the ‘translation’ of alien physical signals to familiar ones is
the transmutation from physical stimuli to neural firings; and the useful
illusion somehow created inside the brain is the thing that we ordinarily
call ‘reality’: the experienced model of the world with the self as the
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central actor. ‘Reality’ is only the ‘VR’ constrained by current sensory
input.5

(Revonsuo, 1995, p. 51)

To know what consciousness is we also have to know what it does. The story
of the Black Planet provides an initial hint. The creation of an experienced,
phenomenal world brings a conscious ‘light’ into an otherwise ‘dark’
universe. To get a fuller understanding of what consciousness does, we
also need to come to terms with the many functions that have been proposed
for it in cognitive psychology, and we need to make sense of its causal
interactions with the brain (see Chapter 13).

Reflexive monism

The above analysis of what consciousness is ‘points’ at it, analyses it
into component parts, and begins to ‘fit’ it into the wider universe of which
it is, in turn, a part. This sketch of how consciousness fits into the wider
universe supports a form of nonreductive, reflexive monism. Human minds,
bodies and brains are embedded in a far greater universe. Individual con-
scious representations are perspectival. That is, the precise manner in which
entities, events and processes are translated into experiences depends on the
location in space and time of a given observer, and the exact mix of
perceptual, cognitive, affective, social, cultural and historical influences which
enter into the ‘construction’ of a given experience. In this sense, each
conscious construction is private, subjective, and unique.6 Taken together,
the contents of consciousness provide a view of the wider universe, giving it
the appearance of a three-dimensional phenomenal world. This results from
a reflexive interaction of entities, events and processes with our perceptual
and cognitive systems which, in turn, represent those entities, events and
processes. However, such conscious representations are not the thing-itself.7

In this vision, there is one universe (the thing-itself), with relatively
differentiated parts in the form of conscious beings like ourselves, each with a
unique, conscious view of the larger universe of which it is a part. In so far as
we are parts of the universe that, in turn, experience the larger universe, we
participate in a reflexive process whereby the universe experiences itself.8

Notes
1 Under normal conditions, conscious states of mind do not occur without phenom-

enal contents. However, the distinction between consciousness as a state of mind
and its phenomenal contents is important for consciousness science. As we have
seen in Chapter 11, the conditions necessary for the existence of consciousness need
to be distinguished from the added conditions required to produce its various
contents.

2 There are visual and auditory representations along with memory traces of
perceived events in the brain, but in normal exteroception there seem to be no visual
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or auditory experiences in the brain viewed from either a first- or third-person
perspective.

3 In conventional reductionist thought, the metaphorical ‘border’ separating what is
‘in consciousness’ from what is outside it is drawn vertically. In Figure 6.2, for
example, what is in consciousness is ‘in the subject’s mind or brain’ on the right side
of the diagram, and this is clearly separated from the ‘objective physical world’ on
the left of the diagram. In this extended iceberg metaphor, the ‘border’ is drawn
horizontally. Everything ‘visible’ (in consciousness) is above the waterline, including
the entire experienced world. What is not conscious is metaphorically ‘below’ the
waterline, including not only a personal unconscious but everything that exists
which is not experienced (at a given moment) but which contextualises and grounds
those aspects of the world that are experienced. I am grateful to the philosopher
Marion Goethier for pointing this out (personal communication).

4 Hallucinations, eidetic images, virtual realities, etc. may, of course, not represent
actual events in the world. Such experiences are constructed by similar processes to
those that are responsible for veridical perception, although in these instances
the information has its origins in inner or artificial sources such as memory, VR
headsets and so on (see Chapter 7).

5 Revonsuo developed this argument from the ‘reflexive model’ presented in Velmans
(1990a) (and in Velmans, 1993b, I also suggest a link to VR). However, Revonsuo
tries to explain the spatially extended nature of visual and other exteroceptive
experiences in terms of a form of ‘biological naturalism’ that claims virtual
phenomenal worlds to be states of the brain that are literally in the brain. While the
reflexive model accepts that the information displayed in the experienced VR reality
is encoded in the brain (in the neural correlates of the VR experience), the VR
experience is not itself in the brain. See the extensive discussion of this issue
in Chapter 7.

6 Under appropriate conditions, individual, private experiences/observations can
become ‘public’, and ‘intersubjective’, thereby contributing to communal, con-
sensual knowledge. As I have discussed these conditions in depth in Chapter 9, I
will not repeat the analysis here.

7 As noted in Chapter 8, there may be many other ways of representing the same
entities, events and processes – for example, through the more abstract representa-
tions of science.

8 In this way, reflexive monism combines ontological monism and epistemological
pluralism (there is one thing that can be known in many ways) with the added
suggestion that knowledge is, ultimately, reflexive.
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13 What consciousness does

What needs to be explained

That brain states have a causal influence on conscious experiences seems
undeniable. As Thomas Huxley pointed out in 1874, one has only to stick a
pin in oneself to give a sufficient demonstration. But if consciousness is viewed
in traditional dualist terms, how brain states cause conscious experiences
seems inexplicable. Neural causes might have neural and other physical effects,
but how could something ‘objective’ and ‘physical’ produce a ‘subjective
experience’?

Nor is it clear how consciousness might influence processing in the brain.
We normally take it for granted that we have a conscious mind that controls
our voluntary actions, and this view is fundamental to our ethics, politics and
legal systems. But how the conscious mind exercises its influence is not easy
to understand. Viewed from a first-person perspective, consciousness appears
to be necessary for most forms of complex or novel processing. But, viewed
from a third-person perspective, consciousness does not appear to be neces-
sary for any form of processing as there are no ‘gaps’ in the chain of neuro-
physiological events which require the intervention of consciousness to make
the brain work. In short, consciousness presents a Causal Paradox.

To make matters worse, there are four distinct ways in which body/brain
and mind/consciousness might, in principle, enter into causal relationships.
There might be physical causes of physical states, physical causes of mental
states, mental causes of mental states, and mental causes of physical states.
Establishing which forms of causation are effective in practice has clear
implications for understanding the aetiology and proper treatment of illness
and disease.

Within conventional medicine, physical→physical causation is taken for
granted. Consequently, the proper treatment for physical disorders is assumed
to be some form of physical intervention. Psychiatry takes the efficacy
of physical→mental causation for granted, along with the assumption
that the proper treatment for psychological disorders may involve psycho-
active drugs, neurosurgery and so on. Many forms of psychotherapy take
mental→mental causation for granted, and assume that psychological



disorders can be alleviated by means of ‘talking cures’, guided imagery, hyp-
nosis and other forms of mental intervention. Psychosomatic medicine
assumes that mental→physical causation can be effective (‘psychogenesis’).
Consequently, under some circumstances, a physical disorder (for example,
hysterical paralysis) may require a mental (psychotherapeutic) intervention.
Given the extensive evidence for all these causal interactions (cf. Velmans,
1996a), how are we to make sense of them?

How could mental states affect illness and disease?

Although large bodies of research and clinical practice exist for each of these
domains, those that assume the causal efficacy of mental states (psychotherapy
and psychosomatic medicine) do not fit comfortably into the reductionist,
materialist paradigm that currently predominates in Western philosophy and
science. For example, according to Churchland (1989) all descriptions of, or
theories about, human nature based on conscious experience may be thought
of as prescientific forms of ‘folk psychology’ which are destined to be replaced
by some future, advanced neurophysiology. In short, all descriptions of mind
or conscious experience will turn out to be descriptions of states of the brain.
If so, all claims about mental causation would turn out to be ‘prescientific’
claims about physical causation – and the clinical consequence might be
that psychotherapy would eventually be replaced by some advanced form of
physical medicine.

In spite of this materialist trend, clinical and experimental evidence for
the causal efficacy of states of consciousness and mind on states of the body
has continued to accumulate. For example, Barber (1984) and Sheikh et al.
(1996) review a large body of evidence that hypnosis, the use of imagery,
biofeedback, and meditation may be therapeutic in a variety of medical con-
ditions. Particularly striking (and puzzling) is the evidence that, under certain
conditions, such influences extend to autonomic bodily functions including
heart rate, blood pressure, vasomotor activity, pupil dilation, electrodermal
activity, and immune system functioning.

The most well accepted evidence for the effect of states of mind on medical
outcome is undoubtedly the ‘placebo effect’. Simply receiving treatment, and
having confidence in the therapy or therapist, has itself been found to be
therapeutic in many clinical situations. As with other instances of apparent
mind/body interaction, there are conflicting interpretations of the causal
processes involved. For example, Skrabanek and McCormick (1989) claim
that placebos can affect illness (how people feel) but not disease (organic
disorders). That is, they accept the possibility of mental→mental causation
but not of mental→physical causation. However, Wall (1996) cites evidence
that placebo treatments may produce organic changes. Hashish et al. (1988),
for example, found that use of an impressive ultrasound machine reduced not
only pain, but also jaw tightness and swelling after the extraction of wisdom
teeth whether or not the machine was set to produce ultrasound.
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As McMahon and Sheikh (1989) note, the absence of an acceptable theory
of mind/body interaction within philosophy and science has had a detri-
mental effect on the acceptance of mental causation in many areas of clinical
theory and practice. Conversely, the extensive evidence for mental causation
within some clinical settings forms part of the database that any adequate
theory of mind/consciousness–body/brain relationships needs to explain.

Dualist and reductionist accounts of causal interactions between
consciousness and brain

We have examined the many ways that dualism and reductionism try to make
sense of consciousness/brain relationships in Chapters 2 to 5 so I will give just
a very brief summary here. The main appeal of dualist-interactionism is that
it gives a simple, straightforward account of the following facts: (1) Bodies
and brains seem to be very different from minds and consciousness, so per-
haps they are very different. (2) There is extensive evidence that the body and
brain affect mind and consciousness via the senses (for example that the
visual system affects visual experience). There is also extensive evidence that
mind and consciousness affect the body and brain (see above). It is plausible
therefore to suggest that mind and consciousness interact with body and
brain.

As far as it goes, nothing could be simpler. However there are a number
of large ‘explanatory gaps’. Dualism leaves the nature of consciousness a
mystery. After all, what kind of substance is a ‘substance that thinks’? And, if
the physical world is causally closed, how could consciousness affect it? In
any case, how could entities as different as res cogitans and res extensa caus-
ally influence each other? To Descartes’ contemporaries Leibniz and Spinoza,
such interactions were inconceivable.

While reductionism has many variants, they all attempt to heal the dualist
split by reducing consciousness to a state or function of the brain. If this
ontological reduction can be successfully achieved, the ‘explanatory gaps’
above would disappear. Consciousness would be one kind of brain state (or
function), unconscious mind would be a different kind of brain state (or
function), and the interaction of consciousness with (the rest of) the brain
would be entirely a matter for neurophysiological research. Needless to say,
no scientific discovery has yet been made which demonstrates consciousness
to be nothing more than a state of the brain. Reductionist theories con-
sequently focus on the kind of discovery that would need to be made to
establish their case.

As noted in Chapter 3, conscious experiences are first-person data (which
we would like to understand more deeply). That is, the claim that conscious
experiences are nothing more than brain states (or functions) is a claim about
one set of phenomena (our experiences) being nothing more than another set
of phenomena (brain states or functions viewed from the perspective of an
external observer). It is important to be clear about this, because reductionist
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arguments frequently rely on false analogies. From our own point of view,
experiences are not hypothetical constructs which science might discover to be
physically real (in the way that genes were found to be DNA molecules – as
suggested by Crick, 1994). Nor are our own conscious experiences pre-
scientific theories (or ‘folk psychologies’) waiting to be replaced by a more
advanced physical theory of mind (contrary to Churchland, 1989). Given
the extensive differences between the ways that conscious experiences appear
(to us) and the ways that brain states appear (to others), the reduction of
one to the other is a tall order. Formally, one must establish that, despite
appearances, conscious experiences are ontologically identical to brain states.

Reductionists typically claim that finding the neural causes and correlates
of consciousness would establish consciousness to be identical to a state
(or function) of the brain. However, causation and correlation are not onto-
logical identity. As it happens, nonreductionist philosophies of mind such as
dualism and dual-aspect theory (discussed below) agree that consciousness
(in humans) is causally influenced by and correlates with neural events, but
they deny that consciousness is nothing more than a state of the brain. This
produces a fundamental problem for reductionism. No information about
consciousness other than its neural causes and correlates is available to
neurophysiological investigation of the brain. So if discovery of these neural
causes and correlates would not suffice to reduce consciousness to a state
of the brain it is difficult to see how such research could achieve such a
reduction. The only evidence about what conscious experiences are like comes
from first-person sources, which consistently suggest consciousness to be
something other than or additional to neuronal activity. Given this, I con-
clude that reductionism (of consciousness to brain) via this route cannot be
made to work (see Velmans, 1998a, and the full argument in Chapter 3).

Given such fundamental problems with both dualism and reductionism,
nonreductionist monism deserves serious consideration. An early version of
this is Spinoza’s dual-aspect theory, which neither splits the universe into two
incommensurable substances nor requires consciousness to be anything other
than it seems. Rather mind and body are thought to be two aspects of one
fundamental ‘stuff’ (which Spinoza variously refers to as ‘Nature’ or ‘God’).
To be scientifically useful, this approach needs to be naturalised.

Creeping up on the correlates of consciousness

There is little doubt that, viewed purely from a third-person perspective, the
proximal causes and correlates of human consciousness are to be found in
the brain, although it is important to remember that causal processes within
the brain are embedded within a supporting body and surrounding world. We
have examined some of the activating, attentional, perceptual, and represen-
tational neural processes that are likely to be involved, in Chapter 11. But, by
this third-person route, we cannot discover the nature of consciousness itself.
As repeatedly noted, consciousness is in essence a first-person phenomenon.
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Only I have direct access to what my own conscious states are like and only
you have access to yours. How close can I get to your conscious states by
observing your brain? No closer than their neural correlates!

It nevertheless appears to be a natural fact about the world that certain
forms of neural activity are accompanied by conscious experiences. Con-
sequently, when such neural activities (the correlates) occur in one’s brain one
has the corresponding experiences. Given that the neural correlates of con-
sciousness are as close as we can get to consciousness from the outside, and
that we do not know exactly what they are, it would be useful to have a few
guidelines about what we are looking for. By definition, correlates accompany
or co-occur with given conscious experiences. This differentiates them from
the antecedent causes of consciousness (such as the operation of selective
attention, binding, etc.), which may be thought of as the necessary and
sufficient prior conditions for consciousness in the human brain. Although
we do not have complete knowledge about the physical nature of these
correlates, there are four plausible, functional constraints imposed by the
phenomenology of consciousness itself.

1 The representational constraint. Normal human conscious experiences
are representational (phenomenal consciousness is always of something).
Given this, it is plausible to assume that the physical correlates of such
experiences are representational states.1

2 The identical referent constraint. A representational state must represent
something. For a given physical state to be the correlate of a given experi-
ence it is plausible to assume that it represents the same thing (otherwise
it would not be the correlate of that experience).

3 The information preservation constraint. For a physical state to be the
correlate of a given experience, it is reasonable to suppose that it has the
same ‘grain’. That is, for every discriminable attribute of experience there
will be a distinct, correlated, physical state.2 As each experience and its
physical correlate represent the same thing it follows that each experience
and its physical correlate encode the same information about that thing.
That is, they are representations with the same information structure.

4 Orderly mapping. It is reasonable to assume that the formatting of neur-
ally encoded information relates to the formatting of corresponding,
phenomenally encoded information in an orderly way, with discoverable
neural state space/phenomenal space mappings. An obvious example
would be the way that information about spatial location and extension
encoded in the brain is mapped into the three-dimensional phenomenal
space that we ordinarily experience.3

Ever since the pioneering work of Gustaf Fechner (1860), these assumptions
have largely been taken for granted in psychological theory, although these
assumptions have not always been made explicit in theories of consciousness
(cf. Wozniak, 1999). For example, the study of psychophysics, which Fechner
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founded, takes it for granted that for any discriminable aspect of experience
(a just noticeable change in brightness, colour, pitch and so on) there will be a
correlated change in some state of the brain. The same is true for the more
complex contents of consciousness in the many modern cognitive theories
that associate (or identify) such contents with information stored in primary
(working) memory, information at the focus of attention, information in a
global workspace and so on.

The assumption that experiences and their physical correlates encode
identical information also marks an important point of convergence between
otherwise divergent theories about the nature of consciousness. This assump-
tion is implicit, for example, in eliminativist and reductionist theories of
consciousness (such as Dennett, 1995, and Sloman, 1997a, 1997b, discussed
in Chapter 5). It is also explicit in the ‘naturalistic dualism’ developed by
Chalmers (1996) and in the dual-aspect theory developed in Velmans (1991a,
1993b, 1996c) which I elaborate below.

It is important to stress that having an identical referent and information
structure does not entail ontological identity (as eliminativists and reduction-
ists tend to assume). A filmed version of the play Hamlet, recorded on
videotape, for example, may have the same sequential information structure
as the same play displayed in the form of successive, moving pictures on a TV
screen. But it is obvious that the information on the videotape is not onto-
logically identical to the information displayed on the screen. The informa-
tion encoded on the tape exists whether or not it happens to be playing and
consequently translated into a picture on the screen that one can see. In this
instance, the same information is embodied in two different ways (patterns
of magnetic variation on tape versus patterns of brightness and hue in
individual pixels on the screen), and it is displayed or ‘formatted’ in two
different ways (only the latter display is in visible form). Consequently the
choice between eliminativism/reductionism, dualism, and dual-aspect theory
has to be made on some other grounds, for example on the basis of which
theory accounts for all the observable evidence in the most elegant way.

Creeping up on consciousness

Eliminativism and reductionism assume that once one has identified the
physical causes and correlates of consciousness in the brain, viewed from a
third-person perspective, there is nothing else to understand or explain. For
them, the neural correlates of consciousness (or the information structure they
embody) are consciousness itself. But, as I have noted in Chapters 3, 4 and 5,
this view is not consistent with our first-person evidence about what experiences
are like. Consequently its protagonists attempt to denigrate the utility, reliabil-
ity or even the reality of first-person experience. For theories that hope to
make sense of first-person experience this is a desperate manoeuvre.

However, if we do not wish to deny the reality of first-person experience we
are left with a conceptual problem. Once we arrive at the end of a third-person
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physical or functional account of how a brain or other system works we still
need some credible way to cross the ‘explanatory gap’ to conscious experi-
ence. Luckily, in the human case, this isn’t really a practical problem, for the
reason that we naturally have access to what lies on both sides of the gap. We
can observe what is going on in the brains of others or in our own brain from
an external third-person perspective (via exteroception, aided by a little phys-
ical equipment). And we naturally have first-person access to what it is like to
have the experiences that accompany such observable brain activity. For
many explanatory purposes we just need to switch from one perspective to the
other at the appropriate place, and add the first-person to the third-person
story in an appropriate way. In everyday life, we are so accustomed to this
perspectival switching that we often do it without noticing that we are doing it.
However, recognising when such switches occur is one important step in
making sense of the causal stories that we tell about the interactions between
consciousness and brain. In psychophysics, for example, one can examine
the neural causes and correlates of a given experience in the brain viewed
from a third-person perspective. But to complete the causal story, one then
has to switch to the subject’s first-person perspective to get an account of the
perceptual effect.

Note that this common-sense account of how the ‘explanatory gap’ is
crossed in practice is nonreductive. Third-person evidence about the workings
of the brain retains its full privileged status (about the workings of the brain),
and first-person evidence about what it is like to have a given experience
retains its full privileged status (about the nature of experience). That said,
neither third- nor first-person accounts are incorrigible. Once observations or
experiences made from either perspective are translated into descriptions
(observation statements or phenomenological descriptions) there is always a
measure of interpretation required – and, as Popper has made clear, even the
basic terms used in such descriptions are theory-laden. Interpretation and
abstraction are also required to translate such observations/experiences into
general descriptive systems, typologies, and ‘maps’, and further inference and
interpretation are required to translate first- or third-person evidence into a
theory about the workings of mind, consciousness or brain. In all this, the
normal rules of scientific engagement apply (see Chapter 9).4

The relation between first-person descriptions of experience and
third-person descriptions of their physical correlates

While perspectival switching from a third-person account of neural events to
a first-person account of correlated experiences allows one to cross the
‘explanatory gap’ we still need to understand how such accounts relate to
each other. As I have made clear in Chapters 6 and 9, it is misleading to think
of first-person accounts as ‘subjective’ and third-person accounts as ‘object-
ive’. In terms of their phenomenology, my observations of your brain states
are just my visual experiences of your brain states. Suppose, for example,
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I ask you to look at a cat out in the world while I examine the physical
correlates of what you see in your brain (in the way shown in Figure 6.3).
While I examine your brain I simply report what I see (whether or not I am
aided by sophisticated equipment), and while you are looking at the cat you
simply report what you see. In this situation, we both experience something
out in the world that we would describe as ‘physical’. You have a visual
experience of a cat, located beyond your body, out in the world. I have a
visual experience of the physical correlates (of the cat that you see) beyond
my body, in your brain.5

Following the representational, identical referent and information preser-
vation constraints suggested above, what you and I see relate to each other in
a very precise way. What you see is a phenomenal cat – a visual representation
containing information about the shape, size, location, colour and texture of
an entity that currently exists out in the world beyond your body surface.
What I see is the same information (about the cat) encoded in the physical
correlates of what you experience in your brain. That is, the information
structure of what you and I observe is identical, but it is displayed or ‘format-
ted’ in very different ways. From your point of view, the only information you
have (about the entity in the world) is the phenomenal cat you experience.
From my point of view, the only information you have (about the entity in the
world) is the information I can see encoded in your brain. The way your
information (about the entity in the world) is displayed appears to be very
different to you and me for the reason that the ‘observational arrangements’
by which we access that information are entirely different. From my external,
third-person perspective I can only access the information encoded in your
neural correlates by means of my visual or other exteroceptive systems, aided
by appropriate equipment. Because you embody the information encoded in
your neural correlates and it is already at the interface of your consciousness
and brain, it displays ‘naturally’6 in the form of the cat that you experience.

You experience a cat, rather than your neural encodings of the cat, for
the reason that it is the information about the world (encoded in your neural
correlates) that is manifest in your experience rather than the embodying
format or the physical attributes of the neural states themselves. As with the
TV analogy above, the information encoded on videotape is displayed in the
form of a picture on a screen without the magnetic fluctuations on the video-
tape or the tape itself being displayed upon the screen. I observe/experience
the neural encodings of the cat in your brain (rather than the cat) for the
simple reason that my visual attention is focused on your brain, not the cat. If
I wanted to experience what you experience, I would have to shift my atten-
tion (and gaze) away from your brain to the cat (see the thought experiment
on ‘changing places’ in Chapter 9).

From my ‘external observer’s perspective’, can I assume that what you
experience is really nothing more than the physical correlates that I can
observe? From my external perspective, do I know what is going on in your
mind/brain/consciousness better than you do? Not really. I know something
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about your mental states that you do not know (their physical embodiment).
But you know something about them that I do not know (their manifestation
in experience). Such first- and third-person information is complementary. We
need your first-person story and my third-person story for a complete
account of what is going on.

The same, basic first- versus third-person relationship of an experience to
its neural correlates obtains if you turn your attention away from the cat in
the world and attend instead to states of your own body, or to thoughts,
images and other inner experiences. The nature of the experience changes,
along with the information it encodes (as one changes what the experience is
of). Nevertheless, in each case I have access to the neural correlates of what
you experience, and you have access to what it is like to have that experience.

If I cannot reduce your story about what you experience to my story about
its neural correlates (or vice versa) without loss, are we forced into the conclu-
sion that experiences and their neural correlates are fundamentally different
entities or substances? No. I have reviewed the enduring problems faced by
such ontological dualism in Chapters 2 and 6. Dualism accepts the reality of
first-person experience, but misdescribes its phenomenology. Descartes likens
all experiences to ‘thoughts’ (res cogitans). However, most of what we experi-
ence has little resemblance to thoughts. For example, the way our bodies look
and feel is quite unlike phonemic imagery or ‘inner speech’, and the same
is true of the look, sound, touch, taste and smell of entities in the external
world such as phenomenal cats. Nor does splitting the universe into two,
incommensurable (material and mental) substances help us to understand the
intimate relationship of consciousness to matter. We return to this below.

An initial way to make sense of the causal interactions between
consciousness and brain

This brief analysis of how first- and third-person accounts relate to each
other can be used to make sense of the different forms of causal interaction
that are taken for granted in everyday life or suggested in the clinical and
scientific literature. Physical→physical causal sequences describe events from
an entirely third-person perspective (they are ‘pure third-person’ accounts).
Mental→mental causal sequences describe events entirely from a first-person
perspective (they are ‘pure first-person’ accounts). Physical→mental and
mental→physical causal sequences are mixed-perspective accounts employing
perspectival switching.

Physical→mental causal sequences start with events viewed from a third-
person perspective and switch to how things appear from a first-person
perspective. For example, a causal account of visual perception starts with
a third-person description of the physical stimulus and its effects on the
visual system but then switches to a first-person account of what the subject
experiences. Mental→physical causal sequences switch the other way. From a
subject’s point of view, for example, an experienced pain in a tooth might
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cause a visit to the dentist. It might be possible to give an entirely third-person
account of this sequence of events (in terms of dental caries producing pain
circuitry activation, efferent signals to the skeleto-muscular system, etc.). But
the mixed-perspective account gives a more useful description of what is
going on in terms of the knowledge available to the subject.

In principle, complementary first- and third-person sources of information
can be found whenever body or mind/brain states are represented in some
way in subjective experience.7 A patient might for example have insight
into the nature of a psychological problem (via feelings and thoughts), that
a clinician might investigate by observing his/her brain or behaviour. In
medical diagnosis, a patient might have access to some malfunction via inte-
roceptors, producing symptoms such as pain and discomfort, whereas a
doctor might be able to identify the cause via his/her exteroceptors (eyes,
ears and so on) supplemented by medical instrumentation. As with conscious
states and their neural correlates the clinician has access to the physical
embodiment of such conditions, while the patient has access to how such
conditions are experienced. In these situations, neither the third-person
information available to the clinician nor the first-person information avail-
able to the patient is automatically privileged or ‘objective’ in the sense of
being ‘observer-free’. The clinician merely reports what he/she observes or
infers about what is going on (using available means) and the patient does
likewise. Such first- and third-person accounts of the subject’s mental life or
body states are complementary, and mutually irreducible. Taken together,
they provide a global, psychophysical picture of the condition under scrutiny.

What is the one thing of which we have two, complementary
forms of knowledge?

First- and third-person asymmetries of access, perspectival switching and
mixed-perspective explanations provide an initial way to make sense of the
different forms of consciousness/brain causal interactions that are taken for
granted in everyday life and in therapeutic practices. But they do not resolve
some of the more fundamental issues. We can cross the explanatory gap by
switching between a subject’s perspective and an external observer’s perspec-
tive in an appropriate way, but this says little about the nature of the gap that
we cross. Nor does this really resolve the Causal Paradox. To achieve this, we
have to examine things more deeply.

What dwells within the ‘explanatory gap’? The ontological monism com-
bined with epistemological dualism that I adopt assumes that there must be
some thing, event or process that one can know in two complementary ways.
There must be something that grounds and connects the two views we have of
it. Let us call this the ‘nature of mind’.

What is mind really like? As Einstein puts it, ‘In our endeavour to under-
stand reality we are somewhat like a man trying to understand the mechanism
of a closed watch. He sees the face and the moving hands, even hears its
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ticking, but he has no way of opening the case’ (see Chapter 8). One can
of course try to develop better instruments to make more refined observa-
tions.8 However, beyond the limits of observation one can only make ‘best
conjectures’.

If mind grounds and unifies the first- and third-person views we have of it,
what can we conjecture about its nature?

• In so far as conscious experiences are of something or about something it
is reasonable to suppose that they, and their neural correlates, encode
information (see above). If so, the mind encodes information.

• To the extent that brain activities and accompanying experiences are fluid
and dynamic (see Chapter 11), the mind can be described as a process,
developing over time.9

Taken together, these points suggest that mind can be thought of as a form of
information processing, and the information displayed in experiences and
their physical correlates can be thought of as two manifestations of this
information processing – which makes this a dual-aspect theory of information
processing.

However, this does not fully specify the ontology of the mind. Information
processing needs to be encoded in some medium that is capable of carrying
out that processing. Given this, what kind of ‘medium’ is the mind?

One can give a very short list of the observable facts:

• In the human case, minds viewed from the outside seem to take the form
of brains (or some physical aspect of brains).10

• Viewed from the perspective of those who embody them, minds take the
form of conscious experiences.

If first- and third-person perspectives (on the mind) are complementary
and mutually irreducible, then the nature of the mind is revealed as much by
how it appears from one perspective as the other. If so, the nature of mind
is not either physical or conscious experience, it is at once physical and
conscious experience. For lack of a better term we may describe this nature as
psychophysical. If we combine this with the features above, we can say that
mind is a psychophysical process that encodes information, developing over
time – a view that returns experimental psychology to its beginnings in
psychophysics (Box 13.1).

At present, there is little more about ‘what dwells within the explanatory gap’
that can be said with confidence. We can, of course, develop more detailed
theories of mind from either a first- or third-person perspective. Third-person
accounts of mental information processing and its neural embodiments are
well established in Western science, forming the bulk of cognitive psychology,
cognitive neuropsychology and so on. There is also renewed interest in more
detailed investigations of first-person, conscious phenomenology (the route
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to investigation of the mind that has been traditionally preferred in Eastern
philosophies), and in how such first- and third-person investigations can
inform each other. However, these investigations deal more with how mind
appears viewed from either a third- or a first-person perspective rather than
with what might be the nature of mind itself.

There are nevertheless some useful pointers to what a more complete theory
of mind would look like, that we can draw from other areas of science. The
struggle to find a model or even a form of words that somehow captures
the dual-aspect nature of mind is reminiscent for example of wave–particle
complementarity in quantum mechanics – although this analogy is far from
exact (Box 13.2). Light appears to behave either as electromagnetic waves or
as photon particles, depending on the ‘observation arrangements’. And it
does not make sense to claim that electromagnetic waves really are particles
(or vice versa). A complete understanding of light requires both comple-
mentary descriptions – with consequent struggles to find an appropriate way
of characterising the nature of light which encompasses both descriptions
(‘wave-packets’, ‘photon clouds’ and so on). This has not prevented physics
from developing very precise accounts of light viewed either as waves or as

Box 13.1 Psychophysical mind

While, in the current reductionist zeitgeist, it might seem unusual to
view the nature of mind as psychophysical, it is fascinating to note that a
similar form of psychophysical, dual-aspect monism was adopted by
Gustaf Fechner, and it was this that led him to develop psychophysics –
the first and lengthiest scientific research programme in experimental
psychology (see Woodward, 1972). It has also recently become clear
from previously unpublished letters that a very similar view of the
mind–matter relationship was taken by Wolfgang Pauli, one of the
founders of quantum mechanics. Pauli, like Fechner, was interested in
the ultimate nature of reality, and he concluded that,

For the invisible reality of which we have small pieces of evidence in
both quantum physics and the psychology of the unconscious, a
symbolic psychophysical unitary language must ultimately be
adequate, and this is the far goal to which I actually aspire. I am
quite confident that the final objective is the same, independent of
whether one starts from the psyche (ideas) of from physis (matter).
Therefore, I consider the old distinction between materialism and
idealism as obsolete. . . . It would be most satisfactory if physis and
psyche could be conceived as complementary aspects of the same
reality.11

(Pauli, 1952, cited in Atmanspacher and Primas, 2006)
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particles, together with precise formulae for relating wave-like properties
(such as electromagnetic frequency) to particle-like ones (such as photon
energy). If first- and third-person accounts of consciousness and its physical
correlates are complementary and mutually irreducible, an analogous ‘psy-
chological complementarity principle’ might be required to understand the
nature of mind.

At the macrocosmic level, the relation of electricity to magnetism also
provides a clear parallel to the form of dual-aspect theory I have in mind.
If one moves a wire through a magnetic field this produces an electrical
current in the wire. Conversely, if one passes an electrical current through
a wire this produces a surrounding magnetic field. But it does not make
sense to suggest that the current in the wire is nothing more than the sur-
rounding magnetic field, or vice versa (reductionism). Nor is it accurate
to suggest that electricity and magnetism are energies of entirely different
kinds that happen to interact (dualist-interactionism). Rather these are two
manifestations (or ‘dual aspects’) of electromagnetism, a more fundamental

Box 13.2 Differences between psychological and physical
complementarity

While there are close similarities between psychological complementar-
ity and the wave–particle complementarity of quantum mechanics,
there are also important differences (see Velmans, 1991a, p. 669, note 18).
Psychological complementarity applies to the mind viewed from first-
and third-person perspectives. But the wave- and particle-like properties
of electrons and photons are both observable from a third-person
perspective.

The laws which relate the content of neural and phenomenal repre-
sentations also seem to have more to do with information than with
physical properties such as energy and frequency (although one cannot
rule out the possibility of finding bridging laws which blur such
distinctions).

At the macrocosmic level, psychological complementarity would
seem to be nonexclusive – that is, third-person observations of neural
correlates by an external observer would not exclude simultaneous first-
person observations by a subject of correlated experiences. That said,
self-observation (by a subject observing his own neural correlates via an
‘autocerebroscope’) might be governed by exclusive complementarity.
That is, it might be impossible to simultaneously observe the neural
correlates of a given experience and to have that experience. A more
detailed discussion of the similarities and differences between psycho-
logical and physical complementarity can be found in the replies to
Rao in Velmans (1993b) and Velmans (2008b).
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energy that grounds and unifies both, described with elegance by Maxwell’s
Laws.

Of course, analogies from physics have their limits. A dual-aspect theory
of the human mind needs to follow the contours of first-person human
consciousness, and third-person manifestations of information processing
embodied in human brains. Viewed from a first-person perspective, the
contours of human consciousness are defined by the contours of the phe-
nomenal world. This encompasses all that we experience, including inner
experiences such as thoughts and images (with a poorly defined location
and extension ‘in the head’), an extended three-dimensional body, and a
surrounding three-dimensional ‘physical world’ (see Chapter 6). Viewed from
a third-person perspective, information about the events represented by such
inner, body and external experiences is encoded in the brain. This neural
information has its own complex, distributed, but very different contours (the
brain’s ‘map’ is not just a miniature version of the world as-experienced).
Consequently, the manner in which information displayed in first-person
experience is mapped onto information encoded in brains has a distinct
topology that needs to be accurately described in any complete theory of
mind.

We don’t know exactly how all this works, but to make sense of the
paradoxical aspects of consciousness/brain causal interactions, we do not
really need the details. If consciousness and its physical correlates are actually
complementary aspects of a psychophysical mind, we can close the ‘explana-
tory gap’ in a way that unifies consciousness and brain while preserving the
ontological status of both. It also provides a simple way of making sense of
all four forms of physical/mental causation. Operations of mind viewed from
a purely external observer’s perspective (physical→physical), operations of
mind viewed from a purely first-person perspective (mental→mental), and
mixed-perspective accounts involving perspectival switching (physical→
mental; mental→physical) can be understood as different views (or a mix of
views) of a single, psychophysical form of information processing developing
over time. In providing a common psychophysical ground for brain and
experience, such a process also provides the ‘missing link’ required to explain
psychosomatic effects.

If we combine the analysis presented in Chapters 6 to 10 with the analysis
above we can also resolve the Causal Paradox. I have discussed this paradox
in Chapters 4 and 10, but for ease of reference I will summarise its main
features here.

The Causal Paradox summarised

In the psychological literature, consciousness has often been thought to have
a causal role in brain processing, viewed from a third-person perspective.
Indeed, in one or another theory, it has been thought to affect every major
phase of human information processing ranging from input (the analysis of
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novel or complex stimuli, selective attention) and storage (working memory,
learning) to transformation (thinking, problem solving, planning, creativity)
and output (speech, writing, novel or complex adjustments to the environ-
ment). The view that consciousness must have a third-person causal role is
also supported by conventional evolutionary theory. After all, if it did not
enhance inclusive fitness how could it have evolved?

However, if one examines human information processing purely from a
third-person perspective, consciousness does not seem to be necessary for any
form of processing. As far as we know, the classical physical world is causally
closed. The operation of minds and brains seems to be explainable entirely in
functional or physical terms that make no reference to what we experience.
Once the processing within a system required to perform a given function
is sufficiently well specified in procedural terms, one does not have to add
an ‘inner conscious life’ to make the system work. In principle, the same
function, operating to the same specification, could be performed by a
nonconscious machine. Likewise, if one inspects the operation of the brain
from the outside, no subjective experience can be observed at work. Nor does
one need to appeal to the existence of subjective experience to account for the
neural activity that one can observe. The neural correlates of consciousness
already fill any ‘gaps’ that might potentially be filled by consciousness in the
activities of brain.

The experimental and introspective evidence regarding how phenomenal
consciousness actually relates to so-called ‘conscious processing’ in humans
deepens this puzzle. The detailed operations of most processes that we think
of as ‘conscious’ are not available to introspection. In stimulus identification
and selection one is not aware of performing feature analysis, accessing long-
term memory traces, or making assessments of the relative importance of
preconscious stimuli. When remembering, one has no awareness of processes
that perform memory search or retrieval. The phonemic images that consti-
tute verbal thinking or ‘inner speech’ give scant information about the
complex information transformations required to solve problems. And the
detailed motor programmes controlling the musculature in speech or in
complex adjustments to a changing environment have little manifestation
in awareness. Rather, what enters awareness appears to result from such
‘conscious processing’. The entities we perceive are the result of prior feature
analysis and feature integration, and the names we assign to such entities
‘symbolise’ the fact that these have been matched to long-term memory traces
in a particular way. The events we remember have been searched for and
retrieved (from long-term memory). And when we speak, the words that
we hear ourselves utter are the result of prior semantic, syntactic and phon-
emic planning, and consequent motor control. In short, once one examines
the timing of the experiences which accompany ‘conscious processing’, the
experiences seem to come too late to affect the processing to which they most
obviously relate (by the time you are conscious of this sentence you will
already have read it – see Chapter 10).
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Given this, something other than the processing which enables one to read,
speak, think and so on must be taking place at the time that experiences
actually arise – perhaps the information integration, and/or the dissemination
of information which results from focal-attentive processing. However, this
still does not solve the puzzle of what phenomenal consciousness does.
Conscious experience of given information may correlate with information
integration and/or dissemination of that information throughout the brain.
But we have no conscious experience of carrying out such operations in our
own brains, or conscious (introspective) knowledge about how we might carry
out such brain operations. Consequently, if consciousness does carry out
such functions, it must do so unconsciously – which doesn’t make sense (see
‘A conundrum’ in Chapter 4).

Yet, from a first-person perspective, it seems absurd to deny the role of
consciousness in mental life. Nearly all our activities seem to depend directly
or indirectly on what we experience. If one examines one’s own psychological
functioning, consciousness appears necessary for the analysis of novel or
complex stimuli, choosing what to attend to or do, and most forms of learn-
ing and memory. It also seems necessary for most novel or complex cognitive
transformations and output. How could one identify entities or events unless
one was aware of them, or decide which ones require urgent attention? How
could one think, remember, reflect, plan, dream, feel, be creative, give a lecture
or write a paper if one were not conscious? And how, without awareness of the
world, could one adjust to a complex, novel or rapidly changing environment?
In short, from a third-person perspective, phenomenal consciousness appears
to play no causal role in mental life, while from a first-person perspective it
appears to be central. This is the ‘Causal Paradox’.

How to resolve the Causal Paradox in three steps12

Step 1: The sense in which first- and third-person accounts are
complementary

If first- and third-person accounts are complementary, some aspects of this
paradox are easily resolved. Physical science is, by convention, a ‘third-person’
science, and if one views the macroscopic material world solely from the
perspective of an external observer it appears to be causally closed. Events
viewed from a third-person perspective can be entirely explained in terms of
data, theories and laws obtainable from that perspective. This applies equally
to the workings of the brain. The conscious experiences of others cannot be
observed, so it is not surprising that, viewed from this perspective alone, the
operations of their minds appear to be nothing more than the operation of
their brains.

Does this mean that conscious experiences have no ‘real’ existence, and
consequently no causal role? No. I have given many arguments against
reductionism (in Chapters 3, 4 and 5). But the deepest argument follows from
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the interchangeability of an ‘external observer’ and an ‘experiencing sub-
ject’. Although reductionists pretend otherwise, ‘external observers’ are also
‘experiencing subjects’ and ‘experiencing subjects’ are also ‘external obser-
vers’.13 In a typical psychophysical experiment they simply play different
roles. External observers are normally interested in events external to them-
selves (for example the mental states of other people) and consequently focus
on what their observations (of other people) represent. Subjects are typically
asked to focus on the nature of the experiences themselves. However, in terms
of phenomenology there is no difference between a given individual’s ‘obser-
vations’ and ‘experiences’ (see Chapters 6 and 9). Your visual observations
and visual experiences of this book, for example, are one and the same. One
cannot reduce first-person experiences to third-person observations for the
simple reason that, without first-person experiences one cannot have third-
person observations. Empirical science relies on the ‘evidence of the senses’.
Eliminate experiences and you eliminate science!

The common-sense alternative is to accept that others experience/observe
much as we do ourselves. If we access observed events in similar (symmetrical)
ways we are likely to experience/observe them in similar ways. Conversely,
if we access given events in different (asymmetrical) ways we are likely to
observe/experience them in different ways. Asymmetries typically arise when
observed events are within a given subject’s body or mind/brain. My observa-
tions of your mental processes might be limited to observations of your brain,
while your observations of your own mental processes are normally limited to
their manifestation in your experience. My account of what is going on may
be expressed in neural or information processing terms. Your account of what
is going on may be in terms of what you consciously see, feel, think and so on.
Viewed from my perspective, an account of your brain states seems to be a
complete account of what is going on, and the neural correlates of your
experiences fill any gaps that your experiences might fill. Viewed from your
perspective, an account of what is going on in terms of what you experience
seems to be all that you need to explain what is going on ‘in your mind’. Viewed
from my perspective, what you experience appears to have no causal effects
on what I observe. Viewed from your perspective, what you experience appears
to be central. For ontological monism combined with epistemological dual-
ism this presents no paradox. The information encoded in your experiences
and their neural correlates is identical. Consequently, first- and third-person
accounts of the causal roles of such information need not conflict. They may
simply be accounts of the same underlying process developing over time,
viewed in two, complementary ways.14

Step 2: How to make sense of the functional differences between
conscious and nonconscious processing

But this is not the full story. As noted above, many psychological theo-
ries claim consciousness to have a third-person causal role, exemplified by
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functional differences between conscious processing and preconscious or
unconscious processing. To understand how consciousness enters into causal
explanations, we also have to make sense of these differences. As we have seen
in Chapters 4 and 10, the role of phenomenal consciousness in so-called
‘conscious processing’ is subtle. A process might be said to ‘be conscious’

(a) in the sense that one is conscious of the process;
(b) in the sense that the operation of the process is accompanied by con-

sciousness (of its results);
(c) in the sense that consciousness enters into or causally influences the

process.

It is sense (c), of course, that is relevant to claims that consciousness has a
third-person causal role. But, as noted earlier, one cannot assume a process to
be conscious in sense (c) on the grounds that it is conscious in senses (a) or
(b). Sense (a) is also very different from sense (b). Sense (a) has to do with
what experiences represent. Conscious states are always about something, that
is they provide information to those who have them about the external world,
body or mind/brain itself. Some mental processes (problem solving, thinking,
planning, etc.), for example, are partially conscious in so far as their detailed
operations are accessible to introspection. Sense (b) contrasts different forms
of mental processing. Some forms of mental processing result in conscious
experiences, while others do not. For example, analysis of stimuli in attended
channels usually results in a conscious experience of those stimuli, but not in
non-attended channels.

Theories that attribute a third-person causal role to consciousness invari-
ably conflate these distinctions. They either take it for granted that if a
process is conscious in sense (a) or sense (b) then it must be conscious in sense
(c). Or they simply redefine consciousness to be a form of processing, such
as focal attention, information in a ‘limited capacity channel’, a ‘central execu-
tive’, a ‘global workspace’ and so on, thereby begging the question about the
functional role of conscious phenomenology in the economy of the mind.15

How can we make sense of the differences between conscious and pre-
conscious or unconscious processing without conflating these distinctions?
To begin with, we have to accept that there are major functional differences
between mental processes that are or are not conscious in sense (b). The
processing of novel, complex or rapidly changing information normally draws
heavily on our cognitive resources and demands our full focal attention. Our
focal attention is also drawn to whatever seems most important in our lives at
any moment, including not just what we perceive, think and so on, but also
what we feel, imagine, remember, and dream. The results of such attentional
processing are widely disseminated throughout the mind/brain system. While
information not at the focus of attention may also have important effects,
non-attended processing generally follows relatively well established or well
learnt procedures, and its results remain relatively encapsulated (see Chapters
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10 and 11). What is at the focus of our attention enters our consciousness.
What is outside the focus of attention remains preconscious or unconscious.

This relatively conventional distinction between attended and non-attended
processing accounts for many of the functional differences between ‘conscious
processing’ and ‘nonconscious processing’ without requiring first-person
phenomenal consciousness to have a third-person causal role. If consciousness
is a late-arising product of focal-attentive processing, then it is not surprising
that processes that are conscious in sense (b) seem to be far more sophisticated
and flexible than those that are not. Focal-attentive processing is more
sophisticated and flexible than non-attended processing and only the results
of focal-attentive processing enter consciousness. Conversely, when con-
sciousness (of given information) is absent, focal-attentive processing (of that
information) is absent. And if focal attention is absent one normally cannot
read, speak, engage in complex, novel interactions with the world and so on.
What enters consciousness also seems important because it is important. It is,
after all, what has been selected for our focal attention.

Step 3: How to make sense of the apparent causal role of the contents
of consciousness

Steps 1 and 2 give an initial indication of how one can reconcile the evidence
that conscious experiences appear causally effective with the principle that
the macrophysical world is causally closed. But there are two further, equally
perplexing problems. How can conscious experiences be causally effective if
they come too late to affect the mind/brain processes to which they most
obviously relate? And how can the contents of consciousness affect brain and
body states when one is not conscious of the biological processes that govern
those states?

Why do experiences come too late to affect the mind/brain processes to
which they most closely relate? For the simple reason that experiences relate
most closely to the processes that produce them (see Chapter 10). Visual
perception becomes ‘conscious’ once visual processing results in a conscious
visual experience; cognitive processing becomes ‘conscious’ once it produces
the inner speech that forms a conscious thought, and so on. Once such
experiences arise the processes that have produced them have already taken
place.

Why don’t we have more detailed experiences of the processes which
produce such conscious experiences, or of the detailed workings of our own
bodies, minds and brains? Because for normal purposes we don’t need them.
Our primary need is to interact successfully with the external world and with
each other – and for that, the processes by which we arrive at representations
of ourselves in the world, or which govern the many internal, adaptive
adjustments we have to make, are best left on ‘automatic’. This is exemplified
by the well accepted transition of skills from being conscious to being
nonconscious as they become well learnt (as in reading or driving a car).
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Given this, what is consciousness actually contributing to conscious per-
ception, to conscious speech, to conscious thought, to conscious voluntary
control, and so on? As noted above, conscious experiences are representations.
Some experiences represent states of the external world (exteroceptive experi-
ences), some represent states of the body (interoceptive experiences), and
some represent states of the mind/brain itself (volitions, thoughts about
thoughts, etc.). Experiences can also represent past, future, real and imagin-
ary events, for example in the form of thoughts and images. Such global
representations provide a useful, reasonably accurate representation of what
is or might be happening in the world.16

Whatever their representational content, current experiences also tell us
something important about the current state of our own mind/brain – that it
currently has percepts, feelings, thoughts, images, etc., of a given type, and
that it has formed current representations with that particular content, as
opposed to any others. For example, the thoughts and feelings that enter
consciousness at a given moment ‘represent’ the current state of our own
cognitive and affective systems in that they reveal which of many possible
cognitive and affective states are currently at the focus of attention in a
reportable form. If your thoughts and feelings are conscious, and I ask you
what you are thinking about and feeling, you can tell me.

In what sense do these contents of consciousness have the causal roles that
we normally think them to have? In everyday life, we behave as ‘naïve realists’.
That is we take the events we experience to be the events that are actually
taking place, although sciences such as physics, biology and psychology
might represent the same events in very different ways (see Chapter 8). For
everyday purposes, the assumption that the world just is as we experience it to
be serves us well. When playing billiards, for example, it is safe to assume that
the balls are smooth, spherical, coloured, and cause each other to move by
mechanical impact. One only has to judge the precise angle at which the white
ball hits the red ball to pocket the red. A quantum mechanical description of
the microstructure of the balls or of the forces they exert on each other won’t
improve one’s game.

But the experienced world is not the world itself – and it is not our experi-
ence of the balls that governs the movement of the balls themselves. Balls
as-experienced and their perceived interactions are representations of auto-
nomously existing entities and their interactions, and conscious representa-
tions (of what is happening) can only be formed after the occurrence of the
events they represent. The same may be said of the events and processes that we
experience to occur in our bodies or minds/brains. When we withdraw a hand
quickly from a hot iron, we experience the pain (in the hand) to cause what we
do, but the reflex action actually takes place before the experience of pain has
time to form. This can also happen with voluntary movements. Suppose, for
example, that you are required to press a button as soon as you feel a tactile
stimulus applied to your skin. A typical reaction time is 100 ms or so. It takes
only a few milliseconds for the skin stimulus to reach the cortical surface,
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but Libet et al. (1979) found that awareness of the stimulus takes at least
200 ms to develop (see Chapter 10). If so, the reaction must take place
preconsciously, although we experience ourselves as responding after we
feel something touching the skin. Just as the interactions amongst experi-
enced billiard balls represent causal sequences in the external world, but
are not the events themselves, experienced interactions between our sensa-
tions and actions represent causal sequences within our bodies and brains,
but are not the events themselves. The mind/brain requires time to form a
conscious representation of a pain or of something touching the skin and of
the subsequent response. Although the conscious representations accurately
place the cause (the stimulus) before the effect (the response), once the
representations are formed, both the stimulus and the response have already
taken place.

A similar pattern applies to experienced thoughts and other inner experi-
ences. The thoughts, images, and feelings that appear in our awareness are
both generated by processes in our bodies and mind/brains and represent the
current states of those processes. Thoughts represent the ongoing state of
play of our cognitive systems; feelings represent our internal (positive and
negative) reactions to and judgements about events (see, for example, Man-
gan, 1993). Thoughts in the form of ‘covert’ or ‘inner speech’ have a similar
relation to the cognitive processes which generate them that the words we
express have to the processes which generate overt speech. ‘It is only when I
hear what I say that I know what I think’ (see Chapter 10). In each case, once
we hear the words or experience the thoughts, the cognitive processes whose
ongoing states they represent have already operated.

In sum, conscious representations of inner, body and external events
are not the events themselves, but they generally represent those events
and their causal interactions sufficiently well to allow a fairly accurate under-
standing of what is happening in our lives. Although they are only represen-
tations of events and their causal interactions, for everyday purposes we can
take them to be those events and their causal interactions. When we play
billiards we can line up a shot without the assistance of physics. Although
our knowledge of our own inner states is not incorrigible, when we experi-
ence our verbal thoughts expressed in covert or overt speech, we usually
know all we need to know about what we currently think, without the assist-
ance of cognitive psychology. And when we experience ourselves to have
acted out of love or fear, we usually have an adequate understanding of our
motivation, although a neuropsychologist might find it useful to give a
third-person account of this in terms of its origins in the brain’s limbic
system. It is not the case that a lower level (microscopic) representation is
always better than a macroscopic one (in the case of billiard balls). Nor are
third-person accounts always better than first-person ones (in describing our
thoughts and emotions). The value of a given representation, description or
explanation can only be assessed in the light of the purposes for which it is
to be used.
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What consciousness does

The above makes sense of why consciousness seems to be necessary for
complex adaptive functioning (focal-attentive processing is necessary for such
functioning, and when consciousness is absent, focal-attentive processing is
usually absent). The above analysis also explains why the contents of con-
sciousness seem to enter into many different causal interactions with each
other. They do so because the entities, events and processes represented
in our experience really do enter into many different causal interactions
(in the external world, body and mind/brain itself). But this still does not
explain what consciousness itself does. It remains the case that the macroscopic
physical world is causally closed. It remains the case that the neural correlates
of consciousness (and the information they encode) would fill any ‘gaps’ in the
working of mind/brain that consciousness might fill. And it remains the case
that conscious experiences of real events follow the occurrence of the events
themselves. Given this, what does consciousness add to the world?

If the above analysis is correct, consciousness is intimately bound up
with representation. Phenomenal consciousness is always of something.
Consciousness is also intimately bound up with knowledge. When we are
conscious of what is going on, we also know what is going on. That said,
consciousness in humans is not co-extensive with either representation or
knowledge. There are many forms of representation in the brain that are
preconscious or unconscious. And we know how to carry out many sophisti-
cated mental tasks, although knowledge of how the mind/brain analyses
information, stores it, retrieves it, transforms it, and controls the musculature
to make some appropriate response, has little (if any) manifestation in what
we experience. A vast reservoir of knowledge about the world and about
ourselves is also encoded in long-term memory. While some of this might
become conscious, it largely remains unconscious even while it plays a role in
ongoing adaptive functioning (in the interpretation of input, the creation
of expectations, the planning of appropriate responses and so on). That is,
representation and knowledge may be either conscious or unconscious.

What difference does consciousness make? Suppose we take it away and
leave everything else intact. Imagine another universe which is exactly like
the one we inhabit with just one fundamental change. Imagine that it has a
planet with an earth, sea, and sky, and living creatures just like ours. It also
has what appear to be human beings who, viewed from an external observer’s
perspective, seem just like us. Even their brains appear to operate in the same
way. Representations at the focus of their attention are processed differently
from non-attended ones, and the neural events that correlate with conscious-
ness (in us) encode information about the world, body and mind/brain, just as
we would expect. However their ‘neural correlates’ are not accompanied by
conscious experiences. In their universe the mind is entirely physical, not
psychophysical.

To ‘psychophysicals’ like us, such ‘physicals’ might be impossible to detect,
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as viewed from our third-person perspective their lack of consciousness
would not show. Behaviourally, there would be nothing to distinguish their
intelligence or skill from ours. And close inspection of their brains would
reveal information encoded, stored, and transformed in the normal way, in
spite of the fact that none of this results in a conscious experience. Unlike
robots constructed out of silicon that merely simulated our behaviour per-
fectly, such ‘physicals’ would be indistinguishable from us both functionally
and physically.17

So, what is missing? Without behavioural or functional means for dis-
tinguishing ‘physicals’ from ourselves, we can only imagine what it would be
like to be entirely ‘physical’. Leaving our physical and functional structure
intact we can, in our imagination, strip consciousness away. If we do, the
lights go out. Although we would continue to inhabit and interact with a
world, we would not experience ourselves to be living in a world. While
retaining perfect, functional ‘blindsight’, without visual experience we would
not see the shape of the earth or the light and colour of the sky. While
retaining the ability to recognise auditory patterns, we would hear no sound
of the wind or of human voices. While maintaining our survival skills, we
would feel neither pain nor bodily pleasure. And, although we might have a
‘self-model’ that distinguishes us from other creatures and locates us in
surrounding space, we would have no awareness of ourselves. We would
experience no thoughts or emotions, and we would dream no dreams. No
greater loss is imaginable. But in a purely physical, functional world this
would be no loss at all.

This scenario is not entirely hypothetical. In Chapter 8, I have surveyed
different ways in which actual experienced worlds are constructed along
with the profound changes that can take place if some of the ‘experiential
materials’ are taken away. These materials (sights, sounds, touches, tastes,
smells and so on) are the stuff out of which subjective reality is made. As one
strips one or another of these away, subjective reality contracts. This happens
in cases of sensory impairment, even when some aspects of functioning can
be restored by sensory substitution. If blinded, for example, one can learn to
know the world in an auditory and tactile way, but none of this restores the
grandeur of the visual world as-experienced. Following profound damage to
one’s hearing, one might learn to lip-read, and yet experience a deep sense of
loss of contact with the human voice. If one has some residual hearing in the
low frequencies, it may be possible to restore some discrimination of speech
and environmental sound with frequency transposition. But one cannot
restore the high-frequency ‘qualia’ of the original sounds: teaspoons still
clink in cups but sound like horses clopping, and small songbirds still sing,
but in a lower key.

Knowing what it is like to see the beauty in someone’s eyes or to hear the
nightingale at dawn is a distinct form of knowledge. It differs from abstract
knowledge (or ‘knowledge by description’) in a very obvious way. One can
only know the sorrow of losing a child if this sad event actually happens. One
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can only know what it is like to feel inspired if blessed by an actual inspiration.
And one can read about love in innumerable books and scientific papers – but
this only becomes subjectively real if one experiences it for oneself. This, I
suggest, gets to the heart of the matter. It is only when we experience entities,
events and processes for ourselves that they become subjectively real. It is
through consciousness that we real-ise 18 the world. And that, and that alone,
is its function.

Notes
1 My assumption that normal conscious experiences are representational is driven

by a critical realist epistemology (developed in Chapter 8) and not by any
commitment to the view that mental states are nothing more than formal compu-
tations on representations (a thesis that is currently in dispute). It is worth noting
that there is nothing mysterious about experiences being representations of entities
and events outside of or within our bodies and brains that differ in some respects
from the alternative representations of those entities and events given by science
(e.g. by physics). Perceptual processes are likely to have developed in response
to evolutionary pressures, and select, attend to, and interpret information in
accordance with human adaptive needs. Consequently, they only need to model a
subset of the available information. At the same time our perceptual models
must be useful, otherwise it is unlikely that human beings would have survived.
Given this, it seems reasonable to assume that, barring illusions or hallucinations,
the experiences produced by perceptual processing are partial, approximate but
nonetheless useful representations of what is ‘really there’. The view that some
conscious experiences are representational in the sense of being ‘intentional’ (that
they are of something) has in any case been widely accepted in philosophy of
mind since Brentano reintroduced this medieval notion in the nineteenth century.
According to some philosophers not all conscious experiences are intentional.
Searle (1994b) for example maintains that ‘a feeling of pain or a sudden sense of
anxiety, where there is no object of the anxiety, is not intentional’ (p. 380). But a
conscious experience does not have to be about a specific external object for it to
be representational. It may for example represent a state of one’s own body or
it may represent a global reaction to a real, imagined or remembered event. A
feeling of pain, for example, represents (in one’s first-person experience) actual or
potential damage to the body, and it is usually quite accurate in that it is normally
subjectively located at or near the site of body damage. A feeling of anxiety is a
first-person representation of a state of one’s own body and brain that signals
actual or potential danger, and so on. Viewed this way, all conscious states are
about something. On this issue, I adopt the same stance as that developed by
Tye (1995). That said, I do not assume that the phenomenology (or qualia) of
conscious states can be exhaustively described by their representational content in
the world itself in the manner suggested by Tye (1995, 2007) and other direct realist
‘representationalist’ philosophers (see extensive discussion in Chapter 7; Seager
and Bourget, 2007). Rather, I assume mental states to represent states of affairs (in
the external world, body or mind itself) in the broad, functional sense that is
widely taken for granted in cognitive science. That representations (in this broad
sense) exist in the mind is required to account for many aspects of cognition – for
example, to account for the existence of long-term memory, a personal store of
knowledge based on prior learning and experience. However, I remain open about
the forms that these representations might take in the brain, and about the pro-
cesses that operate on them. Neural representations might be iconic, propositional,
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feature sets, prototypes, procedural, localised, distributed, static, dynamic, partial,
complete or whatever. Operations on representations might be formal and compu-
tational, more like the patterns of shifting weights and probabilities that determine
the activation patterns in neural networks, or, in some cases, more like learnt
sensory-motor skills in the manner suggested by enactive views of perception.
In short, I suggest that the correlates of consciousness represent what the phe-
nomenology itself represents, irrespective of how the correlates embody those
representations.

2 It does not follow of course that the reverse is true, that is, that every differenti-
able physical state has a corresponding experience. Rather like the pixels on a TV
screen, the ‘grain’ of states which support a given conscious experience may, for
example, be finer than that of the experience itself.

3 In vision, some progress has already been made in the discovery of such map-
pings (see the special issue on the work of Roger Shepard in Behavioural and Brain
Sciences, 24(4), 2001). While neural state/phenomenal state mappings are likely to
differ in different sense modalities (e.g. vision versus audition) and even between
different features of a given modality (e.g. colour versus spatial location and
extension), there may also be shared, underlying principles (cf. Stoffregen and
Benoît, 2001).

4 A renewed concern with first-person evidence also allows added opportuni-
ties for triangulation. Theories of brain functioning are constrained not just by
input–output relationships, but also by the observable manifestations of such
functioning in first-person experience. And theories about the nature of mind are
constrained not just by experience but also by the observed workings of the brain.
See, for example, Varela (1996, 1999), readings in Varela and Shear (1999),
Velmans (2000), Jack and Roepstorff (2003, 2004) and further discussion in
Velmans (2007c).

5 As noted in Chapters 6 and 7, neither of us experiences a phenomenal world
‘in our head or brain’ in addition to the phenomenal world we experience around
our bodies. There is no experience of a cat ‘in your brain’, in addition to the
phenomenal cat you see in the world. And there are no experiences of your neural
correlates ‘in my brain’ in addition to the correlates that I see in your brain.

6 As noted above, I assume that it is simply a ‘natural’ empirical fact about the
world that certain physical events in the brain (the correlates of consciousness)
are accompanied by experiences. Consequently, when such neural activities (the
correlates) occur in one’s brain one has the corresponding experiences. I also
assume that the formatting of neurally encoded information relates to the format-
ting of corresponding, phenomenally encoded information in an orderly way,
with discoverable neural state space/phenomenal space mappings. In short, this
relationship follows some natural law, however mysterious this presently seems. I
return to this issue, and to analogous situations in other branches of science,
below.

7 First- and third-person views of body and mind/brain states can complement
each other by virtue of the fact that a subject and external observer may have access
to different kinds of information about those states (the subject and external
observer have asymmetrical access to such states). By contrast, different observers
can access events in the external world in a symmetrical way (by means of similar
exteroceptive systems). Consequently, their observations can be intersubjective and
repeatable, but they are not usually ‘complementary’ (see Chapter 9).

8 In third-person observations of the brain this usually involves the development
of new technologies (fMRI, EEG, PET, etc.). However, such refinements can also
be obtained with first-person methods, for example with more highly trained
attention to the minutiae of experience (see, for example, readings in Varela and
Shear, 1999; Hurlburt and Akhter, 2006; Petitmengin, 2006; Shear, 2007).
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9 This does not deny the usefulness of referring to relatively stable, enduring aspects
of processing as ‘states’.

10 I do not mean to rule out any particular form of physical embodiment in the brain
by this claim, for example the possibility that information processing might take
place at the quantum mechanical level.

11 See also further discussion in Velmans (2008b). I am grateful to Harald Atmans-
pacher for bringing these historical precedents to my attention (personal com-
munication 2007).

12 Following the publication of a similar three-part solution to the Causal Paradox in
the first edition of this book, a closely related analysis, applied to a clinically
oriented setting, was published in a special issue of the Journal of Consciousness
Studies along with eight commentaries and a reply (see Velmans, 2002a, 2002b, or,
for the full version with commentaries, Velmans, 2003a). A further application
of this analysis to an understanding of free will, accompanied by four further
commentaries, also appeared in Velmans (2003b) (see also Chapter 14). As far as I
can judge, on the basis of commentaries that have been published so far, the
analysis below, when properly understood, is not vulnerable to the criticisms that
are sometimes directed at dual-aspect theories of conscious causation (see, for
example, note 14 below). As I have not detected any genuine vulnerabilities
consequent on the published commentaries, I will not review these here. Those
with a professional interest in this issue should, however, study these additional
resources.

13 See the thought experiment on ‘changing places’ in Chapter 9.
14 The view that first- and third-person accounts are compatible makes this a form

of ‘compatibilism’ within philosophy of mind. Note that this ‘complementary’
version of compatibilism is not vulnerable to the problem of ‘overdetermination’
(the problem that once one has an adequate third-person account of mental
processes, any added first-person account is superfluous – see, for example, Kim,
1993, 2005, 2007, for reviews). First-person accounts may not add anything useful
to third-person accounts as such. However, if a complete account of mind and
its workings (including its dual-aspect manifestations) requires both first- and
third-person accounts, then first-person accounts are not superfluous.

15 An extensive discussion of the many different third-person roles suggested for con-
sciousness may be found in the open peer commentaries accompanying Velmans
(1991a) and my replies in Velmans (1991b); we have in any case examined this issue
in Chapters 4 and 10, so I will not repeat this analysis here.

16 It is reasonable to suppose that the detail of conscious representation has been
tailored by evolutionary pressures to be useful for everyday human activities
although these representations remain global, approximate and species-specific.
To obtain a more intricate knowledge of the external world or body we usually
need the assistance of scientific instruments (see Chapter 8).

17 This is, of course, a variation of the familiar ‘zombie’ scenario. I use this thought
experiment solely as a device to clarify what consciousness adds to the world.
Removing consciousness, while leaving everything else intact, is conceivable, even
if there are no actual universes where identical physical and functional conditions
are not accompanied by identical experiences (just as removing a magnetic field
from the electricity flowing down a wire might be conceivable, but impossible
in practice). Chalmers (1996) uses a similar example to mount a case against
reductionism. While I share his anti-reductionism (see Velmans, 1991a, 1991b,
1993a, 1993b, 1996c), I do not wish to use this thought experiment as an argument
against it. Most reductionists accept that consciousness seems to be different from
brain states (or functions) but claim that science will discover it to be nothing more
than a state or function of the brain. In short, they mostly accept that brain states
and conscious states are conceivably different, but deny that they are actually
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different (in the universe we happen to inhabit). If so, arguments against reduc-
tionism based on ‘conceivability’ are tangential. My own case against reduction-
ism (in Chapters 3 to 5) focuses on its implausibility in this universe, its many
false analogies, its self-defeating nature, and the actual impossibility of showing
conscious experiences and their physical correlates to be ontologically identical.
Science might discover the neural causes and correlates of conscious experiences,
but causation and correlation do not establish ontological identity.

18 I have hyphenated ‘real-ise’ to stress that the existence of subjective reality depends
on conscious awareness. I develop this theme further in Chapter 14.
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14 Self-consciousness in a
reflexive universe

A reflexive universe

Chapters 1 to 13 suggest a way to make sense of what consciousness is and
what consciousness does that is consistent with common sense and with the
findings of science. According to classical dualism, the universe is split into
two separate realms, each composed of different kinds of stuff: physical stuff
which has location and extension in space, and the ‘thinking’ stuff of soul,
mind or consciousness which has neither location nor extension in space. In
interactionist forms of dualism, these two realms interact with each other
somewhere in the human brain. Currently popular forms of physicalism and
functionalism attempt to heal this split by attempting to show that soul, mind
and consciousness are nothing more than states or functions of the brain.
However all these theories agree that the universe is split in a second way:
conscious experiences are separate from the world that we can see around our
bodies. This world that we can see has extension and location in space, but
our experiences of that world are either ‘nowhere’ or they are ‘in the head or
brain’.

As we have seen in Chapters 6 and 12, reflexive monism starts in a different
place. Although we normally think of the phenomenal world surrounding
our body as the ‘physical world’, it remains part of conscious experience
rather than apart from it, which requires a more nuanced understanding of
how the phenomenal ‘physical world’ relates to the world as described by
physics and the world itself. It also requires a different understanding of how
experienced phenomena relate to the many entities, events and processes that
exist at any given moment but are not experienced in the surrounding world,
body, and brain. Reflexive monism (RM) suggests a way of understanding
these relationships that neither splits the universe into two incommensurable
mental and physical substances nor requires consciousness to be anything
other than it seems. It neither splits consciousness from matter nor reduces
it to a state of the brain. Instead, it suggests a seamless, psychophysical
universe, of which we are an integral part, which can be known in two
fundamentally different ways. Whether one adopts the perspective of an
‘external observer’ or a ‘subject’, the embedding surround, interacting with



brain-based perceptual and cognitive systems, provides the supporting vehicle
for one’s conscious view, and what we normally think of as the phenomenal
‘physical world’ constitutes that view. Nor does reflexive monism ultimately
separate the observer from the observed. In a reflexive universe, humans are
differentiated parts of an embedding wholeness (the universe itself) that,
reflexively, have a conscious view of both that embedding surround and the
differentiated parts they think of as themselves.

A different perspective on the ‘hard problem’ of consciousness

The view that these physical and experiential aspects of mind arise from what
can best be described as a ‘psychophysical ground’ also gives RM a different
perspective on the classical ‘hard problem’ of consciousness. In Western sci-
ence the existence of matter is often taken for granted, while the existence of
consciousness is regarded as mysterious. Consequently, the conventional
‘hard problem’ refers to the difficulty of understanding how consciousness
arises from (otherwise, insentient) physical matter, or, in other versions, the
seeming irreducibility of first-person accounts of conscious experience to
third-person descriptions of the brain. But in truth, the existence of matter is
as mysterious as the existence of consciousness, and there are similarly hard
problems in physics. Why, for example, should electricity flowing down a wire
be accompanied by a magnetic field around the wire; why should electrons
sometimes behave as waves and at other times as particles; and why should
there be any matter in the universe at all?

We simply assume these to be natural facts that we can observe in the
world. We can try to explain them by incorporating them into some body of
theory, but we do not agonise over their existence. If first-person and third-
person accounts of the mind, along with the aspects of mind that they
describe, are complementary and mutually irreducible, one would not expect
to be able to derive one aspect from, or reduce one aspect to, the other. It
might just be a natural fact about the world that certain forms of brain
functioning are accompanied by certain forms of first-person experience.
That would require us to change a few of our pre-theoretical assumptions
about the nature of matter and its relationship to consciousness, and we
would still have to investigate the principles that govern the consciousness–
brain relationship in great detail. But the fact that given conscious states
accompany certain forms of brain functioning would then be ‘hard’ to under-
stand in the same sense as many facts in physics.

While the parallels are not exact (see Velmans, 2008b), wave–particle
complementarity in quantum mechanics provides a rough analogy. One can
relate wave and particle properties of electrons to each other with great preci-
sion, but within physics, neither is regarded as more basic than, reducible to,
or supervenient on the other. As in RM, such properties are regarded as
complementary and mutually irreducible – and physics has to grapple with
the very same issue of how to specify what it is that these properties are
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properties of. Just as RM opts to describe the fundamental nature of mind
as ‘psychophysical’, physics typically opts for descriptions that somehow
combine wave- and particle-like aspects, for example describing photons as
‘wave packets’ or electrons as ‘electron clouds’.

Without foreclosing on the possibility of a deeper understanding of
photons and electrons, for example in a mathematical form, quantum mech-
anics accepts that there is something deeply mysterious about the funda-
mental nature of matter. Without foreclosing on the possibility of a deeper
understanding of mind, RM similarly accepts that there is something deeply
mysterious about the way that consciousness and the material forms with
which it correlates arise from some ‘psychophysical’ ground.

Caveats and ancient connections

Needless to say, this analysis of consciousness, mind and world is incomplete
and likely to change in some respects as consciousness studies continue to
grow. Further empirical advance, for example, is likely to yield a more
detailed account of how different forms of consciousness relate to the work-
ings of the brain. There is also a great deal that I have not discussed. I have
not for example dealt with how to make sense of extraordinary experiences,
altered states of consciousness, and the investigations of consciousness that
have been pursued in Eastern traditions over millennia. This is deliberate. My
intention is to engage the ‘consciousness debate’ in the form that it currently
presents in Western philosophy and science. Consequently, the only evidence
on which I have drawn derives either from ordinary experience or from the
findings of science.

Although it addresses current problems, some features of reflexive monism
nevertheless appear to be ancient. In one or another form, RM has been
present in human thought for more than 3,500 years. One can find versions of
it in later Vedic writings such as the Upanishads and, as we will see later, in
ancient Egyptian hieroglyphs on a sarcophagus in the British Museum dating
back to the period 1850–1650 BC. However this ancient way of thinking
about our own nature and the universe in which we live is very different from
those currently in fashion. Current Western philosophy and science is largely
materialist and reductionist. While this is a successful strategy for unifying
our understanding of things in the external world that we are conscious of,
there appears to be no plausible case for reducing phenomenal consciousness
itself to a state or function of the brain. Nor does there seem to be any route
whereby an entirely third-person science could discover consciousness to be
nothing more than a state or function of the brain. In the long run, this may
have major implications for our view of our own nature and the nature of
the world in which we live. It may also have a subtle impact on science. But
the alternative to a reductionist science of consciousness is not non-sense or
non-science; it is simply a nonreductionist science of consciousness.

My formal analysis of the mind/body problem and of human consciousness
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ends at this point. However, given the centrality of consciousness in our lives,
I will add a few thoughts that might help to place it in a wider context. Are we
the only conscious beings? We know that we are conscious, but what is the
wider distribution of consciousness? How did consciousness evolve? And
what kind of universe could have produced it? Dualists and reductionists
alike have expressed many different views on these matters. As all the data
needed to decide these matters are not currently available, all views are partly
speculative. Some aspects of my own thoughts on these matters also have to
be speculative, and where this happens, I will make this clear. I have my own
‘best guess’, but I wish to stress that none of the formal analysis (in Chapters
1 to 13) depends on it.

The distribution of consciousness

Why are all views about the distribution of consciousness on our own planet
or in the wider universe partly speculative? Because we do not even know the
necessary and sufficient conditions for consciousness in our own brains. As
John (1976) pointed out, we do not know the physical and chemical inter-
actions involved, how big a neuronal system must be to sustain it, nor even
whether it is confined to brains – and thirty years later we are little wiser (see
Chapter 11). Given this underdetermination by the data, opinions about the
distribution of consciousness have ranged from the ultra-conservative (only
humans are conscious) to the extravagantly libertarian (everything that might
possibly be construed as having consciousness does have consciousness).

The view that only humans have consciousness has a long history in
theology, following naturally from the doctrine that only human beings
have souls. Some philosophers and scientists have elaborated this doctrine
into a philosophical position. According to Descartes only humans combine
res cogitans (the thinking stuff of consciousness) with res extensa (extended
material stuff). Nonhuman animals, which he refers to as ‘brutes’, are nothing
more than nonconscious machines. Lacking consciousness, they do not have
reason or language (see Chapter 2). Eccles (in Popper and Eccles, 1976)
adopted a similar, dualist position – but argued that it is only through human
language that one can communicate sufficiently well with another being
to establish whether it is conscious. Without language, he suggests, the
only defensible option is agnosticism or doubt. Jaynes (1979), by contrast,
argued that human language is a necessary condition for consciousness. And
Humphrey (1983) adopted a similar view, arguing that consciousness emerged
only when humans developed a ‘theory of mind’. He accepts that we might
find it useful for our own ethical purposes to treat other animals as if they
were conscious, but without self-consciousness of the kind provided by a
human ‘theory of mind’ they really have no consciousness at all. There are
other, modern variants of this position (e.g. Carruthers, 1998), but we do not
need an exhaustive survey. It is enough to note that thinkers of very different
persuasions have held this view. Early versions of this position appear to be
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largely informed by theological doctrine; later versions are based on the
supposition that higher mental processes of the kinds unique to humans are
necessary for consciousness of any kind.

If the analysis presented in this book is correct, this extreme position has
little to recommend it when applied to humans, let alone other animals.
Phenomenal consciousness in humans is constructed from different extero-
ceptive and interoceptive resources and is composed of different ‘experiential
materials’ (what we see, hear, touch, taste, smell, feel and so on – see
Chapter 8). It is true that our higher cognitive functions also have manifest-
ations in experience, for example, in the form of verbal thoughts. Con-
sequently, without language and the ability to reason, such thoughts would
no longer be a part of what we experience (in the form of ‘inner speech’). But
one can lose some sensory and mental capacities while other capacities
remain intact (in cases of sensory impairment, aphasia, agnosia and so on).
And there is no scientific evidence to support the view that language, the
ability to reason and a theory of mind are necessary conditions for visual,
auditory and other sensory experiences (see Chapter 11). Applied to humans,
this view is in any case highly counterintuitive. If true, we would have to
believe that, prior to the development of language and other higher cognitive
functions, babies experience neither pleasure nor pain, and that their cries
and chuckles are just the nonconscious output of small biological machines.
We would also have to accept that autistic children without a ‘theory of mind’
never have any conscious experience. To any parent, such views are absurd.

Such views confuse the necessary conditions for the existence of con-
sciousness with the added conditions required to support its many forms.
Consciousness in humans appears to be regulated by global arousal systems,
modulated by attentional systems that decide which representations (of
the external world, body and mind/brain itself) are to receive focal attention.
Neural representations, arousal systems, affective systems and mechanisms
governing attention are found in many other animals (Jerison, 1985;
Panksepp, 2007). Other animals have sense organs that detect environmental
information and perceptual and cognitive processes that analyse and organise
that information (see Chapter 8). Many animals are also able to communicate
and live in complex social worlds. Overall, the precise mix of sensory, per-
ceptual, cognitive and social processes found in each species is likely to be
species-specific. Given this, it might be reasonable to suppose that only
humans can have full human consciousness. But it is equally reasonable to
suppose that some nonhuman animals have unique, nonhuman forms of
consciousness.

Even self-consciousness (of a kind) may not be confined to humans. Gallup
(1977, 1982), for example, found that individually housed chimpanzees, given
access to a full-length mirror, initially threatened and vocalised towards their
mirror images as they would another chimpanzee. However, within two or
three days their behaviour changed. They began to use their mirror reflections
to groom themselves, remove food particles from between their teeth, and
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inspect parts of their body that they could not otherwise see. On the eleventh
day the chimpanzees were anaesthetised and a spot of red dye was placed
above one eyebrow and on top of the opposite ear. On recovery, the chimpan-
zees, who were unable to see the spots, took no notice of them, touching them
only rarely. However, once the mirrors were reintroduced they gave clear
indications of noticing the change in their appearance. The frequency of
touches to the marked spots increased twenty-five-fold, and, on occasion,
they would touch the spots and then inspect and lick their fingers (although
the dye was an indelible one). In short, after a few days of familiarisation
with mirrors, the chimpanzees gave every indication that they recognised
the mirror image as a reflection of themselves. Similar findings have been
obtained with orang-utans (Tobach et al., 1997), gorillas (Shillito et al., 1999)
and tamarins (Hauser et al., 1995); mirror recognition has also been found in
elephants (Plotnik et al., 2006) and dolphins (Reiss and Marino, 2001).

Given the evidence for the gradual evolution of the human brain, it seems
unlikely that consciousness first emerged in the universe, fully formed, in
homo sapiens. As the naturalist Thomas Huxley observed in 1874,

The doctrine of continuity is too well established for it to be permissible
to me to suppose that any complex natural phenomenon comes into
existence suddenly, and without being preceded by simpler modifications;
and very strong arguments would be needed to prove that such complex
phenomena as those of consciousness, first make their appearance in
man.

(cited in Vesey, 1970, p. 138)

Is consciousness confined to complex brains?

One cannot be certain that other animals are conscious – or even that other
people are conscious (the classical problem of ‘other minds’). However, the
balance of evidence strongly supports it (Beshkar, 2008; Dawkins, 1998;
Panksepp, 2007). In cases where other animals have brain structures that are
similar to that of humans, which support social behaviour that is similar to
that of humans (aggression, sexual activity, pair-bonding and so on), it is
difficult to believe that they experience nothing at all. But if one does not place
the conscious/nonconscious boundary between humans and nonhumans,
where should one place it?

It might be that consciousness is confined to animals whose brains have
achieved some (unknown) critical mass or critical complexity. In the human
case, only representations at the focus of attention reach consciousness, and
then only in a sufficiently aroused state (an awake or dreaming state, but not
coma or deep sleep). But we need to be cautious about treating such condi-
tions as universal. Within the animal kingdom creatures that sleep include
mammals, birds, many reptiles, amphibians and fish, and even ants and fruit
flies. However not all active animals appear to sleep (for example, fish that
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swim continuously in shoals), and while sleep is generally thought to be
restorative, its precise biological function remains unknown. Given that sleep
is associated with diminished consciousness, it seems in any case unlikely that
having a sleep–wake cycle is a prerequisite for consciousness.

Selective attention might seem to be a more likely condition, and it is also
found in many other animals – even fruit flies (van Swinderen, 2007). In
humans the mind/brain receives simultaneous information from a range of
sense organs that simultaneously monitor the external and internal environ-
ment, and this information needs to be related to information in long-term
memory, and assessed for importance in the light of ongoing needs and
goals. In short, there are many things going on at once. But we cannot give
everything our full, undivided attention. As Donald Broadbent pointed out
in 1958, there is a ‘bottleneck’ in human information processing. The human
effector system is also limited. We only have two eyes, hands, legs, etc., and
effective action in the world requires precise co-ordination of eye movements,
limbs and body posture. As a result, the mind/brain needs to select the most
important information, to decide on the best strategy, and to co-ordinate its
activity sufficiently well to interact with the world in a coherent, integrated
way.

To achieve this, it is as important to stop things happening in the brain as it
is to make them happen. As William Uttal observed,

There is an a priori requirement that some substantial portion, perhaps
a majority, of the synapses that occur at the terminals of the myriad
synaptic contacts of the three-dimensional . . . (neural) . . . lattice must
be inhibitory. Otherwise the system would be in a constant state of
universal excitement after the very first input signal, and no coherent
adaptive response to complex stimuli would be possible.

(Uttal, 1978, p. 192)

To prevent information overload, not to mention utter confusion, attended-to
information needs to become dominantly active and conscious, while informa-
tion outside the focus of attention is inhibited (and similar inhibition of
eligible activities takes place during dreamless sleep). As we have seen in
Chapter 11, activities in the human brain that are eligible for consciousness
have to compete for dominance, and the mechanisms commonly thought
to play a role involve heightened activation of dominant activities, combined
with inhibition of non-dominant activities.1 For example, top-down influ-
ences of attentional systems on neural representations of input are likely to
be one means by which their activation is heightened and competing activity
suppressed. Such neural activities may also become dominant by entering
into phase-locked synchrony with other neural assemblies, thereby forming
winning coalitions and suppressing competing coalitions. As attention shifts,
new information is selectively activated and/or released from inhibition,2 new
coalitions form, become integrated, and conscious.
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As noted in Chapter 11, if ‘becoming conscious’ just requires neurons to
become more activated (to do more of what they normally do), or to do this
in coalition with other assemblies, it may be that selective attention adds
nothing unusual to the firing patterns of individual neural assemblies to make
the information that they encode conscious. ‘Eligible neural activities that
remain unconscious may not be different in kind from those which become
conscious, any more than the sound of individual voices at a football stadium
is different in kind from the concerted singing of the crowd that drowns them
out.’ If so, consciousness might be a natural accompaniment of certain forms
of neural representation, and while having an attentional system allows a
choice of what will be conscious in complex brains that have many options,
this might not be required by simple brains, with few options, to be conscious
of anything at all.

It goes without saying that if experiences and their neural correlates
encode identical information (Chapter 13) then the neural states that support
everyday human experiences must be extremely complex. The contents of
consciousness are constructed from different sense modalities, and within a
given sense modality, experiences can be of unlimited variety and be exquis-
itely detailed. Complexity might also be a means whereby neural coalitions
compete for dominance (Tononi, 2007). However it does not follow from this
that only brains of similar complexity can support any experience. Once again
we need to distinguish the conditions for the existence of consciousness
from the added conditions that determine the many forms that it can take.
The mechanisms required to select, co-ordinate, integrate and disseminate
conscious information in the human brain may not be required for simpler
creatures, with simpler brains. Complex, highly differentiated brains are likely
to be needed to support complex, highly differentiated experiences. But it
remains possible that relatively simple brains can support relatively simple
experiences.

Frogs, worms and molluscs

The visual system of the frog, for example, appears to be structured to
respond to just four stimulus features: a sustained contrast in brightness
between two portions of the visual field, the presence of moving edges, the
presence of small moving spots, and an overall dimming of the visual field.
This is a far cry from the variety and detail provided by the human visual
system. But there seems little reason to jump to the conclusion that the
frog sees nothing. Rather, as Lettvin et al. (1959) proposed, the frog may
see just four things relating to its survival. A sudden dimming of the light
or a moving edge may indicate the presence of a predator and is likely to
initiate an escape response. Sustained differences in brightness may allow
the frog to separate water from land and lily pad. And moving spot detectors
may allow the frog to see (and catch) a moving fly at tongue’s length (see
Chapter 8).
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As one continues to descend the evolutionary ladder, the plausibility of
extrapolating from human to nonhuman animal consciousness becomes
increasingly remote. There may, for example, be critical transition points in
the development of consciousness which accompany critical transitions in
functional organisation (Sloman, 1997a, 1997b). Self-awareness, for example,
probably occurs only in creatures capable of self-representation. That said,
phenomenal consciousness (of any kind) might only require representation.
If so, even simple invertebrates might have some rudimentary awareness, in
so far as they are able to represent and, indeed, respond to certain features of
the world.

Planarians (flat worms), for example, can be taught to avoid a stimulus
light if it has been previously associated with an electric shock (following a
classical conditioning procedure). And simple molluscs such as the sea-hare
Aplysia, which withdraw into their shells when touched, respond to stimulus
‘novelty’. For example, they may habituate (show diminished withdrawal)
after repeated stimulation at a given site, but withdraw fully if the same
stimulation is applied to another nearby site. Habituation in Aplysia appears
to be mediated by events at just one centrally placed synapse between sensory
and motor neurons (Uttal, 1978). This is very simple learning, and it is very
difficult to imagine what a mollusc might experience. But if the ability to
learn and respond to the environment were the criterion for consciousness,
there would be no principled grounds to rule this out. It might be, for
example, that simple approach and avoidance are associated with rudimentary
experiences of pleasure and pain.

Is consciousness confined to brains?

It is commonly thought that the evolution of human consciousness is intim-
ately linked to the evolution of the neocortex (e.g. Jerison, 1985). And,
as noted in Chapter 11, it seems likely that mid-brain as well as cortical
structures play a central role in determining the forms of consciousness
that we experience. However, whether consciousness first emerged with the
development of such subcortical and cortical structures, or whether there is
something special about the nature of brain cells that somehow ‘produces’
consciousness, is less certain. As Charles Sherrington has pointed out, there
appears to be nothing special about the internal structure of brain cells that
might make them uniquely responsible for mind or consciousness. For,

A brain-cell is not unalterably from birth a brain-cell. In the embryo-frog
the cells destined to be brain can be replaced by cells from the skin of the
back, the back even of another embryo; these after transplantation
become in their new host brain-cells and seem to serve the brain’s pur-
pose duly. But cells of the skin it is difficult to suppose as having a special
germ of mind. Moreover cells, like those of the brain in microscopic
appearance, in chemical character, and in provenance, are elsewhere

Self-consciousness in a reflexive universe 335



concerned with acts wholly devoid of mind, e.g. the knee-jerk, the light-
reflex of the pupil. A knee-jerk ‘kick’ and a mathematical problem
employ similar-looking cells. With the spine broken and the spinal cords
so torn across as to disconnect the body below from the brain above,
although the former retains the unharmed remainder of the spinal cord
consisting of masses of nervous cells, and retains a number of nervous
reactions, it reveals no trace of recognizable mind. . . . Mind, as attaching
to any unicellular life would seem to be unrecognizable to observation;
but I would not feel that permits me to affirm that it is not there. Indeed, I
would think, that since mind appears in the developing source that
amounts to showing that it is potential in the ovum (and sperm) from
which the source springs. The appearance of recognizable mind in the
source would then be not a creation de novo but a development of mind
from unrecognizable into recognizable.

(Sherrington, 1942, cited in Vesey, 1970, p. 323)

Unicellular organisms, fungi and plants

Indeed, given our current, limited knowledge of the necessary and sufficient
conditions for consciousness in humans, we cannot, as yet, rule out even
more remote possibilities. If the ability to represent and respond to the world,
or the ability to modify behaviour consequent on interactions with the world,
are the criteria for consciousness, then it may be that consciousness extends
not just to simple invertebrates (such as Planaria) but also to unicellular
organisms, fungi and plants. For example, the leaflets of the Mimosa plant
habituate to repeated stimulation, that is the leaflets rapidly close when first
touched, but after repeated stimulation they re-open fully and do not close
again while the stimulus remains the same. Surprisingly, this habituation
is stimulus-specific. For example, Holmes and Yost (1966) induced leaflet
closure using either water droplets or brush strokes, and after repeated stimu-
lation (with either stimulus) habituation occurred. But, if the stimulus was
changed (from water drops to brush strokes or vice versa), leaflet closure
re-occurred (see also Applewhite, 1975, for a review).

For many who have thought about this matter, the transition from rudi-
mentary consciousness in animal life to sentience in plants is one transition
too far. Perhaps it is. It is important to note however that a criterion of
consciousness based on the ability to respond to the world does not prevent
it. Nor, on this criterion, can we rule out the possibility of consciousness in
systems made of materials other than the carbon-based compounds that (on
this planet) form the basis for organic life. As we have seen in Chapter 5,
silicon-based computers can in principle carry out many functions that, in
humans, we take to be evidence of conscious minds. So how can we be certain
that they are not conscious?

One should recognise, too, that even a criterion for the existence of con-
sciousness based on the ability to respond or adapt to the world is entirely
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arbitrary. It might for example be like something to be something irrespective
of whether one does anything. Panpsychists such as Whitehead (1929) have
suggested that there is no arbitrary line in the ascent from microscopic to
macroscopic matter at which consciousness suddenly appears out of nothing.
Rather, elementary forms of matter may be associated with elementary forms
of experience. And if they encode information they may be associated with
rudimentary forms of mind.

Does matter matter?

Many would regard Whitehead’s views as extreme (I give my own assessment
below). But there is one position that is even more extreme – the view that
the nature of matter doesn’t matter to consciousness at all. At first glance,
it might seem preposterous to claim that matter doesn’t matter for conscious-
ness. But, surprising as it might seem, it is a logical consequence of computa-
tional functionalism, one of the most widely adopted, current theories of
mind. As John Searle has noted, it is important to distinguish this position
from the view that silicon robots might be conscious. For Searle, human con-
sciousness in spite of its subjectivity, intentionality, and qualia is an emergent
physical property of the brain. If so, a silicon robot might have consciousness.
But this would depend not on its programming, but on whether silicon just
happens to have the same causal powers (to produce consciousness) as the
carbon-based material of brains.

Computational functionalists take the further step that, apart from provid-
ing housing for functioning, material stuff is irrelevant. Any system that
functions as if it has consciousness and mind does have consciousness and
mind. If a non-biological system functions exactly like a human mind then it
has a human mind, as the only thing that makes a system a ‘mind’ is the way
that it functions. In its usual reductionist versions, computational functional-
ism finesses questions about the distribution of first-person consciousness,
routinely translating these into questions about how different systems function
(see Chapter 5).

However, David Chalmers (1996) has suggested a nonreductionist version
of this position that has clear consequences for the distribution of first-person
consciousness and mind. Like conventional computational functionalists,
Chalmers argues that functional relations alone determine the nature of mind
and consciousness, but, for him, consciousness supervenes on functioning
without reducing to it. In his explanatory system there would be physical laws
(about the way systems function), associated conscious experiences, and
psychophysical laws or ‘bridging principles’ which relate the former to the
latter. Nothing else, he claims, would be required for a complete theory
of mind.3

According to Chalmers, a machine that functions in a way that is indis-
tinguishable from that of humans has experiences that are indistinguishable
from those of humans (a version of ‘strong AI’). This would be true whether
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the system is made out of silicon chips, or beer cans driven by windmills (to
use Searle’s memorable phrase), provided only that, in their detailed activity,
these systems instantiate the same causal relationships, that is, that they func-
tion in the same way. In Chalmers’s view, not only machines made of silicon
chips could experience in exactly the way that humans do, but so would
virtual minds instantiated in the symbol manipulations of programmes.

Chalmers comes to this conclusion on the basis of two thought experi-
ments, which he describes as ‘fading qualia’ and ‘dancing qualia’. In these he
considers the familiar scenario in which the neurons of the brain are grad-
ually replaced by silicon chips which exactly replace the functioning of the
neurons they replace. As the replacements progress, do the qualia gradually
fade? Or, if one were able to switch between one’s normal brain and a
replacement, silicon brain (with exactly the same functions), would the qualia
dance? According to Chalmers if one replaced the functions exactly one
could not notice the difference either externally in terms of behaviour, or
internally in terms of what one experiences. One would, after all, have to
report the same things, otherwise the functioning of the silicon systems
would not be the same as that of the neural systems they replace. Hence,
functioning of certain sorts is necessarily accompanied by experiences of
certain sorts as there is no way to distinguish any difference.

This argument was initially put in a special issue of the Journal of Conscious-
ness Studies based around Chalmers’s 1995 paper, and in Velmans (1995a) (in
the same issue) I suggested that Chalmers had presented the options in the
silicon replacement experiments in an unnecessarily restrictive way. To begin
with, one has to distinguish the question of whether consciousness exists in a
silicon brain from whether we can know that it exists. As noted in Chapter 5, a
silicon robot that functioned in exactly the same way as a human might have
experiences, but one would not be able to tell from either its behaviour or its
internal functioning whether it has (a) experiences just like a human, (b) a
distinct silicon experience, or (c) no experience at all. So the third-person
route to knowledge about another system’s experience is blocked. However,
Chalmers puts the stronger view that even if one were the system in which
brain cells were gradually replaced by silicon chips one would not be able to
tell what effects, if any, this might have on one’s experience.

The way Chalmers sets up this ‘thought experiment’ makes the outcome a
foregone conclusion. If the replacement of neurons by silicon chips produces
no noticeable change in experience that one can report, then Chalmers is
right. If the replacement of neurons by silicon chips does make a difference to
subjective experience that one can report, one might be tempted to argue that
Chalmers is wrong. However, Chalmers argues that the second situation is
not functionally equivalent to the first situation. As both the experience and
the report have changed, the functioning of the system must have changed.
Provided that the ‘functioning of the system’ refers to the entire functioning
of the system, there would seem to be nothing wrong with the logic of this
argument. If global functioning F1 is always accompanied by experience C1
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(if F1 then C1), then if C1 is absent F1 must have changed (if not-C1 then
not-F1).

How to really find out whether matter matters

That said, whether a given form of experience inevitably accompanies a given
form of functioning is an empirical question not a logical one – and to answer
this one needs experiments that can actually decide the issue, not thought
experiments set up in a way that they cannot fail. By including both experi-
ences and subjective reports of those experiences within his definition of
‘equivalent system functioning’ Chalmers makes his thesis unfalsifiable. No
actual experiment designed to investigate the relation of functioning to experi-
ence would be carried out that way. In consciousness studies it is usually
taken for granted that systems involved in supporting conscious experience
are partly dissociable from those involved in reporting on conscious experi-
ence (that is one of the reasons one has to be cautious about relying only on
subjective reports). Given this, it might be possible to replace neural circuitry
that supports a given form of experience (say some aspect of vision or
audition) with silicon hardware that retained the same internal and external
functional relations to the rest of the brain, without affecting the systems
that generate subjective reports. Suppose, for example, that we knew exactly
how the neural correlates of a particular ‘red’ experience differed from those
of a particular ‘green’ experience, for example if we were able to identify
the precise ‘essential nodes’ for these experiences in areas V4 and V4a of
the visual system. And suppose we replace that neural circuitry with func-
tionally equivalent silicon circuitry, and we hook this up to the rest of the
brain in an identical way. We can then present the stimuli that, prior to the
experiment, caused that particular red and green experience and note what
happens. We might also put in a switch to enable simple neuron/silicon
comparisons.4

In this situation the silicon replacement might result in (a) no experienced
change (red and green look no different), (b) an altered ‘silicon’ experience
(‘silicon red’ versus ‘silicon green?’) or (c) no colour experience at all. As the
functional input/output relations are unaltered, the ability to identify or dis-
criminate between the two input stimuli should not be affected by the silicon
replacement. In case (b), for example, silicon red and green would remain
distinct (although unlike any normal colour experience), while in case (c)
there would be a novel form of ‘blindsight’. One would, of course, make three
different reports of what one experiences consequent on outcomes (a), (b)
and (c). But that is the whole point of carrying out the experiment, not
a weakness as Chalmers claims.5 Although the verbal reports might differ
with different visual effects, the functioning of the visual system would
remain the same.

Of course, whether such an experiment is a practical possibility remains to
be seen, but as far as I can judge it is logically possible. And if it is logically
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possible, local functioning of a given kind might not be accompanied by
experience of a given kind – which undermines Chalmers’s case. Indeed,
some variant of the experiment above might be the only way to find out
whether silicon (or other non-neural) hardware that functions in a given way
has a given associated conscious experience. To know what another system
experiences one either has to be that system, or to incorporate that system into
oneself. In a small way, such implant experiments might achieve that aim.

The problems of panpsychofunctionalism

Whatever one may think about the ‘fading/dancing qualia’ arguments, the
view that ‘matter doesn’t matter’ for what we experience is highly counter-
intuitive. On Chalmers’s account, not only would machines made of silicon
chips and virtual minds (instantiated in the symbol manipulations of pro-
grammes) experience in the way that humans do, but so would systems
consisting of symbols written on bits of paper by the population of China,
provided only that the causal relationships governing the creation of those
symbols mimic those of the human mind. Processes within the human brain
that are normally thought of as unconscious would also have to be conscious
in Chalmers’s system (by virtue of their functioning) – in which case the con-
scious/nonconscious distinction loses its meaning. The theoretical cost of this
position to consciousness studies is considerable. If the conscious/noncon-
scious distinction cannot be made, how could one investigate the conditions
for consciousness in the human brain, which rely on contrasts between neural
conditions adequate or not adequate for conscious experience? And how could
one make sense of the extensive experimental literature on the differences
between preconscious, conscious and unconscious processing?

Note that Chalmers is forced into this uncompromising position by his
fading/dancing qualia argument. Whatever functions is conscious by virtue
of its functioning. Given this, all brain functions must be conscious. Con-
sequently, he maintains that those functions that do not seem to enter into
our consciousness must be autonomously conscious (they are conscious to
themselves). This, in turn, leads to the extravagant claim that there are as
many distinct consciousnesses cohabiting in the human brain as there are
distinct functions.

Nor does Chalmers see any reason to draw the line at brains or systems that
simulate the functioning of the brain. If consciousness of given sorts is
invariably associated with functioning of given sorts then all forms of func-
tioning are associated with experiences, irrespective of their embodiment.
This ‘panpsychofunctionalism’ (my term for this) is quite different from
panpsychism (the view that all material forms are accompanied by forms of
experience). If true, then not only do thermostats experience in ways that
relate to their function (sensing hot and cold), but so do washing machines
and vacuum cleaners (whose function is to get clothes and carpets clean).
And the rain experiences something that relates to its ability to make the
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earth wet and make flowers grow – and even rainbows experience something
relating to their production of beautiful sensations in the human mind.

The central difficulty for this thesis is that functioning is observer-relative.
Chalmers’s defence is that the structure of physical systems does, to some
extent, constrain their potential functioning. But this really misses the point.
The operation of a washing machine is constrained by the nature of its
physical construction. It also has a useful function to conscious beings like
ourselves. But why should the function we attribute to it determine its con-
sciousness? To put it another way, if it is like something to be a washing
machine how could that possibly depend on our purposes? The same may be
said of thermostats or, for that matter, a simulation of the human mind
embodied in a symbol-manipulating programme of a virtual machine.6

It is not my intention to rule out the possibility that the functioning of a
system determines the experience of that system. As noted above, cortical
implant experiments might (or might not) support that view. In my estima-
tion, however, panpsychofunctionalism (as developed by Chalmers, 1996) is
too extreme. If experience depends solely on form (or function) and not at all
on substance (the matter or medium which embodies those functions), then
virtual minds embodied in symbol-manipulating programmes would have
normal human experiences provided only that they mimic the mind’s internal
causal relationships. While one cannot rule this out a priori, it seems unlikely
that the flesh and bone and brain of human embodiment provides no essen-
tial contribution to the experienced ‘qualia’ of human life. In any case, to be a
conscious entity or being, one would first have to be an entity or being. And it
is by no means self-evident that the population of China passing notes to
each other (simulating the symbol manipulation in the human mind) consti-
tutes a ‘being’ in the required sense.7 Finally, functioning is observer-relative.
So even if a thermostat composed of a bimetal strip does have some ‘metallic’
experience, there would seem to be no grounds for the assumption that this
experience is determined by its functions in human affairs.

Can one draw a line between things that have consciousness and
those that don’t?

Where then should one draw the line between entities that are conscious and
those that are not? Theories about the distribution of consciousness divide
into continuity and discontinuity theories. Discontinuity theories all claim that
consciousness emerged at a particular point in the evolution of the universe.
They merely disagree about which point. Consequently, discontinuity theor-
ies all face the same problem. What switched the lights on? What is it about
matter, at a particular stage of evolution, which suddenly gave it conscious-
ness? As noted above, most try to define the point of transition in functional
terms, although they disagree about the nature of the critical function. Some
think consciousness ‘switched on’ only in humans, for example once they
acquired language or a theory of mind. Some believe that consciousness
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emerged once brains reached a critical size or complexity. Others believe it
co-emerged with the ability to learn, or to respond in an adaptive way to the
environment.

As noted above, such theories confuse the conditions for the existence of
consciousness with the conditions that determine the many forms that it
can take. Who can doubt that verbal thoughts require language, or that full
human self-consciousness requires a theory of mind? Without internal repre-
sentations of the world, how could consciousness be of anything? And
without motility and the ability to approach or avoid, what point would
there be to rudimentary pleasure or pain? However, none of these theories
explains what it is about such biological functions that suddenly switches
consciousness on.

Continuity theorists do not face this problem for the simple reason that
they do not believe that consciousness suddenly emerged at any stage of
evolution. Rather, as Sherrington suggests above, consciousness is a ‘devel-
opment of mind from unrecognisable into recognisable’. On this panpsychist
view, all forms of matter have an associated form of consciousness.8 In the
cosmic explosion that gave birth to the universe, consciousness co-emerged
with matter and co-evolves with it. As matter became more differentiated and
developed in complexity, consciousness became correspondingly differenti-
ated and complex. The emergence of carbon-based life forms developed into
creatures with sensory systems that had associated sensory ‘qualia’. The
development of representation was accompanied by the development of con-
sciousness that is of something. The development of self-representation was
accompanied by the dawn of differentiated self-consciousness and so on. On
this view, evolution accounts for the different forms that consciousness takes.
But, consciousness, in some primal form, did not emerge at any particular
stage of evolution. Rather, it was there from the beginning. Its emergence,
with the birth of the universe, is neither more nor less mysterious than the
emergence of matter and energy.

Most discontinuity theorists take it for granted that consciousness could
only have appeared (out of nothing) through some random mutation in com-
plex life forms that happened to confer a reproductive advantage (inclusive
survival fitness) that can be specified in third-person functional terms. This
deeply ingrained, pre-theoretical assumption has set the agenda for what
discontinuity theorists believe they need to explain. Within cognitive psych-
ology, for example, consciousness has been thought by one or another
theorist to be necessary for every major phase of human information process-
ing – for example in the analysis of complex or novel input, learning,
memory, problem solving, planning, creativity, and the control and monitor-
ing of complex, adaptive response. It should be apparent that continuity
theory shifts this agenda. The persistence of different, emergent biological
forms may be governed by reproductive advantage. If each of these biological
forms has a unique, associated consciousness, then matter and conscious-
ness co-evolve. However, conventional evolutionary theory does not claim
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that matter itself came into being, or persists through random mutation
and reproductive advantage. According to continuity theory, neither does
consciousness.

Which view is correct? One must choose for oneself. In the absence of
anything other than arbitrary criteria for when consciousness suddenly
emerged, I confess that I find continuity theory to be the more elegant.
Continuity in the evolution of consciousness favours continuity in the distri-
bution of consciousness, although there may be critical transition points
in the forms of consciousness associated with the development of life, repre-
sentation, self-representation, and so on.9

The role of conscious causation

My preference for continuity theory is also motivated by the detailed analysis
given in Chapters 4, 5, 10 and 13 of what consciousness does. Discontinuity
theory requires a third-person causal role for consciousness. However, close
scrutiny of the processes that actually carry out analysis, storage, transform-
ation and output of information in the human brain does not support the
view that first-person phenomenal consciousness is required for information
processing in the human brain (viewed from a third-person perspective).
The same functions, operating to the same specification, could be performed
by a nonconscious machine. The macroscopic physical world is causally
closed. Investigation of the way conscious phenomenology actually relates to
so-called ‘conscious processing’ confirms this view. The detailed operations
of most processes that we think of as ‘conscious’ are not available to intro-
spection. And the conscious experiences themselves seem to come too late
to affect the processes to which they most obviously relate. Given this, it is
not easy to see how conscious experiences confer a third-person, reproductive
advantage by enhancing the processes to which they most obviously relate.

But this third-person view of what is going on violates our natural intu-
ition that consciousness is central to human life. Viewed from a first-person
perspective, nearly all our sophisticated mental activities seem to depend on
it. We seem to need it whenever our interactions with the world are novel,
flexible, or complex. And it is hard to know what it would even mean to think,
feel, remember, plan, or dream if one were not conscious. In short, from
a third-person perspective, phenomenal consciousness appears to play no
causal role in mental life, while from a first-person perspective it appears to be
central. This is the ‘Causal Paradox’.

In Chapter 13, I have suggested a way to reconcile these seemingly conflict-
ing third- and first-person views about what consciousness does. It is not
the case that third-person accounts are true and first-person accounts are
false (or vice versa). Rather, one needs the view from both perspectives to
obtain a full account of what is going on. Viewed from a third-person
perspective, human consciousness appears to be a late-arising product of
focal-attentive processing. Focal-attentive processing is far more sophisticated
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than non-attended processing. Consequently, the difference between focal-
attentive and non-attended processing accounts for the functional differences
between so-called ‘conscious processing’ and ‘nonconscious processing’. This
does not violate the principle that the macrocosmic physical world is causally
closed, and it does not require first-person phenomenal consciousness to have
a third-person causal role.

But this does not explain the importance of consciousness in human life.
Viewed from a first-person perspective, our percepts, thoughts, and emotions
seem to affect everything that we do. Why? All our experiences are of some-
thing. They represent what is going on in the external world, the body and the
mind/brain itself, in a way that is appropriate for ordinary life. Consequently,
for everyday purposes it serves us well to treat our conscious representations
as if they are the realities they represent. Physics, biology, psychology and
other sciences might represent the same entities, events and processes in other
ways, so our experiences are not the things-themselves. But this does not
diminish the value of conscious experiences. In any case, third-person scien-
tific accounts are also representations, based on the observations/experiences
of external observers. For some purposes, third-person accounts are more
useful, but for other purposes, first-person accounts may be more useful.
And when these accounts are accurate and of the same thing, they need
not conflict. For example, in the precise ways suggested in Chapter 13,
first- and third-person accounts of consciousness and its neural correlates
may describe the operations of mind, developing over time, viewed in two,
complementary ways.

The sense in which conscious free will is an illusion

Viewing conscious experiences as representations and viewing first- and third-
person accounts as complementary is particularly useful in the understanding
of conscious free will. We normally think of ourselves as being consciously in
charge of what we do. Yet there is compelling evidence that by the time that we
are consciously aware of a wish to do something, the mind/brain has already
prepared to do it – and even a decision not to do something appears to have its
own, preconscious antecedents.10 This scientific finding has major implications
for our understanding of personal agency, ethics and legal systems.

In what sense do such scientific findings make conscious free will an illu-
sion? Only in the sense that the causal role of any conscious experience in a
‘conscious mental process’ can be said to be an illusion. In Velmans (1991a) I
have suggested that a mental process might ‘be conscious’ (a) in the sense that
one is conscious of it, (b) in the sense that it results in a conscious experience,
and (c) in the sense that conscious experience plays a causal role in that
process (see Chapter 10). Once one experiences a wish to do something
the volitional processes represented by that experience become conscious
in the sense that we become conscious of them (sense (a)). Preconscious
decision-making processes can also be said to become conscious once they
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result in a conscious free will experience (sense (b)). However the paradoxes
surrounding the causal interactions of consciousness and brain give us many
reasons to doubt that the experience of will actually governs the choices and
decisions required for voluntary control (sense (c)). In sum, an experience of
will can arise from voluntary processes and represent them without governing
them. We nevertheless feel that our conscious experience of will determines
our decisions and actions. That is the illusion.

Following a long programme of research into experienced free will, the
psychologist Daniel Wegner (2002, 2004) has recently come to similar conclu-
sions. Being representations of preconscious and unconscious mental pro-
cesses, conscious experiences can also, occasionally, be misrepresentations,
and Wegner provides various examples of misattributed volition (where
people believe themselves to have willed an act that was determined by
external forces, or believe external forces to have determined acts that they
actually carried out themselves). That is a second sense in which experienced
free will can be an illusion.

The sense in which conscious free will is not an illusion

Such illusions of free will suggest that it may be causally epiphenomenal,
which has threatening consequences for our moral and legal judgements, let
alone our visions of our own agency. Consequently, Wegner is concerned, as I
am, to discern any other sense in which experienced will is not an illusion.
According to him, ‘conscious will’ is a feeling that informs us whether we, or
an external agency, are the author of an act, and helps us keep tally of what
we are doing and what we have done (Wegner, 2002, p. 328). This in turn helps
establish a sense of who we are and gives us a sense of responsibility that
leads to morality. I entirely agree – but only because this is a true story told
from a first-person perspective, which does not, unfortunately, escape epiphe-
nomenalism. Why not? Our conscious sense of ‘who we are’, of ‘authorship’,
and of ‘responsibility’ are as much experiences as are experiences of free will.
And preconscious and unconscious processes construct our sense of self,
authorship, and feeling of responsibility as much as they do our feeling of
will. If from the perspective of brain science experienced will is epiphenom-
enal, then from the perspective of brain science the same can be said of these
other experiences.

How can we move beyond this impasse? As noted above, conscious experi-
ences can be representations not just of our own minds, but also of our
bodies and the surrounding physical world. In everyday life we behave as
‘naïve realists’. We habitually take the events that we experience to be the
events that are actually taking place. Although sciences such as physics, biol-
ogy and psychology might represent the same events in very different ways,
this approximation usually serves us well.

How does this bear on the status of conscious free will? To the extent that
experiences of wishing, deciding and so on accurately represent the operation
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of our voluntary mental processes they are not an illusion. Human decision-
making processes are both sophisticated and flexible. Although conscious
representations of those processes can be inaccurate, they can also be accurate
– and evolution has ensured that mental representations (conscious or not)
are more often right than wrong. When we feel we are free to choose or refuse
an act, within the constraints of biology and social circumstances imposed on
us, we usually are free to choose or refuse (having calculated the odds in the
light of inner needs and goals, likely consequences, and so on). When we feel
that we are not free to choose, for example when under external coercion, or
when we feel that we do not have voluntary motor control, for example over
muscle twitches, we usually are not free to choose or control what we do.
In sum, our experienced free will is an accurate, albeit rough and ready,
representation of what is going on in our own minds. In this sense, it is not
an illusion.

How could a preconsciously determined act be ‘voluntary’? Voluntary
acts imply the possibility of choice, albeit choice within constraints. We
can only choose to act within the range of human possibility, constrained
by heredity and environment, past experience, inner needs and goals, avail-
able strategies, current options offered by physical and social contexts and
so on. Voluntary acts are also potentially flexible and capable of being novel.
In the psychological literature such properties are traditionally associated
with controlled rather than automatic processing and with focal-attentive
rather than pre-attentive or non-attended processing. I do not deny that vol-
untary processes are controlled and focal-attentive. Nor do I deny that they
are conscious. They are conscious in sense (b) and, to a lesser degree, sense
(a) above. They are merely not conscious in sense (c). In Libet’s experiments
the conscious wish to act appears around 350 milliseconds after the onset
of preconscious preparations to act that are indexed by the readiness poten-
tial (see Chapter 10). This says something about the timing of the conscious
wish in relation to the processes that generate it and about its restricted role
once it appears. But it does not argue against the voluntary nature of that
preconscious processing. On the contrary, the fact that the act consciously
feels as if it is voluntary and controlled suggests that the processes that
have generated that feeling are voluntary and controlled, as conscious expe-
riences generally provide reasonably accurate representations of what is
going on.

In sum, the feeling that we are free to choose or to exercise control is
compatible with the nature of what is actually taking place in our own mind/
brain, following processes that select amongst available options, in accord-
ance with current needs, goals, available strategies, calculations of likely con-
sequences and so on. While I assume that such processes operate according
to determinate principles, the system architecture that embodies them has
degrees of freedom that allow us to exercise the choice, flexibility and con-
trol that we experience – a form of determinism that is compatible with
experienced free will.
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What are the consequences for our agency, ethics and legal systems? If
preconscious processes in my mind/brain rather than my consciously experi-
enced wishes and decisions are in control of what I do, am I really in charge?
And am I ethically and legally responsible for my acts? Yes I am. While my
conscious experiences of self, of wishing, deciding and so on might only
represent the underlying processes that are really responsible, I am these
underlying processes as well as their manifestation in conscious experience. I
(the agent) include the operations of my unconscious and preconscious mind
embedded in the world, as well as my conscious wishes, decisions, and my
conscious sense of self.

What consciousness adds

The representational function of consciousness get very close to what con-
sciousness adds to our lives, but does not, in my view, quite get to the heart
of the matter. As noted in Chapter 13, there is nothing about first-person
representations (or third-person representations) that requires them to be
conscious. One can have representations of oneself or of others from a given
observer’s perspective that are entirely nonconscious.11 Conscious experi-
ences nevertheless represent what is going on in a very special way. There is a
big difference between having something described to us and experiencing it
for ourselves. And there is an even bigger difference between actually experi-
encing a given situation or state and merely having unconscious information
about it (stored, for example, in long-term memory). It is only once we
experience something for ourselves that we real-ise what it is like. It is only
when we experience something for ourselves that it becomes subjectively real.
In this, consciousness is the creator of subjective realities.

Consciousness and evolution

How does this bear on the role of consciousness in evolution? While there are
a number of variants of evolutionary theory, they all account for the persist-
ence of certain life forms or functions in terms of a reproductive advantage
that can be described in third-person terms. Viewed from this perspective, the
physical correlates of consciousness and the information that they encode
already account for any role that the information displayed in experience
might have in the brain’s processing. So it is not obvious what the repro-
ductive advantage of experiencing such information might be. As Daniel
Dennett puts it, ‘it is not a difference that makes a difference’. Viewed from a
third-person perspective, ‘the creation of subjective realities’ is not a function
of the ‘right kind’.

There is a clear choice at this point. One can either view the role of con-
sciousness exclusively from a third-person perspective, or one has to accept
that to make sense of its nature and function, third-person accounts need
to be supplemented by first-person accounts. Behaviourist psychology and
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reductionist philosophy of mind take the first path. I have argued for the
second (see also Velmans, 1991a, 1991b, 1993b).

Does the absence of a third-person function for consciousness raise doubts
about its existence, evolution or importance? No. Its existence is a primary
datum, and its forms may co-evolve with the material forms with which it is
associated. Given its first-person nature it is appropriate to assess its import-
ance to life and survival from the perspective of the beings that have it. Making
things subjectively real has an immediate, all-encompassing, first-person
impact (it makes the difference between having a phenomenal world or not).
From a first-person view, it is obvious how this affects our life and survival.
Without it, life would be like nothing. So without it there would be no point
to survival (Box 14.1).

Box 14.1 Would you choose reproductive fitness or consciousness?

If we leave our theoretical biases to one side for a moment, it is easy to
illustrate how consciousness gives meaning to existence.

Imagine that you are 21, in full health but you have no children.
Tragically, you catch a fatal illness and have just a few days to live.
However the doctors know of two drugs that can save your life, nocon
and nokid. Unfortunately each drug has serious side effects. If you take
nocon your life would be saved and your biological and behavioural
functioning would be entirely normal, including your ability to have
many children. However, you for ever, irreversibly lose consciousness. If
you take nokid your life would be saved and your conscious experience
would be entirely normal. Your biological and behavioural functioning
would also be normal, with one exception. You for ever, irreversibly lose
the ability to have children (by natural or any artificial means). Which
drug would you choose?

What makes this little thought experiment interesting is that it dir-
ectly pits the ability to reproduce (which is absolutely fundamental to
evolutionary theory) against the ability to experience. If consciousness
is just a means to enhance our reproductive fitness, we should opt to
retain this fitness and choose nocon. I have tried this thought experi-
ment with many students and they overwhelmingly choose to take
nokid. Why? Because without the ability to experience anything, life
would have no point.

Nor is this scenario entirely fanciful. Imagine that you are about to
have a major operation that will require a life support machine, and that
there is a serious risk of permanent, irreversible coma. Consequently,
before the operation, you make a living will. Once it was certain that the
coma was permanent and irreversible, would you choose to have the
machine switched off?
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Accounts of human life or survival in terms of whether it has a point fit ill
with current, mechanistic accounts of nature. But, I repeat that such mech-
anistic accounts of how nature appears viewed ‘from the outside’ simply do
not address what it is like to be a bit of that nature ‘from the inside’. We know
what it is like to be conscious. The delight in being able to experience our-
selves and the world in which we live in an indefinitely large number of ways,
or the sorrow of losing one’s vision or one’s hearing, are subjectively real.
This reality is not diminished by our inability to explain it in entirely, third-
person, inclusive-fitness terms. Our own first-person nature is as much part of
the natural world as the functioning of our bodies, and, in the long run, our
theories of mind need to accommodate all the data. If, after our best efforts,
we cannot squeeze what are, in their essence, first-person phenomena into a
third-person ‘box’, so be it. The alternative is to broaden our theories of mind
to encompass first-person phenomena. Once one accepts that first- and third-
person accounts of the mind are complementary and mutually irreducible,
this is easy to do.

Self-consciousness in a reflexive universe

A universe that includes conscious creatures like ourselves has a very different
‘feel’ from one that simply follows the dead hand of mechanism. This differ-
ence becomes evident if we imagine a universe in which conscious creatures
are progressively removed. In the ways noted in Chapter 8, the phenomenal
world that humans experience is determined by the structure of human sense
organs and by the nature of human perceptual and cognitive processing. It is
a representation of entities, events and processes but it is not the thing-itself.
In so far as this mix of sensory, perceptual and cognitive processing is unique
to humans, this phenomenal reality is species-specific. If we remove human
beings, the world would still be there, but the phenomenal reality experienced
by humans, with its unique sense of being a human self in the world, would
no longer exist.

There might, of course, be beings on other planets and there might be
many other subjective realities experienced by other animals on our own
planet, each with its own mix of sensory, perceptual and cognitive processing.
But if we remove all creatures that have a form of self-awareness there would
be no sense of ‘being a self’. If we then remove all creatures with represen-
tational consciousness there would be no consciousness that was of anything.
And if we removed all sense of what it was like to be something from entities
in the universe, it might continue to exist, but it would have no sense of being
anything. Such a universe would be without meaning and purpose – and it
would be just like the entirely mechanical world described by reductionist,
third-person science. In my view, this is not a complete view of the universe in
which we live.

In 1925, Carl Jung, while travelling in Africa, was moved by similar
thoughts:
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From Nairobi we used a small Ford to visit the Athi Plains, a great game
preserve. From a low hill in this broad savanna a magnificent prospect
opened out to us. To the very brink of the horizon we saw gigantic herds
of animals: gazelle, antelope, gnu, zebra, warthog, and so on. Grazing,
heads nodding, the herds moved forward like slow rivers. There was
scarcely any sound save the melancholy cry of a bird of prey. This was
the stillness of the eternal beginning, the world as it had always been, in
the state of nonbeing; for until then no one had been present to know
that it was this world. I walked away from my companions until I had put
them out of sight, and savoured the feeling of being entirely alone. There
I was now, the first human being to recognize that this was the world, but
who did not know that in this moment he had first really created it. . . .
There the cosmic meaning of consciousness became overwhelmingly
clear to me. ‘What nature leaves imperfect, the art perfects,’ say the
alchemists. Man, I, in an invisible act of creation put the stamp of perfec-
tion on the world by giving it objective existence. This act we usually
ascribe to the Creator alone, without considering that in so doing we
view life as a machine calculated down to the last detail, which, along
with the human psyche, runs on senselessly, obeying foreknown and pre-
determined rules. In such a cheerless clockwork fantasy there is no drama
of man, world, and God: there is no ‘new day’ leading to ‘new shores’,
but only the dreariness of calculated processes. My old Pueblo friend
came to mind. He thought that the ‘raison d’être’ of his pueblo had been
to help their father, the sun, to cross the sky each day. I had envied him
for the fullness of meaning in that belief, and had been looking about
without hope for a myth of my own. Now I knew what it was, and knew
even more: that man is indispensable for the completion of creation; that,
in fact, he himself is the second creator of the world, who alone has given
to the world its objective existence – without which, unheard, unseen,
silently eating, giving birth, dying, heads nodding through the millions of
years, it would have gone on in the profoundest night of non-being down
to its unknown end. Human consciousness created objective existence
and meaning, and man found his indispensable place in the great process
of being.

(Jung, 1983, p. 284)

In this vision, life and evolution have a purpose that can only be understood
in first-person terms. For the reasons set out in Chapters 8 and 13, I find it
useful to think of consciousness as the creator of ‘subjective realities’, rather
than ‘objective existence’, and would argue for a less anthropocentric view.
Whether one prefers to think of realities immensely larger than oneself as
‘God’, the ‘Universe’, or the ‘Natural World’ is also a matter of personal
choice. But the essential insight is the same: consciousness gives meaning
to existence. This is a perennial theme,12 as old as recorded history. One
finds it, for example, in ancient Egypt in ‘The revelation of the Soul of
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Shu’, inscribed on the coffin of Gwa, a physician-sage of the twelfth dynasty
(circa 1850–1650 BC):13

I am SHU
The dweller within the one million beings.
I gain awareness from them.
I disseminate to his own generations the word
Of the one that creates himself from himself.
The generations will identify me.
With the great mystical ship steered
By him who liberates his being from his own Self.
For I have seen the abyss becoming I.
He knew not the place in which I became
Nor did he see me becoming his own face.
I forge my Soul in creating the concept of my Soul
Within the dwellers of the lake of fire.
My becoming is the force of the entire Creation
Which flows forth from the great lord
Of THIS.

Whatever the full truth of this may be, who can doubt that our bodies and our
experience are an integral part of the universe? And who can doubt that each
one of us has a unique, conscious perspective on the larger universe of which
we are a part? In this sense, we participate in a process whereby the universe
observes itself – and the universe becomes both the subject and object of
experience. Consciousness and matter are intertwined in mind. Through the
evolution of matter, consciousness is given form. And through consciousness,
the material universe is real-ised.

Notes
1 See for example the discussion of Posner and Snyder (1975) in Chapter 10 and the

discussion of Edelman and Tononi (2000) in Chapter 11.
2 A simple example of the inhibition of conscious experience consequent on re-

direction of attention is provided by hypnotic analgesia (see Oakley and Eames,
1985; Crawford et al., 1998). Conversely, dramatic evidence of the effect of release
from inhibition on action and consciousness occurs with alien hand syndrome in
split-brain patients. Dimond (1980) and Scepkowski and Cronin-Golomb (2003)
review evidence that in such patients the left hemisphere continues the attempt to
assert dominance over the right in the control of action, although, with the corpus
callosum severed and the consequent inability to inhibit right hemisphere activity,
it cannot always successfully do so. Sperry et al. (1979) also review evidence that
once the corpus callosum is sectioned each hemisphere has a distinct associated
consciousness of its own (although this issue is controversial). A general review of
the role of release from inhibition in selective attention is given by Arbuthnott
(1995).

3 It is not easy to categorise this hybrid position. Chalmers generally calls it ‘natur-
alistic dualism’ (e.g. Chalmers, 2007) but, sometimes, ‘double aspect’ theory. As
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far as I can judge, these are mutually exclusive positions (see Chapters 2 and 3). On
the one hand, Chalmers argues that phenomenal properties and their physical
correlates in the brain will be structurally coherent, in the sense that they will
encode the same information. On these grounds Chalmers justifiably describes his
position as a ‘double-aspect theory of information’. In this respect, his 1995 paper
and 1996 book appear to recapitulate the ‘dual-aspect theory of information’
which I presented in a series of Behavioral and Brain Sciences papers (1991a,
1991b, 1993b). On the other hand, dual aspects have to be aspects of some-
thing. Consequently my own analysis adopted a form of nonreductionist monism
(ontological monism combined with epistemological dualism). That is, the one
thing is the ‘nature of mind’, which can be known in complementary first- and
third-person ways (see Chapter 13). Chalmers prefers to avoid positing some fun-
damental ground for physical and phenomenal properties and therefore usually
describes his position as a form of ‘naturalistic dualism’ in which consciousness is
‘basic’ in the same sense that energy is basic in physics. This raises the question, ‘If
phenomenal and physical properties are equally basic, distinct, and not grounded
in something more fundamental, then what is it that relates them to each other so
precisely?’ Alternatively, if phenomenal properties ‘supervene’ on physical ones (as
he argues throughout his 1996 book), then why regard the phenomenal properties
as ‘basic’? As far as I know, Chalmers has not addressed these fundamental prob-
lems. I give a more thorough analysis of Chalmers’s arguments in my review of his
1996 book (Velmans, 1997).

4 Note that for this experiment to achieve its aim, it is essential to replace the
neural (or other physical) correlates of a given conscious experience with the
silicon implant rather than any other circuitry that causes or otherwise supports
the formation of such correlates. It would not, for example, be instructive (for this
purpose) to replace a sense organ with an equivalently functioning implant – as
this would merely restore the link between external stimuli and the existing neural
circuitry, which would support conscious experience in the normal way. This
already happens for example with cochlear implants.

5 This argument is a simplified version of ‘A cortical implant for blindsight’
(Velmans, 1995a). In his reply to my commentary on his 1995 paper (and to
my review of his book) Chalmers suggests that this line of argument is ‘weak’.
However he does not actually point out any weakness.

6 See, for example, the discussion in Chapter 5 of John Searle’s point that for
something to be a symbol, it needs to be a symbol to someone (otherwise states in
a virtual machine are just physical states).

7 What unifies the consciousness of a particular being or entity is a deep question
that I will not elaborate on here. In our own case, we have the subjective impression
of having a relatively unified consciousness in which the whole of our being par-
ticipates, although it may be that, at any given moment, only a given subpopula-
tion of cortical neurons form the actual neural correlates of consciousness. Under
normal circumstances, we do not have separate hand consciousness, foot con-
sciousness, cellular consciousness and so on (a pain in the foot is ‘our’ pain rather
than the foot’s pain). How this occurs is not well understood – although neural
binding, inhibition of non-attended states, and widespread dissemination of
attended-to information are likely to be contributory factors. It is tempting to
speculate that there may also be some more general process associated with the
manner in which the individual components of entities lose their separate, physical
identities once they are integrated into the higher order entities of which they
are parts. In so far as the parts have any associated experiences, these may be
integrated, in parallel fashion, into some unified global experience.

8 Although in complex life forms such as ourselves much of this consciousness may
be inhibited, for example when information is not at the focus of attention. There
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have been many defenders of panpsychism including Spinoza, Leibniz, Lotze,
Fechner, Wundt and James. The nonreductive unification of matter and con-
sciousness that is implicit in panpsychism has, in recent years, led to a resurgence
of interest in this position, particularly in the form defended by Whitehead (see for
example the review of panpsychism by Skrbina, 2005a, 2005b; De Quincy, 2002;
and the readings on Whitehead in Weber and Desmond, 2008). A physicalist
version of panpsychism has also recently been defended by Strawson (2006).

9 I should stress again, however, that my theoretical preference is tangential to my
formal analysis of consciousness in Chapters 1 to 13. This focuses entirely on
ordinary human consciousness, so it does not depend on the wider distribution of
consciousness.

10 See discussion in Chapter 10 and a further discussion of this issue in Libet (2003b)
and Velmans (2003b, 2004).

11 The same point has also been been put by David Galin (in an online conference
on first- and third-person approaches to the study of emotion, organised by the
University of Arizona, February, 1999) – and Metzinger (1997, 2003) has sug-
gested what some of the functional characteristics of a first-person view might be.

12 See, for example, Neumann (1973), Edinger (1984), and Wilber (1996).
13 This coffin is in the collection of the British Museum – see Reed, 1987, pp. 145–150.

I am grateful to the essayist Emilios Bouratinos for bringing this to my attention.
The text follows the translation from the original exactly, but, for clarity, I have
added my own prose-poem structure.
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