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Introduction

It is now widely recognized that biomechanics plays an important role in the understanding
of the fundamental principles of human movement; the prevention and treatment of mus-
culoskeletal diseases; and the production of implements and tools that are related to human
movement.

To the best of our knowledge, the biomechanics books that have been published in the
past decade mainly focus on a single subject, such as motor control, body structure and
tissues, the musculoskeletal system, or neural control. As biomechanics has become an
increasingly important subject in medicine and human movement science, and biomechan-
ics research is published much more widely, it is now time to produce a definitive synthesis
of contemporary theories and research on medicine and human movement related biome-
chanics. For this purpose, we edited the Handbook of Biomechanics and Human Movement
Science, which can act as a comprehensive reference work that covers injury-related research,
sports engineering, sensorimotor interaction issues, computational modelling and simulation,
and other sports and human performance related studies. Moreover, this book was intended
to be a handbook that will be purchased by libraries and institutions all over the world as a
textbook or reference for students, teachers, and researchers in related subjects.

The book is arranged in eight sections, each containing four to seven chapters, totalling
41 chapters. The first section is titled ‘Modelling and simulation of tissue load’. Under this
title, David Lloyd and colleagues, Clark Dickerson, and Navid Arjmand and colleagues
address issues of modelling and simulation of tissue load in the lower extremity, upper
extremities, and human spine, respectively, using traditional mechanical methods.
Wolfgang Schollhorn and colleagues describe the artificial neural network (ANN) models
for modelling and simulation of sports motions. Finally, Jason Tak-Man Cheung introduces
the finite element modelling and simulation of the foot and ankle and its application.

The title of the second section is ‘Neuromuscular system and motor control’. Albert
Gollhofer introduces muscle mechanics and neural control, which is followed by the
chapter discussing the amount and structure of human movement variability by Karl Newell
and Eric James. Then Jamie Lukos and colleagues address the issue of planning and control
of object grasping focusing on kinematics of hand pre-shaping, contact and manipulation.
The fourth chapter by Dario Liebermann, describes the biomechanical aspects of motor
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INTRODUCTION

control in human landings. Finally, Matt Dicks and colleagues discuss the ecological
psychology and task representativeness, focusing on the implications for the design of
perceptual-motor training programmes in sport.

The third section is devoted to methodologies and system measurement. The opening
chapter, by Ewald Hennig, highlights the measurement of pressure distribution. Young-Hoo
Kwon addresses the use of numerical methods in measurements for deriving kinematic
parameters in sports biomechanics. The methods used in Alpine and Nordic skiing biome-
chanics is explained by Hermann Schwameder and colleagues. The fourth chapter looks at
issues in measurement and estimation of human body segment parameters, as contributed by
Jennifer Durkin. The section ends with the chapter about the use of electromyography in
studying human movement contributed by Travis Beck and Terry Housh.

The fourth section is for engineering technology and equipment design and has four
chapters. The section begins with the chapter in biomechanical aspects of footwear written
by Ewald Hennig, which is followed by the chapters in biomechanical aspects of the tennis
racket by Duane Knudson, sports equipment — energy and performance by Darren
Stefanyshyn and Jay Worobets, and biomechanical aspects of artificial sports surface prop-
erties by Sharon Dixon.

The seven chapters in the fifth section introduce the application of biomechanics in
sports. The biomechanics in throwing, snowboarding, in striking and kicking, in swimming,
in long jump, and in sprinting running are discussed by Roger Bartlett and Matthew Robins;
Greg Woolman; Bruce Elliott and colleagues; Ross Sanders and colleagues Nick Linthorne
and Joseph Hunter. The section concludes with the chapter that addresses the biomechan-
ical simulation models of sports activities as contributed by Maurice Yeadon and Mark King.

The sixth section focuses on the biomechanical aspects of injury, orthopaedics, and reha-
bilitation. The opening chapters highlight the biomechanical aspects of injuries in the
lower extremity (William Whiting and Ronald Zernicke), upper extremity (Ronald
Zernicke and colleagues), and spine (Brian Stemper and Narayan Yoganandan). The fourth
chapter introduces in vivo biomechanical studies for injury prevention contributed by
Mario Lamontagne and colleagues. Finally, Rosanne Naunheim shows how impact attenu-
ation and injury are affected by artificial turf.

The contribution of biomechanical study to health promotion is demonstrated in the
seventh section. Youlian Hong and colleagues look at the influence of backpack weight on
biomechanical and physiological responses of children during treadmill walking. Jing Xian
Li and Youlian Hong introduce ankle proprioception in young ice hockey players, runners,
and sedentary people. De Wei Mao explains the plantar pressure characteristics during Tai
Chi exercise. The last two chapters are related to falls and posture control. Daina Sturnieks
and Stephan Lord introduce the biomechanical study of falls in older adults, while Stephan
Turbanski discusses postural control in Parkinson’s disease.

The eighth and last section is devoted to biomechanics in training, learning, and coach-
ing. For this purpose, W.S. Erdmann addresses the application of biomechanics in soccer
training; Chris Button explores the perceptual-motor workspace using new approaches to
skill acquisition and training; and Manfred Vieten looks at the application of biomechanics
in martial art training. The book ends with two chapters on motor learning. Jin Yan and col-
leagues describe developmental and biomechanical characteristics of motor skill learning
and Bruce Abernethy and colleagues consider the use of biomechanical feedback to
enhance skill learning and performance.



INTRODUCTION

Contributions to this book are original articles or critical review papers written by lead-
ing researchers in their topics of expertise. Many recognized scholars participated in this
book project, to the extent that some eminent biomechanists have been omitted. We offer
our apologies. Finally we acknowledge our deep appreciation of the authors of this book who
devoted their precious time to this endeavour.

Youlian Hong and Roger Bartlett
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Neuromusculoskeletal modelling and simulation
of tissue load in the lower extremities

David G. Lloyd', Thor F. Besier?, Christopher R. Winby'

and Thomas S. Buchanan’
"University of Western Australia, Perth; 2Standford University, Stanford;
3University of Delaware, Newark

Introduction

Musculoskeletal tissue injury and disease in the lower extremities are commonly experi-
enced by many people around the world. In many sports anterior cruciate ligament (ACL)
rupture is a frequent and debilitating injury (Cochrane et al., 2006). Patellofemoral pain
(PFP) is one of the most often reported knee disorders treated in sports medicine clinics
(Devereaux and Lachmann, 1984), and is a common outcome following knee replacement
surgery for osteoarthritis (Smith et al., 2004). Osteoarthritis (OA) is one of the most
common musculoskeletal diseases in the world (Brooks, 2006), with the knee and hip
the most often affected joints (Brooks, 2006). All of these musculoskeletal conditions are
associated with large personal and financial cost (Brooks, 2006).

Clearly, orthopaedic interventions and pre- and rehabilitation programs are needed to
reduce the incidence and severity of these injuries and disorders. However, an understand-
ing of the relationship between the applied forces and resultant tissue health is required if
appropriate programmes are to be designed and implemented (Whiting and Zernicke, 1998).
Estimating tissue loads during activities of daily living and sport is integral to our under-
standing of lower extremity injuries and disorders. Many acute injuries such as ACL ruptures
occur during sporting movements that involve running and sudden changes of direction
(Cochrane et al., 2006). The progression of some joint disorders is also influenced by tissue
loading during walking or running, such as PFP (Smith et al., 2004) and tibiofemoral OA
(Miyazaki et al., 2002). It is also important to appreciate that for similar, or even identical
tasks, people use different muscle activation and movement patterns depending on the type
of control (Buchanan and Lloyd, 1995), experience (Lloyd and Buchanan, 2001), gender
(Hewett et al., 2004), and/or underlying pathologies (Hortobagyi et al., 2005). Therefore, to
examine tissue loading for some injury or disorder, people from different cohorts must be
assessed performing specific tasks.

Understanding the action of muscles is important in regard to the loading of ligaments, bone
and cartilage. For example, muscles can either load or unload the knee ligaments depending
on the knee’s external load and posture (O’Connor, 1993), and muscle co-contraction can
potentially generate large joint articular loading (Schipplein and Andriacchi, 1991).
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Therefore, models that estimate tissue loading need to estimate the forces and moments that
muscles produce.

So how do we assess the action of muscles and other tissue loading in the lower extrem-
ities, accounting for subject-specific movement and muscle activation patterns? This is pos-
sible with new measurement methods coupled with neuromusculoskeletal modelling
techniques. Neuromusculoskeletal modelling simply means modelling the actions of muscle
on the skeletal system as controlled by the nervous system. This chapter will explore the
development and application of our neuromusculoskeletal modelling methods to assess the
loads, stresses and strain of tissues in the lower extremities.

Models to assess tissue loading during motion

Our neuromusculoskeletal models are driven by experimental data measured from three-
dimensional (3D) motion analysis of people performing various sport-specific tasks or activ-
ities of daily living. In this, stereophotogrammetry techniques and kinematic models (Besier
et al., 2003) are used to measure the lower limb motion, electromyography (EMG) to assess
muscle activation patterns, and force plates and load cells to measure the externally applied
loads. These experimental data are used with the neuromusculoskeletal model to estimate
joint loading and tissue loading. Joint loading in this case refers to the net joint moments
and forces. Tissue loading is the force or moment applied to a group of tissues (e.g. all knee
extensors), or the force borne by an individual tissue (e.g. the ACL, cartilage, muscle). With
the addition of finite element models, the distribution of load (i.e. stress) or deformation
(i.e. strain) within an individual tissue (Besier et al., 2005a) is also assessed. However, let’s
first review the estimation of joint and muscle loading.

Joint loading and, in theory, muscle forces, can be estimated by inverse (Figure 1.1) or for-
ward dynamics (Figure 1.2). Inverse dynamics is most commonly used to determine the joint
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Figure 1.1 Schematic of an inverse dynamic model.
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Figure 1.2 Schematic of a forward dynamic model, including full neuromusculoskeletal modelling
components.

moments (M) and forces based on data collected in a motion analysis laboratory. With the
segments’ mass and inertial characteristics (m(q)), the joint motions (the joint angles (g),

angular velocities (9), and angular accelerations ( G )), and the external loading (moments

(Mg,,), forces (Fg,,), gravitational loading (G(q)), centrifugal and coriolis loading (C( 4,9 ))),
equation 1 is solved for the joint moments, that is:

—M]:m(q)d+c(qu)+G(q)+FExz+MExt (1)

However, the joint moment is the summation of the individual muscles moments (Figure 1.1).
In addition, the joint reaction forces, which are calculated as by-product of solving equation 1,
is the summation of the muscle, ligament and articular forces and provides no information on
their individual contributions. What is required is a means of decomposing the net joint
moments and forces into the individual muscle moments, and subsequently the forces sustained
by the muscles, ligaments and articular surfaces. Forward dynamics can provide the solution.

Forward dynamics solves the equations of motion for the joint angular accelerations
(4) by specifying the joint moments, that is:

q.:m_l(q)[c(q’q)+G(q)+FExt +M, +M] (2)

which can be numerically integrated to produce joint angular velocities and angles. In the
primary movement degrees of freedom the joint moments are the sum of the all muscle
moments (IMMT), i.e. SMMT = M. Therefore, a complete forward dynamics approach
models incorporates the action of each muscle driven by neural commands (Figure 1.2). In
this, the muscle activation dynamics determines the matrix of muscles’ activation profiles
(a) from the neural commands (e); the muscle contraction dynamics determines the
muscle forces (FMT) from muscle activation and muscle kinematics. Finally, the matrix of
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individual muscle moments (MMT) are calculated using the muscle moment arms (r(q))

estimated from a model of musculoskeletal geometry. Summing the individual muscle
. .. MT .

moments provides the net muscle moments at each joint (ZM;"), i.e.

MY =Y MYT =Y r (q)x BT (3)
1 1

where m is number muscles at a joint, j. The matrix of net muscle moments across all joints
(EMMT) are used in equation 2 to solve for the joint angular accelerations. However, there
is yet another solution to determine the muscle contributions to the net muscle moments,
which is a hybrid of forward and inverse dynamics.

Hybrid forward and inverse dynamics

The hybrid scheme can be used to calibrate and validate a neuromusculoskeletal model
based on the estimation of joint moments determined by both inverse and forward dynam-
ics (Figure 1.3) (Buchanan et al., 2004; Buchanan et al., 2005; Lloyd and Besier, 2003; Lloyd
et al., 2005). For forward dynamics to estimate individual muscle forces and thereby calculate
net muscle moments, the neural command to each muscle has to be estimated. This can
be achieved using a numerical optimization with an appropriately selected cost function
(e.g. minimize muscle stress) (Erdemir et al., 2007). Even though there is much debate over
the best choice of cost function, in some instances the resulting neural commands from opti-
mization reflect the EMG signals. However, this begs the question; why not use EMG to
specify the neural command and drive the neuromusculoskeletal model?

EMG-driven models (Buchanan et al., 2004; Lloyd and Besier, 2003) or EMG-assisted
models (McGill, 1992) of varying complexity have been used to estimate moments about
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'
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Figure 1.3 Schematic of a hybrid inverse dynamic and forward dynamic model, including full
neuromusculoskeletal modelling components.
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Figure 1.4 Schematic of our EMG-driven neuromusculoskeletal model, with four main parts:
(a) EMG-to-muscle activation dynamics model; (b) model of musculoskeletal geometry; (c) muscle
contraction dynamics model; and (d) model calibration to a subject.

Inverse Dynamics
Joint Moments

the knee (Lloyd and Besier, 2003; Olney and Winter, 1985), ankle (Buchanan et al., 2005),
lower back (McGill, 1992), wrist (Buchanan et al., 1993), and elbow (Manal et al., 2002).
Our EMG-driven neuromusculoskeletal model (Figure 1.4), has four main components:

(a) the EMG-to-muscle activation dynamics model;
(b) the model of musculoskeletal geometry;

(c) muscle contraction dynamics model; and

(d) model calibration to a subject.

EMG-to-muscle activation dynamics

In EMG-driven models, the neural commands (e in Figure 1.3) are replaced by the EMG
linear envelope. These neural signals are transformed into muscle activation (Zajac, 1989)
by the activation dynamics represented by either a first (Zajac, 1989) or second (Lloyd and
Besier, 2003) order differential equation. These assume a linear mapping from neural acti-
vation to muscle activation, and even though linear transformations provide reasonable
results (Lloyd and Buchanan, 1996; McGill, 1992), it is more physiologically correct to use
non-linear relationships (Fuglevand et al., 1999). For this we have additionally used either
power or exponential functions, which results in a damped second-order non-linear
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dynamic process, controlled by three parameters per muscle (Buchanan et al., 2004; Lloyd
and Besier, 2003). This produces a muscle activation time series between zero and one.

Musculoskeletal geometry model

In addition to muscle activation, muscle forces depend on the muscle kinematics. Muscle
kinematics, typically muscle-tendon moment arms and lengths, are estimated using a model
of the musculoskeletal geometry. The implementation of these musculoskeletal models
are made easier with the availability of modelling software such as SIMM (Software
for Interactive Musculoskeletal Modeling — MusculoGraphics Inc. Chicago, USA) or
AnyBody (AnyBody Technology, Denmark), which use graphical interfaces to help users
create musculoskeletal systems that represents bones, muscles, ligaments, and other tissues.
These models have been developed using cadaver data (Delp et al., 1990) and represent the
anatomy of a person with average height and body proportions.

These average ‘generic’ musculoskeletal models should be scaled to fit an individual’s size
and body proportions. This is not a trivial task (Murray et al., 2002) and the techniques used
depend on the technology available. At the simplest level, allometric scaling of bones can
be performed based upon anatomical markers placed on a subject during a motion capture
session. The attachment points of each musculotendon unit are scaled with the bone
dimensions, thereby altering the operating length and moment arm of that muscle. Regions
of bone can also be deformed based on anthropometric data to generate more accurate
muscle kinematics (Arnold et al., 2001). Alternatively, musculoskeletal models can be
created from medical imaging data.

Medical imaging such as computed tomography (CT) or magnetic resonance imaging
(MRI) can be used to obtain geometry of the joints and soft tissue. Although CT provides
high resolution images of bone with excellent contrast, MRI is a popular choice as it is capa-
ble of differentiating soft tissue structures and bone boundaries, without ionizing radiation.
Creating 3D models from MRI images involves segmentation to identify separate structures
such as bone, cartilage, or muscle (Figure 1.5a). Depending on image quality, this is
achieved using a combination of manual and semi-automated methods that produce struc-
tures represented as 3D point clouds (Figure 1.5b). These data are processed with commer-
cial software packages (e.g. Raindrop Geomagic, Research Triangle Park, NC) to create
triangulated surfaces of the anatomical structures (Figure 1.5¢c). We have used this tech-
nique to generate subject-specific finite element models of the patellofemoral (PF) joint to
estimate contact and stress distributions (Besier et al., 2005a).

By imaging muscles and joints in different anatomical positions, it is possible to deter-
mine how muscle paths change with varying joint postures. In these approaches muscles are
typically represented as line segments passing through the centre of the segmented muscle,
which provides muscle lines of actions throughout the joint range of motion. This has been
shown to accurately determine muscle-tendon length and moment arms of the lower limb
(Arnold et al., 2000) and upper limb (Holzbaur et al., 2005). Although this provides a good
estimate of the total musculotendon length and can answer many research questions, it does
not reflect the muscle fibre mechanics. To address this, several researchers have generated
3D muscle models using the finite element method (Blemker and Delp, 2006; Fernandez
and Hunter, 2005). Unfortunately, these are computationally expensive and difficult to
create, limiting their use in large scale musculoskeletal models, i.e. modelling many degrees
of freedom with many muscles.

8
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Figure 1.5 Creating a subject-specific musculoskeletal model of the knee involves segmentation of the
medical images to define the boundaries of the various structures: (a) the segmented structures, repre-
senting 3D point clouds; (b) are then converted to triangulated surfaces and line segments; (c) that
are used to determine musculotendon lengths and moment arms or converted to a finite element mesh
for further analysis.

Another approach to create subject-specific models is to deform and scale an existing
model to match a new data set. Free form deformation morphing techniques are capable of
introducing different curvature to bones and muscles and have been used to individualise
musculoskeletal models based on a CT or MRI data set (Fernandez et al., 2004). These
techniques make it possible to quickly generate accurate, subject-specific models of the
musculoskeletal system. However, one still needs to model how muscles generate force.

Muscle contraction dynamics model

Muscle contraction dynamics govern the transformation of muscle activation and musculo-
tendon kinematics to musculotendon force (FMT). Musculotendon models include models
of muscle, the contractile element, in series with the tendon. Most large scale neuromuscu-
losketelal models employ ‘Hill-type muscle models’ (Zajac, 1989; Hill, 1938) because these
are computationally fast (Erdemir et al., 2007). Typically, a Hill-type muscle model has a
generic force-length (f(,)), force-velocity (f(v,,)), parallel passive elastic force-length
(fy(1,,)) curves (Figure 1.4C), and pennation angle (¢(l,,)) (Buchanan et al., 2004, 2005).
These functions are normalized to the muscle properties of maximum isometric muscle force
(Fm=), optimal fibre length (L)), and pennation angle at optimal fibre length (¢°). The
non-linear tendon function (f(l,)) relates tendon force (F‘(t)) to tendon length (I,) and
depends on F™=* and the tendon property of tendon slack length (L) (Zajac, 1989). The
general equations for the force produced by the musculotendon unit (F™(t)) are given by:

E™())=F'(t) = F™f*(1,) (4)
=P [£0,)f (v, )a(0) +£,(1,) Jcos(0(1,))

The muscle and tendon properties (F™, L, ¢°, and LST) are muscle-specific and person
dependent. Values for these can be set to those reported in literature (Yamaguchi et al.,
1990). However, when the anatomical model is scaled to an individual this alters the
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operating length of each musculotendon unit, which necessitates scaling of the muscle and
tendon properties. For simplicity, muscle pennation angles are assumed to be constant across
subjects. Since people have different strengths, scaling factors for the physiological cross-
sectional area (PCSA), and, therefore, F™, of the flexors (dy.,) and extensors (J,,) are used
to adjust the model to the subject’s strength (Lloyd and Besier, 2003). Alternatively
regression equations can be used to scale PCSA according to body mass or MRI images of
the muscles (Ward et al., 2005). However, L and LST do not scale proportional to body
dimensions, such as bone length (Ward et al., 2005), yet strongly influence the force outputs
of the musculotendon model (Heine et al., 2003). Therefore, it is important to scale L and
L’ to an individual.

In scaling it is important to appreciate that is a constant property of a musculotendon unit
irrespective of musculotendon length (Manal and Buchanan, 2004), that is:

L—=L - 1™ cosox
LST = MT ’1“ m = constant
+ &
T

F™ cosar+0.2375

£ = ] 375 for e, 20.0127
(St
__\UUOME ) e <0012
&r 124.929 or &r 7

In this equation Ly is musculotendon length, L™ normalized muscle fibre length, &r tendon
strain, and F™ the normalized muscle force (F™(t)/F™) that would be generated by the
maximally activated muscle at I’™. For a given L), multiple solutions for L’ exist that
satisfy equation 5 (Winby et al., 2007). However, a unique solution for L, and L% can be
found if one assumes that the relationship between joint angle and the isometric musculo-
tendon force, and therefore I, is the same for all subjects regardless of size (Garner and
Pandy, 2003; Winby et al., 2007). If the "™ for a range of joint postures in the unscaled
anatomical model is known, with corresponding Ly obtained from the scaled model at the
same postures, a non-linear least squares fit provides solutions for unique values of both
L and L’ (Winby et al., 2007). These values will create a scaled '™~ joint angle relation-
ship that is the closest match to the unscaled model across the entire range of joint motion.
These values can either be treated as final muscle and tendon properties for a particular
subject or used as a starting point for a calibration process.

Calibration and validation

Calibration of a neuromusculoskeletal model is performed to minimize the error between
the joint moments estimated from inverse dynamics (equation 1) and the net musculoten-
don moments estimated from the neuromusculoskeletal model (Buchanan et al., 2005; Lloyd

and Besier, 2003), that is:

mini(ZMMT —M])2 (6)
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where n is the number trials that we include in the calibration process. If, for example, we
are implementing a knee model (Lloyd and Besier, 2003; Lloyd and Buchanan, 1996), we
would use the knee flexion-extension moments since these are primarily determined by the
muscles. These moments are determined from walking, running and/or sidestepping trials,
but we may also use trials from an isokinetic dynamometer, such as passively moving knee
through a range of motion, or maximal or submaximal eccentric and concentric isokinetic
strength tests (Lloyd and Besier, 2003).

An optimization scheme, such as simulated annealing (Goffe et al., 1994) is used to adjust
the activation dynamics parameters and musculotendon properties (8., O.x L%) (Lloyd
and Besier, 2003). Activation parameters are chosen as these have day-to-day variation due
to placement and positioning of the EMG electrodes. The musculotendon properties chosen
are those that are not well defined or easily measured (Lloyd and Besier, 2003). The initial
values are based on those in literature or scaled to the individual, and adjusted to lie within
a biologically acceptable range (Lloyd and Besier, 2003; Lloyd and Buchanan, 1996). In this
way, the model can be calibrated to each subject, and then validation of the calibrated
model performed.

Validation is one of the strengths of this neuromusculoskeletal modelling method. This
allows one to check how well the calibrated model can predict joint moments of other trails
not used in the calibration. For example, the calibrated neuromusculoskeletal knee model
produced exceptionally good predictions of the inverse dynamics knee flexion-extension
moments from over 200 other trials and predicted trials two weeks apart without loss in
predictive ability (average R* = 0.91 + 0.04) (Lloyd and Besier, 2003). Once a calibrated
model is shown to well predict joint moments, there is increased confidence in the esti-
mated musculotendon forces, which can then be used to assess the loads, stresses and strains
experienced by other tissues.

Assessing tissue load, stress and strain during motion

Two applications will be presented to illustrate the use of EMG-driven models to assess
tissue loads; one for the tibiofemoral joint and the other for the PF joint. Refer to our pre-
vious papers for other applications in the lower limb (Buchanan et al., 2005; Lloyd and
Buchanan, 1996; Lloyd and Buchanan, 2001; Lloyd et al., 2005).

Tibiofemoral joint contact forces while walking

This research is assessing how muscle activation patterns affect loading of the medial and
lateral condyles of the tibiofemoral joint during walking. Large knee adduction moments
in gait predict fast progression of medial compartment knee osteoarthritis (Miyazaki et al.,
2002) and rapid reoccurrence of varus deformity of the knee after high tibial osteotomy
(Prodromos et al., 1985). It is believed that large articular loading in the medial compart-
ment of the tibiofemoral joint, produced by the adduction moments, causes the rapid
osteoarthritic changes (Prodromos et al., 1985). Using a simple knee model, articular
loading in the medial relative to the lateral compartment also predicts the bone density
distribution in the proximal tibia (Hurwitz et al., 1998). However, muscle contraction
may change the loading of the medial and lateral condyles of the tibiofemoral joint
(Schipplein and Andriacchi, 1991) and must be taken into account. Indeed, altered
muscle activations patterns, which include high levels of co-contraction of the
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Figure 1.6 Condylar contact forces: (a) and external adduction moments; (b) for an APM subject and
age-matched control. Condylar forces normalized to body mass and a dimensionless scaling factor
related to knee joint size. External adduction moments normalized to body mass and distance between
condylar contact points.

hamstrings and quadriceps, have been observed in people with knee osteoarthritis
(Hortobagyi et al., 2005) and in those who have undergone arthroscopic partial meniscec-
tomy (Sturnieks et al., 2003). High levels of co-contraction may increase articular load-
ing and hasten tibiofemoral joint degeneration (Lloyd and Buchanan, 2001; Schipplein
and Andriacchi, 1991).

Subsequently we have examined the gait patterns and loading of the tibiofemoral joint in
patients who have had arthroscopic partial meniscectomy. Ground reaction forces, 3D kine-
matics and EMG during gait were collected from these patients and control subjects with
no history of knee joint injury or disease. A scaled EMG-driven neuromuscular skeletal
model of the lower limbs and knee was used, calibrated using the knee flexion moments of
several walking trials of different pace. Another set of walking trials were processed using
the calibrated model in order to obtain estimates of the musculotendon forces and to esti-
mate the adduction/abduction moments generated by the muscles about both the medial
and lateral condyles. Using these muscle moments, with the external adduction moments
estimated from inverse dynamics, dynamic equilibrium about each condyle permitted the
condylar contact forces to be calculated.

Preliminary results of this research suggest that contact forces on both the medial and
lateral condyles during early stance for the APM patients may be larger than those in
the control subject (Figure 1.6). This is despite the larger external adduction moments
exhibited by the control subject during the same phase, indicating that muscle forces may
confound estimates of internal joint loads based solely on external loading information.
More importantly, models that rely on lumped muscle assumptions (Hurwitz et al., 1998) or
dynamic optimization (Shelburne et al., 2006) to estimate muscle activity suggest that
unloading of the lateral condyle occurs during the stance phase of gait, necessitating
ligament load to prevent condylar lift off. This is contrary to our findings, and those from
instrumented knee implant research (Zhao et al., 2007), that indicate no unloading of
the lateral condyle occurs throughout stance. This example illustrates the importance
of incorporating measured muscle activity in the estimation of tissue loading.
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Patellofemoral cartilage stresses in knee extension exercises

Muscle forces obtained from an EMG-driven model can also provide input for finite
element (FE) models to determine the stress distribution in various tissues in and around the
knee. This framework is being used to estimate the cartilage stress distributions at the PF
joint (Besier et al., 2005b).

It is believed that elevated stress in the cartilage at the PF joint can excite nociceptors in
the underlying subchondral bone and is one mechanism by which patients may experience
pain. The difficulty in testing this hypothesis is that many factors can influence the stresses
in the cartilage, including: the geometry of the articulating surfaces; the orientation of the
patella with respect to the femur during loading; the magnitude and direction of the quadri-
ceps muscle forces; and the thickness and material properties of the cartilage. These com-
plexities are also likely reasons as to why previous research studies on PFP have failed to
define a clear causal mechanism. The FE method is well-suited to examine if pain is related
to stress, as it can account for all factors that influence the mechanical state of the tissue.
An EMG-driven musculoskeletal model is also essential to this problem, as a subject with
PFP may have very different muscle activation patterns and subsequent stress distributions
than a subject who experiences no pain.

To create subject-specific FE models of the PF joint, the geometry of the bones and
other important soft tissues (cartilage, quadriceps tendon and the patellar tendon) are
defined using high resolution MRI scans, as outlined previously. Using meshing software,
these structures are discretized into ‘finite elements’, which are assigned material properties
(e.g. Young’s modulus and Poisson’s ratio) to reflect the stress—strain behaviour of that
tissue. Since we are interested primarily in the cartilage, and we know that bone is many
times stiffer than cartilage, we assume the bones to be rigid bodies to reduce the computa-
tional complexity. Various constitutive models exist to represent the behaviour of cartilage,
however, for transient loading scenarios (greater than 0.1 Hz), such as walking and running,
the mechanical behaviour of cartilage can be adequately modelled as a linear elastic solid
(Higginson and Snaith, 1979).

The MR images also allow the quadriceps muscle and patellar tendon attachments to be
defined. These structures can be modelled as membrane elements over bone (Figure 1.7),

Figure 1.7 Finite element model of the PF joint showing the connector element used to apply the
quadriceps forces determined from the EMG-driven neuromusculosketelal model.
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Figure 1.8 Finite element mesh of a patella showing solid, hexahedral elements that make up the
patellar cartilage: (a) These elements are rigidly fixed to the underlying bone mesh. Exemplar contact
pressures; (b) and; (c) developed during a static squat held at 60° knee flexion.

actuated by a connector element that represents the line of action of the musculotendon
unit. For quasi-static loading situations, the tibiofemoral joint is fixed to a specific joint con-
figuration (e.g. stance phase of gait) and muscle forces from the scaled EMG-driven neuro-
musculoskeletal model for that subject are applied to the PF model. In these simulations,
the patella, with it six degrees of freedom, will be a positioned in the femoral trochlear to
achieve static equilibrium, following which the stresses and strains throughout the cartilage
elements are determined (Figure 1.8).

To validate these EMG-driven FE simulations, subjects are imaged in an open-configuration
MRI scanner, which allows volumetric scans to be taken of the subject’s knee in an upright,
weight-bearing posture. These images can be used to provide accurate joint orientations for
each simulation as well as PF joint contact areas (Gold et al., 2004). The same upright,
weight-bearing squat is performed in a motion capture laboratory, where EMG, joint kine-
matics and joint kinetics and subsequent muscle forces are estimated using an EMG-driven
model. The simulation of these weight-bearing postures permits a validation of the FE
model in two ways. Firstly, we compare the contact areas of the simulation with those
measured from the MR images, which should closely match. Secondly, we compare the final
orientation of the patella from the simulation to the orientation within the
MR images, and these should also match. Future development can include an optimisation-
feedback loop in which information from the FE model is then given back to the EMG-
driven model in order to improve the estimation of contact area and patella orientation.

This approach provides a framework for the estimation of muscle forces that accounts
for muscle activations, joint contact mechanics and tissue-level stresses and strains.
The validated EMG-driven FE model can then be used to simulate other activities by
placing the tibiofemoral joint into other configurations and using muscle forces from the
EMG-driven model.

In summary, the development of medical imaging modalities combined with EMG-driven
musculoskeletal models are providing researchers with tools to estimate the loads, stresses,
and strains throughout various biological tissues. These advancements have created avenues
for biomedical researchers to gain valuable insight regarding the form and function of the
musculoskeletal system, and to prevent or treat musculoskeletal tissue injury and disease in
the lower extremities.
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Note

1 This equation is modified from Manal and Buchanan (2004) to include the toe region of the
tendon stress/strain curve.

References

1. Amold, A.S., Blemker, S.S. and Delp, S.L. (2001) ‘Evaluation of a deformable musculoskeletal
model for estimating muscle-tendon lengths during crouch gait’. Ann Biomed Eng, 29: 263-74.

2. Arnold, A.S., Salinas, S., Asakawa, D.J., and Delp, S.L. (2000) ‘Accuracy of muscle moment arms
estimated from MRI-based musculoskeletal models of the lower extremity’. Computer Aided
Surgery, 5: 108-19.

3. Besier, T.E, Draper, C.E., Gold, G.E., Beaupre, G.S. and Delp, S.L. (2005a) ‘Patellofemoral joint
contact area increases with knee flexion and weight-bearing’. Journal of Orthopaedic Research, 23:
345-50.

4. Besier, T.E, Gold, G.E., Beaupre, G.S. and Delp, S.L. (2005b) ‘A modeling framework to estimate
patellofemoral joint cartilage stress in-vivo’. Medicine & Science in Sports and Exercise, 37:
1924-30.

5. Besier, T.E, Sturnieks, D.L., Alderson, J.A. and Lloyd, D.G. (2003) ‘Repeatability of gait data
using a functional hip joint centre and a mean helical knee axis’. ] Biomech, 36: 1159-68.

6. Blemker, S.S. and Delp, S.L. (2006) ‘Rectus femoris and vastus intermedius fiber excursions
predicted by three-dimensional muscle models’. Journal of Biomechanics, 39: 1383-91.

7. Brooks, PM. (2006) ‘The burden of musculoskeletal disease — a global perspective’. Clin
Rheumatol, 25: 778-81.

8. Buchanan, T.S. and Lloyd, D.G. (1995) ‘Muscle activity is different for humans performing static
tasks which require force control and position control’. Neuroscience Letters, 194: 61-4.

9. Buchanan, T.S,, Lloyd, D.G., Manal, K. and Besier, T.E (2004) ‘Neuromusculoskeletal Modeling:
Estimation of Muscle Forces and Joint Moments and Movements From Measurements of Neural
Command’. ] Appl Biomech, 20: 367-95.

10. Buchanan, T.S., Lloyd, D.G., Manal, K. and Besier, T.E (2005) ‘Estimation of muscle forces and
joint moments using a forward-inverse dynamics model’. Med Sci Sports Exerc, 37: 1911-6.

11. Buchanan, T.S., Moniz, M.]., Dewald, J.P. and Zev Rymer, W. (1993) ‘Estimation of muscle forces
about the wrist joint during isometric tasks using an EMG coefficient method’. ] Biomech, 26:
547-60.

12. Cochrane, J.L., Lloyd, D.G., Buttfield, A., Seward, H. and McGivern, ]. (2006) ‘Characteristics
of anterior cruciate ligament injuries in Australian football’. ] Sci Med Sport.

13. Delp, S.L., Loan, ]J.P., Hoy, M.G., Zajac, EE., Topp, E.L. and Rosen, J.M. (1990) ‘An interactive
graphics-based model of the lower extremity to study orthopaedic surgical procedures’. IEEE Trans
Biomed Eng, 37: 757-67.

14. Devereaux, M.D. and Lachmann, S.M. (1984) ‘Patello-femoral arthralgia in athletes attending a
Sports Injury Clinic’. Br ] Sports Med, 18: 18-21.

15. Erdemir, A., Mclean, S., Herzog, W. and Van Den Bogert, A.]. (2007) ‘Model-based estimation of
muscle forces exerted during movements’. Clin Biomech (Bristol, Avon), 22: 131-54.

16. Fernandez, ].W. and Hunter, PJ. (2005) ‘An anatomically based patient-specific finite element
model of patella articulation: towards a diagnostic tool’. Biomech Model Mechanobiol, 4: 28-38.

15



DAVID G. LLOYD, THOR E. BESIER, CHRISTOPHER R. WINBY AND THOMAS S. BUCHANAN

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

217.

28.

29.

30.

31.

32.

33.

34.

35.

36.

37.

38.

39.

16

Fernandez, J.W., Mithraratne, P, Thrupp, S.E, Tawhai, M.T. and Hunter, PJ. (2004)
‘Anatomically based geometric modelling of the musculo-skeletal system and other organs’.
Biomech Model Mechanobiol, 2: 139-155.

Fuglevand, A.]., Macefield, V.G. and Bigland-Ritchie, B. (1999) ‘Force-frequency and fatigue
properties of motor units in muscles that control digits of the human hand’. ] Neurophysiol, 81:
1718-29.

Garner, B.A. and Pandy, M.G. (2003) ‘Estimation of musculotendon properties in the human
upper limb’. Ann Biomed Eng, 31: 207-20.

Goffe, W.L., Ferrieir, G.D. and Rogers, . (1994) ‘Global optimization of statistical functions with
simulated annealing’. Journal of Econometrics, 60: 65-99.

Gold, G.E., Besier, T.E, Draper, C.E., Asakawa, D.S., Delp, S.L. and Beaupre, G.S. (2004)
‘Weight-bearing MRI of patellofemoral joint cartilage contact area’. ] Magn Reson Imaging, 20:
526-30.

Heine, R., Manal, K. and Buchanan, T.S. (2003) ‘Using Hill-Type muscle models and emg data
in a forward dynamic analysis of joint moment:evaluation of critical parameters’. Jowrnal of
Mechanics in Medicine and Biology, 3: 169-186.

Hewett, T.E., Myer, G.D. and Ford, K.R. (2004) ‘Decrease in neuromuscular control about the
knee with maturation in female athletes’. ] Bone Joint Surg Am, 86-A: 1601-8.

Higginson, G.R. and Snaith, J.E. (1979) ‘The mechanical stiffness of articular cartilage in con-
fined oscillating compression’. Eng Medicine, 8: 11-14.

Hill, A.V. (1938) ‘The heat of shortening and the dynamic constants of muscle’. Proceedings of the
Royal Society of London Series B, 126: 136-195.

Holzbaur, K.R., Murray, W.M. and Delp, S.L. (2005) ‘A model of the upper extremity for simulat-
ing musculoskeletal surgery and analyzing neuromuscular control’. Ann Biomed Eng, 33: 829-40.
Hortobagyi, T., Westerkamp, L., Beam, S., Moody, J., Garry, J., Holbert, D. and Devita, P. (2005)
‘Altered hamstring-quadriceps muscle balance in patients with knee osteoarthritis’. Clin Biomech
(Bristol, Avon), 20: 97-104.

Hurwitz, D.E., Sumner, D.R., Andriacchi, T.P. and Sugar, D.A. (1998) ‘Dynamic knee loads
during gait predict proximal tibial bone distribution’. Journal of Biomechanics, 31: 423-30.

Lloyd, D.G. and Besier, T.E (2003) ‘An EMG-driven musculoskeletal model to estimate muscle
forces and knee joint moments in vivo’. ] Biomech, 36: 765-76.

Lloyd, D.G. and Buchanan, T.S. (1996) ‘A model of load sharing between muscles and soft tissues
at the human knee during static tasks’. Journal of Biomechanical Engineering, 118: 367-76.

Lloyd, D.G. and Buchanan, T.S. (2001) ‘Strategies of muscular support of varus and valgus isomet-
ric loads at the human knee’. ] Biomech, 34: 1257-67.

Lloyd, D.G., Buchanan, T.S. and Besier, T.E (2005) ‘Neuromuscular biomechanical modeling to
understand knee ligament loading’. Med Sci Sports Exerc, 37: 1939—47.

Manal, K. and Buchanan, T.S. (2004) ‘Subject-specific estimates of tendon slack length: a numeri-
cal method’. Journal of Applied Biomechanics, 20: 195-203.

Manal, K., Gonzalez, R.V,, Lloyd, D.G. and Buchanan, T.S. (2002) ‘A real-time EMG-driven vir-
tual arm’. Comput Biol Med, 32: 25-36.

McGill, SM. (1992) ‘A myoelectrically based dynamic three-dimensional model to predict loads
on lumbar spine tissues during lateral bending’. ] Biomech, 25: 395-414.

Miyazaki, T., Wada, M., Kawahara, H., Sato, M., Baba, H. and Shimada, S. (2002) ‘Dynamic load
at baseline can predict radiographic disease progression in medial compartment knee osteoarthritis’.
Ann Rheum Dis, 61: 617-22.

Murray, W.M., Buchanan, T.S. and Delp, S.L. (2002) ‘Scaling of peak moment arms of elbow mus-
cles with upper extremity bone dimensions’. Journal of Biomechanics, 35: 19-26.

O’Connor, J.J. (1993) ‘Can muscle co-contraction protect knee ligaments after injury or repair?’
Jowmal of Bone & Joint Surgery — British Volume, 75: 41-8.

Olney, S.J. and Winter, D.A. (1985) ‘Predictions of knee and ankle moments of force in walking
from EMG and kinematic data’. ] Biomech, 18: 9-20.



NEUROMUSCULOSKELETAL MODELLING AND SIMULATION OF TISSUE LOAD

40.

41.

42.

43.

4.

45.

46.

47.

48.

49.

50.

Prodromos, C.C., Andriacchi, T.P. and Galante, J.O. (1985) ‘A relationship between gait and clini-
cal changes following high tibial osteotomy’. ] Bone Joint Surg (Am), 67: 1188-94.

Schipplein, O.D. and Andriacchi, T.P. (1991) ‘Interaction between active and passive knee stabi-
lizers during level walking’. Journal of Orthopaedic Research, 9: 113-9.

Shelburne, K.B., Torry, M.R. and Pandy, M.G. (2006) ‘Contributions of muscles, ligaments, and
the ground-reaction force to tibiofemoral joint loading during normal gait’. J Orthop Res, 24:
1983-90.

Smith, A]., Lloyd, D.G. and Wood, D.J. (2004) ‘Pre-surgery knee joint loading patterns during
walking predict the presence and severity of anterior knee pain after total knee arthroplasty’.
J Orthop Res, 22: 260-6.

Sturnieks, D.L., Besier, T.E, Maguire, K.E and Lloyd, D.G. (2003) ‘Muscular contributions to stiff
knee gait following arthroscopic knee surgery’. Sports Medicine Australia Conference. Canberra,
Australia, Sports Medicine Australia.

Ward, S.R., Smallwood, L.H. and Lieber, R.L. (2005) ‘Scaling of human lower extremity muscle
architecture to skeletal dimensions’. ISB XXth Congress. Cleveland, Ohio.

Whiting, W.C. and Zernicke, R.E (1998) ‘Biomechanics of musculoskeletal injury,” Champaign,
[llinois, Human Kinetics, p. 177.

Winby, C.R., Lloyd, D.G. and Kirk, T.B.K. (2007) ‘Muscle operating range preserved by simple
linear scaling’. ISB XXIst Congress. Taipei, Taiwan.

Yamaguchi, G.T., Sawa, A.G.U., Moran, D.W., Fessler, M.]., Winters, ].M. and Stark, L. (1990)
‘A survey of human musculotendon actuator parameters’. In Winters, J.M. and Woo, S.L.Y. (Eds.)
Multiple Muscle Systems: Biomechanics and Movement Organization. New York, Springer-Verlag.
Zajac, EE. (1989) ‘Muscle and tendon: properties, models, scaling, and application to biomechanics
and motor control’. Critical Reviews in Biomedical Engineering, 17: 359-411.

Zhao, D., Banks, S.A., D’lima, D.D., Colwell Jr., C.W. and Fregly, B.]. (2007) ‘In vivo medial
and lateral tibial loads during dynamic and high flexion activities’. Journal of Orthopaedic Research,
25: 593-602.

17



Modelling and simulation of tissue
load in the upper extremities

Clark R. Dickerson

University of Waterloo, Waterloo

Introduction

Biomechanical analyses of the upper extremities are at a comparatively early stage compared
to other regional investigations, including gait and low back biomechanics. However, upper
extremity use pervades life in the modern world as a prerequisite for nearly all commonly
performed activities, including reaching, grasping, tool use, machine operation, typing and
athletics. Such a crucial role demands systematic study of arm use. This chapter highlights
methods used to analyze tissue loads in the shoulder, elbow and wrist.

Increased recognition of upper extremity disorders amongst both working (Silverstein
et al., 2006) and elderly (Juul-Kristensen et al., 2006) populations has resulted in numerous
targeted exposure modelling efforts. Many approaches focus on easily observable quantities,
such as gross body postures and approximations of manual force or load (McAtamney and
Corlett, 1993; Latko et al., 1997). While popular due to ease of use and low computational
requirements, they cannot estimate tissue-specific loads. However, computerized biome-
chanical analysis models exist to describe both overall joint loading and for loading of
specific tissues. Efforts to include biomechanical simulation using these tools in surgical
planning and rehabilitation are also gaining traction.

This chapter focuses primarily on the shoulder and elbow joints, which have received
minimal treatment in recent summaries of upper extremity biomechanics and injuries
(Keyserling, 2000; Frievalds, 2004). It reviews classic and current methods for analyzing
tissue loads, and highlights upcoming challenges and opportunities that accompany the
development of new approaches to better analyze, describe, and communicate the complexity
of these loads.

The shoulder

Three core concepts define shoulder biomechanical research: (1) fundamental shoulder
mechanics; (2) shoulder modelling approaches; and (3) unanswered shoulder function
questions.
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Fundamental shoulder mechanics: The shoulder allows placement of the hand in a vast
range of orientations necessary to perform a spectrum of physical activities. The joint’s intricate
morphology, including the gliding scapulothoracic interface, enables this versatility. Table 2.1
contains descriptions of the roles of the principal shoulder components. However, high postural
flexibility comes at the cost of intrinsic joint stability, as is widely reported (an overview is pro-
vided in Veeger and Van der Helm, 2007). The shallowness of the glenoid fossa requires addi-
tional glenohumeral stability generation from one or more mechanisms: active muscle
coordination, elastic ligament tension, labrum deformation, joint suction, adhesion/cohesion,
articular version, proprioception, or negative internal joint pressure (Schiffern et al., 2002; Cole
et al., 2007). Systematic consideration of the impact of these many mechanisms is arguably
required in order to replicate physiological shoulder muscle activity. Beyond this concern, the
mechanical indeterminacy in the shoulder must be addressed, as there are more actuators
(muscles) than there are degrees of freedom (DOF), by most definitions.

Shoulder biomechanical modelling: Although a historic focus on defining shoulder kine-
matics has existed (Inman et al., 1944; others), large-scale musculoskeletal models of the
shoulder did not emerge until the 1980s. Early methods for estimates of shoulder loading
focused on calculation of external joint moments using an inverse, linked-segment mode-
lling kinematics approach (as described in Veeger and van der Helm, 2004). These models
require kinematic or postural data along with external force data as inputs and output joint
external moments. Specific muscle force and stress levels, or internal joint force levels, can
provide expanded insight into the potential mechanisms of specific shoulder disorders.
Unfortunately, this capability is currently lacking in applied tools, though software does
exist for the calculation of externally generated static joint moments and loads (Chaffin
et al., 1997; Norman et al., 1994; Badler et al., 1989). Several attempts have been made to
model the musculoskeletal components of the shoulder. In general, determining tissue loads
requires four stages: (1) musculoskeletal geometry reconstruction; (2) calculation of exter-
nal forces and moments; (3) solving the load-sharing problem while considering joint sta-
bility; and (4) communicating results. Recent refinements mark each of these areas. Figure 2.1
demonstrates this progression, with intermediate outputs.

Geometric reconstruction: Several descriptions of shoulder musculoskeletal geometric data
exist (Veeger et al., 1991; van der Helm et al., 1992; Klein Breteler et al., 1999; Johnson
et al., 1996; Hogfors et al., 1987; Garner and Pandy, 1999). These typically consist of locally
(bone-centric) defined muscle attachment sites. The list is limited due to the considerable
difficulty in both obtaining and measuring the many elements. Although recent attempts to
characterize shoulder geometry using less invasive measurements (Juul-Kristensen et al.,
2000 a&b) have had success, they have been limited in scope to specific muscles, and thus
the cadaveric data sources remain the most completely defined for holistic modelling pur-
poses. Additionally, several authors (van der Helm and Veenbaas, 1991; Johnson et al.,
1996; and Johnson and Pandyan, 2005) have approached conversion of measured cadaveric
muscle attachment data to mechanically relevant elements. Presently, no consensus for
their definition exists across model formulations. The attachment sites and mechanical
properties of many shoulder girdle ligaments have also been described (Pronk et al., 1993;
Debski et al., 1999; Boardman, 1996; Bigliani, 1992; Novotny et al., 2000). However, their
limited contributions for the majority of midrange shoulder postures have minimized their
implementation as elastic elements in most approaches.

Beyond definition of muscle attachment sites, many models recognize the need to repre-
sent physiological muscle line-of-action paths through ‘muscle wrapping’. Amongst the
most commonly used techniques to generate wrapped muscles are the centroid method
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Table 2.1 Components of the shoulder and associated mechanical functions

Component Tissue DOF  Location in shoulder ~ Mechanical function
Sternum Bone N/A  Base of SCJ] Base of upper arm kinematic chain
Clavicle Bone N/A  Bridge between SC]  Enables positioning of scapula
and AC]J relative to torso, attachment site
for some shoulder muscles
Scapula Bone N/A  Connects torso, Site of proximal glenohumeral joint,
clavicle and humerus  enables multiple DOF for shoulder
girdle, attachment site for many
postural and articulating muscles
Humerus Bone N/A  Bony component Attachment site for articulating
of upper arm muscles, beginning of torso-
independent arm linkage
Sternoclavicular Joint 6 Base of clavicular Allows movement of clavicle
Joint (SCJ) segment
Acromioclavicular Joint 6 Base of scapular Allows modest movement of scapula
Joint (ACJ) segment relative to clavicle
Scapulothoracic Joint 5 Floating movement  Allows changes in scapular position
Joint (STJ) base of the scapula to enable glenoid placement
Glenohumeral Joint 6 Interface between Greatest range of motion of all
Joint (GHJ) scapula and humerus shoulder joints, also highest
instability
Postural Muscles ~ Muscle 1 Throughout shoulder Enable scapular positioning and
complex; primarily provide postural stability. Examples
between the scapula, include trapezius, rhomboids,
clavicle and torso serratus anterior, and levator
scapulae
Humeral Muscle 1 Muscles connecting ~ Enable humeral movement relative
Articulating humerus to to the torso. Examples include the
Muscles proximal sites deltoid, latissimus dorsi, pectoralis
major, and the rotator cuff.
Rotator Cuff Muscle 1 Set of four muscles Enable humeral movement while
that attach humerus  contributing to stabilizing
to scapula glenohumeral joint forces. Includes
the supraspinatus, infraspinatus,
subscapularis, and teres minor
Multi-joint Muscle 1 Throughout shoulder Multi-function muscles, an example
Muscles of which is biceps which flexes the
elbow while also providing some
glenohumeral joint stability
Ligaments Soft 1 SJC, AC]J, GH] Contribute to joint stability when
tissue under tension, can also produce
countervailing forces
Labrum Soft N/A  Over the articular Increases surface area of the glenoid,
Tissue surface of the glenoid  provides stability through suction

and adhesion mechanisms

(Garner and Pandy, 2000), geometric geodesic wrapping (van der Helm, 1994a; Hogfors et al.,
1987; Charlton and Johnson, 2001), and the via point method (Delp and Loan, 1995). The
validity of using extrapolations of cadaveric musculoskeletal data for model applications,
including muscle-wrapping, has seen limited testing, although recent evidence supports its

use in principle (Dickerson et al., 2006b; Gatti et al., 2007).
20



MODELLING AND SIMULATION OF TISSUE LOAD IN THE UPPER EXTREMITIES

Geometric Geometric
Reconstruction Parameters
e 1 ------ .
/ Motion
’ r
K Data -

........... / Internal
. Model
Dynamic
Model

! Subject

! & Task [ Shoulder
/" Data J Moments

Figure 2.1 Typical components of a musculoskeletal shoulder model. Inputs include body motion, task
characteristics and personal characteristics. While the first two models are independent, the muscle
force prediction model depends on the outputs of these models.

Arm and shoulder kinematics must also be represented in biomechanical models. Due to
substantial bony motion beneath and independent of the skin, palpation and tracking of
scapular and clavicular kinematics in vivo is difficult without invasive techniques. The
shoulder rhythm (often attributed to Inman et al., 1944) refers to the phenomenon that in
a given humerothoracic position, scapular and clavicular movement contribute to achiev-
ing that posture in a reproducible fashion. Generalized rhythm descriptions have been
observed (Karduna et al., 2001; McClure et al., 2001; Barnett et al., 1999) and described
mathematically (Inman et al., 1944; de Groot et al., 1998, 2001; Ludewig et al., 2004; Borstad
and Ludewig, 2002; Hogfors et al., 1991; Pascoal et al., 2000). However, when using derived
shoulder rhythms, it is important to consider that multiple scapular positions can achieve
identical humerothoracic postures (Matsen et al., 1994), and that biological variation in
shoulder rhythms exists.

Geometric models produce descriptions of the internal geometry of the shoulder, which
are primary inputs required for the load-sharing indeterminacy problem in an internal
muscle model.

Calculation of external forces and moments: An external arm model generally includes three
defined segments: hand, forearm and upper arm. Segmental inertial parameters can be esti-
mated using a variety of methods (Durkin and Dowling, 2003; Chapter 14 of this hand-
book). The segmental forms for translational and rotational equilibrium, respectively, for
the inverse dynamics approach are:

ZFEXT+FJ=ms*aS (1)
1-m

And:
Y My +M, =H, 2)
1-n

Where Fpxr values represent the m external forces acting on the segment, F; the reactive
force at the proximal joint, m, the mass of the segment, and a, the acceleration of the

21



CLARK R. DICKERSON

segment in Eq. 1. In Eq. 2, Mgxt represents the n external moments acting on the segment,
M; the reactive moment at the proximal joint, and H| the first derivative of the angular
momentum.

These equations yield joint reactive forces and moments. Inverse models used to calcu-
late external dynamic shoulder loading are frequently discussed (Hogfors et al., 1987;
Dickerson et al., 2006a), and analogues exist for gait analysis (Vaughan, 1991).

Calculation of individual muscle forces: The contributions of all shoulder musculoskeletal
components to generating joint moments must equal the external moment to achieve equi-
librium. Most models consider only active muscle contributions, due to the incompletely
documented contributions of shoulder ligaments across postures (Veeger and van der Helm,
2007; Matsen et al., 1994). The musculoskeletal moment equilibrium equation, for each
segment, is:

YLE=M, (3)

1-k

Where [; is the magnitude of the moment arm for muscle i, F; the force produced in muscle
i, M; the net reactive external moment, and k the number of muscles acting on the segment.

Models often use one of two popular methods to estimate muscle forces based on this
equilibrium: optimization-based and electromyography (EMG)-based. Optimization tech-
niques are frequently used to estimate muscular function in other body regions (McGill,
1992; Hughes et al., 1994, 1995; Crowninshield and Brand,1981 a&b). Essentially, an opti-
mization approach assumes that the musculoskeletal system, through the central nervous
system (CNS), allocates responsibility for generating the required net muscle moment to the
muscles in a structured, mathematically describable manner. This usually involves minimiz-
ing an objective function based on specific or overall muscle activation, such as overall
muscle stress, fatigue, specific muscle stress, or other quantities (Dul, 1984 a&b), with the
generic form of the solution as follows:

Minimize © (4)
s.t. Ax=B (linear equality constraints) (5)
0<f <u, fori=1,...,38 (muscle force bounds) (6)

Where © is the objective function, A and B coefficients in the segmental equilibrium equa-
tions, x a matrix of unknown quantities including muscle forces, f; the individual muscle
forces, and u; the maximum forces generated by each muscle.

One popular objective function in musculoskeletal optimization models is the sum of the
muscles stresses raised to a power:

n f m
O= E _— f 11121,2,3..‘ 1
= [PCSAi o @

Where PCSA,; is the physiological cross-sectional area of muscle i, n the number of muscles
considered, and m the exponent on the stress calculation. Most models use second or third
order formulations.
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Optimization approaches have dominated model development due to their mathematical
tractability and extensive theoretical foundations. A criticism of these models is their
chronic underestimation of muscle activity as measured by EMG (Laursen et al., 1998;
Hughes et al., 1994). Predicting shoulder muscle activation patterns is complicated by the
importance of glenohumeral stability to muscular recruitment and its appropriate mathe-
matical representation. Current approaches include requiring the net humeral joint reac-
tion force vector to be directed into the glenoid defined as an ellipse (van der Helm, 1994
a&b; Hogfors et al., 1987) and applying directional empirically-derived stability ratios to
limit the amount of joint shear force relative to compressive force at the glenohumeral joint
(Dickerson, 2005, 2007 a&b).

Conversely, EMG-based approaches (such as Laursen et al., 1998, 2003) use physiologi-
cally measured electrical signals measured at defined anatomical sites to set force levels in
individual muscles. As it is very difficult to measure all muscles in the shoulder simultane-
ously, due to limited accessibility and their number, assumptions are needed to assign activ-
ity to unmonitored muscles. One drawback of the EMG approach is its impotency for
proactive analyses of future tasks. By relying on individual measurements, however, this
approach assures the physiological nature of the outputs. Caution is required, as the EMG
signal is highly sensitive to changes in muscle length, posture, velocity and other factors
(Chaffin et al., 2006; Basmajian and De Luca, 1985) that can hinder interpretation and
affect the consistency of model predictions, particularly in dynamic analyses. The limited
utility of EMG-based models for simulation studies has led to their more frequent use in
clinical and rehabilitation applications.

The outputs of internal muscle models are muscle forces, net joint reaction forces, ligament
tension, and muscle stresses. These may be reported as either time series or instantaneous
values.

Communication of results: Historically, the output of many biomechanical shoulder models
has been made available only through archival literature. Unfortunately, this has also led to
limited use outside academia. This has changed with recent inclusions of shoulder models
in commercial software (Dickerson, 2006b) and independent, accessible implementations
(see Figure 2.2).

Forward dynamics approaches: Forward biomechanical models have also been developed
for several applications (Stelzer and von Stryk, 2006; van der Helm et al., 2001; Winters and
van der Helm, 1994), including in the shoulder. In a forward solution, a seeding pattern or
scheme of muscular activations is determined a priori or based upon the constraints of a
given exertion. This pattern produces a specific end effector force or generates a specific
movement. A final activation pattern results from the matching of these system outputs
with the desired function. The final pattern is useful for applications such as estimating joint
loading, powering prostheses (Kuiken, 2006) or specifying functional electrical stimulation
(FES) sites (Kirsch, 2006).

Unanswered shoulder modelling questions: Although many shoulder models exist, each
has advantages and limitations (Table 2.2). For simulation, few interface with motion analy-
sis or ergonomics software, especially those dependent on experimental measurements.
Beyond this functional requirement, several other aspects of shoulder biomechanics are
underdeveloped, specifically: population scalability, pathologies that impact shoulder func-
tion, and muscle use strategy modifiers, including arm stiffness and precision demands.
Systematic validation of many shoulder models would expand their implementation, as
many evaluations have been limited to constrained, static, planar exertions. However, many
arm-dependent activities are complex and include movement and inertial components that
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Figure 2.2 Screenshots of several aspects of the standalone SLAM (shoulder loading analysis modules)
software (Dickerson et al., 2006; 2007 a&b). (a) Beginning screen, which allows a choice of four input
methods; (b) angle-based input screen, in which anthropometrics, posture, and hand force levels are
specified; (c) geometric shoulder representation; and (d) muscle force predictions for a given posture-
load combination.

alter exposures. Further, of the multiple contributors to glenohumeral stability, few are
incorporated in existing models, with the exception of active muscle contraction. This may
partially explain predictions that do not match experimentally measured data, particularly
for antagonists (Karlsson et al., 1992; Garner and Pandy, 2001). Finally, although attempts
have been made to understand reflexive control in the shoulder (de Vlugt et al., 2002, 2006;
van der Helm et al., 2002), the field is still in its infancy. Ultimately, despite many fundamen-
tal findings, much work remains to accurately describe shoulder function and mechanics.

The elbow

The human elbow, while often modeled as a single DOF hinge joint, is a multi-faceted inter-
section of the humerus, radius and ulna. The elbow combines ligamentous, bony and
capsular contributions to achieve a high level of stability.
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Elbow models: Two-dimensional (2D) models of elbow flexion are common examples
in biomechanics textbooks (i.e. Hughes and An, 1999; Chaffin, 2006). Much elbow
biomechanical research, however, has focused on producing three-dimensional (3D)
elbow models. An and Morrey (1985) presented 3D potential moment contributions of
12 muscles for multiple arm configurations. They concurrently required equilibrium
about both the flexion/extension and varus/valgus axes. Their model revealed differential
biceps contributions to varus or valgus moments with changing forearm position, while the
flexor digitorum superficial is showed similar postural oscillations between flexion and
extension. EMG studies of elbow flexion have complemented optimization approaches in
concluding the following: (1) biceps activity decreases in full pronation; (2) the brachialis
is nearly always active in flexion; and (3) the heads of the biceps and triceps activate in the
same manner during most motions (An and Morrey, 1985).

Computerized models of the elbow: Enhanced computerized models of the elbow have
built on these concepts, and allow simulation of all possible arm placements and provide
rapid feedback regarding tissue loading. They contain full descriptions of muscle elements
crossing the elbow (Murray, 1995, 2000, 2002) and consider geometric scaling (Murray,
2002), and postural variation (Murray, 1995). Another area offering novel solutions to
elbow biomechanical tissue load quantification is stochastic modelling approaches, in
which distributed inputs yield multiple solutions and generate ranges of outputs
(Langenderfer et al., 2005). This approach is sensitive to population variability, whereas
deterministic models typically use only average data as input, limiting application to a
diverse population.

The wrist and hand

The wrist is an intricate network of carpal bones and ligaments that form a bridge between
the distal ulna and radius and the metacarpals. It enables high flexibility and an extraordi-
nary range of manual activities.

Pulley models: Significant attention has focused on the estimation of tissue loads on the
flexor tendons, synovium and median nerve, as these are the sites of common cumulative
wrist pathologies. Tendon pulley models (Landsmeer, 1962; Armstrong and Chaffin, 1978)
were early approaches to modelling the influence of hand-supplied forces on flexor tendon
loads. In these models, flexor tendons are supported by the flexor retinaculum in tension
and the carpal bones in extension. They proposed that the radial reaction force on the
support surfaces is describable by:

F, =2F.e" sin (g) (8)

where Fjy, is the radial reaction force, Fr the force or tension in the tendon, u the coefficient
of friction between the tendon and support tissue, and 6 the wrist deviation angle.
The normal forces acting on the tendon are characterized by:

uo
B Ere
= ——
R
where R is the radius of curvature of the tendon around the supporting tissues.
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In healthy synovial joints, the value of tt is small (about 0.003-0.004, according to Fung,
[1981]). Small values cause Eq. 4 and 5 to simplify to:

F, = 2F, sin (g) (10)
and:
F
F,=-L
"R (11)

Finally, the shear force in the synovial tunnels through which the tendons slide is calculated as:
F s = F NU ( 1 2)

This value approaches zero in a healthy wrist, but increases markedly in the case of an
inflamed synovium. Wrist angular accelerations have been included to extend these static
models into dynamic models (Schoenmarklin and Marras, 1993). However, some of these
models remain 2D representations and neglect muscular coactivation (Frievalds, 2004).

Advanced wrist models: The pulley models have been followed by intricate wrist represen-
tations that recognize the wrist’s mechanical indeterminacy. Methods to resolve the indeter-
minacy include reduction, optimization and combination (Freivalds, 2004; Kong et al., 2006).
Reduction solutions exist for both 2D (Smith et al., 1964) and 3D idealized solutions.
Optimization techniques are typically used for more complex representations (Penrod et al.,
1974; Chao and An, 1978a; An et al., 1985). Combination approaches have also been used
(Chao and An, 1978b; Weightman and Amis, 1982). Current advanced models include
enhanced geometric musculoskeletal representations. For example, in the 2D model of Kong
(2004), the fingers are four distinct phalanges. The model identifies the optimal handle size for
gripping to minimize tendon forces (Kong et al., 2004) and models handgrip contact surfaces
for multiple segments. Magnetic resonance imaging (MRI) techniques have been leveraged to
create physiological representations of flexor tendon geometry and changes that occur with
postural and applied load variation (Keir et al., 1997, 1998; Keir and Wells, 1999; Keir, 2001).
These efforts have revealed the combination effect of tendon tension on influencing the
radius of curvature, which results in a marked increase in the tendon normal force (Figure 2.3).
EMG coefficient models also exist to estimate wrist muscle forces (Buchanan et al., 1993).

Experimental complements to wrist models: Experimental studies have assessed the
function of wrist flexors and dynamics for computer activities (An et al., 1990; Dennerlein,
1999, 2005, 2006; Keir and Wells, 2002; Sommerich et al., 1998). Some results suggest that
certain tendon model formulations may underestimate tissue tensions (Dennerlein, 1998).
Goldstein et al. (1987) demonstrated that residual strain occurs with repeated exposure and
may lead to flexor tendon damage and inflammation. Fatigue has also been implicated as
influencing muscular activation patterns (Mogk and Keir, 2003).

Composite arm models

Multi-joint upper extremity models also exist. Several shoulder models include the elbow and
multi-articular muscles, while others additionally include the wrist and hand. Examples of
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Figure 2.3 (a) The effect of tendon load on the radius of curvature for the load bearing flexor tendons
[pinch grip, flexed 45°]. Deep (FDP) and superficial (FDS) tendons are shown for digits 2 and 3.
(b) Implications of the force increase on normal force applied to tendon as defined by the equations
of Armstrong and Chaffin (1978). (Figure courtesy of P. Kier.)

composite models include the Dutch Shoulder and Elbow Model (van der Helm, 1991, 1994
a&b), the Stanford Model (Holzbaur et al., 2005, 2007 a&b), and the Texas Model (Garner
and Pandy, 1999, 2001, 2002, 2003).

Clinical biomechanical simulations

Though the importance of shoulder biomechanics for effective orthopedics has long been
recognized (Fu et al., 1991), researchers have recently focused on refining or developing
surgical techniques with biomechanics. An investigation of massive rotator cuff repair tech-
niques showed tendon transfer using teres major to be more effective than using latissimus
dorsi (Magermans et al., 2004). Quantitative geometric shoulder models exist for the surgi-
cal planning of shoulder arthroplasty, reducing the likelihood of post-surgical implant
impingement (Krekel et al., 2006). Studies of rotator cuff pathologies have focused on sim-
ulation of muscle deficiency to predict post-injury activation patterns and capacity
(Steenbrink, 2006a; 2006b), with moderate success. Similar approaches have evaluated
specific muscle transfers in the elbow by adjusting model-defined muscle attachment param-
eters (Murray et al., 2006). Despite the novelty of biomechanically assisted surgery, rapid
advances make this a promising field.

Conclusion

Upper extremity biomechanical models provide valuable information regarding specific
tissue exposures. The models are useful for answering questions in the areas of ergonomics,
athletics, injury pathogenesis, rehabilitation, surgical techniques, and biomimetic applica-
tions. Model selection depends on the fidelity of output dictated by the scientific question.
Although many primary questions have answers, gaps remain. Two priorities are assessing
cumulative tissue loading during longer activities and seamless integration of biomechanical
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models into workplace and product design software. Despite numerous future challenges, bio-
mechanical modelling promises to produce many insights into arm function and dysfunction.
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Modeling and simulation of tissue load
in the human spine
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Introduction

Low back disorders (LBDs) are highly prevalent worldwide, affecting up to 85 per cent of
adults at some time in their lives, causing suffering, disability and loss of productivity
(Frymoyer, 1996). The one-year prevalence rate in the US, Germany, Norway, and Sweden,
for instance, has been reported to be as high as 56 per cent, 59 per cent, 61 per cent and
70 per cent, respectively (Ihlebaek et al., 2006; Manchikanti, 2000; Schneider et al., 2007).
They remain as a major economic burden on individuals, industries and societies as a whole.
In the US during 2005 alone, the total cost associated with LBDs has been suggested to
vary from $100 to $200 billion (Katz, 2006) that is comparable with an estimated
$81.2 billion in damage associated with the Hurricane Katrina, recognized as the costli-
est natural disaster in the US history, that took place in the same year (Wikipedia
Encyclopedia, 2006).

Although low back pain (LBP) could originate from different musculoskeletal structures
such as vertebrae, ligaments, facet joints, musculature, and disc annulus fibrosis, in most
cases the exact cause of the symptoms remains, however, unknown (Diamond and
Borenstein, 2006). In a large survey, lifting or bending episodes accounted for 33 per cent
of all work-related causes of LBP (Damkot et al., 1984). Combination of lifting with lateral
bending or twisting that occurs in asymmetric lifts has been identified as a frequent cause of
back injury in the workplace (Andersson, 1981; Hoogendoorn et al., 2000; Kelsey et al.,
1984; Marras et al., 1995; Troup et al., 1981; Varma and Porter, 1995). Among various work-
related activities, lifting, awkward posture, and heavy physical work have strong relation-
ship with lumbar musculoskeletal disorders (NIOSH, 1997). Lifting, therefore, is one of the
major documented risk factors for LBDs (Burdorf and Sorock, 1997; Ferguson and Marras,
1997; Frank et al., 1996).

The foregoing studies confirm an association between manual material handling tasks
and LBDs and suggest that excessive and repetitive mechanical loads acting on the spine
could play major causative roles in LBDs. Proper knowledge of ligamentous loads, muscle
forces, and trunk stability in the normal and pathologic human spine under various recre-
ational and occupational activities, hence, becomes crucial towards appropriate and effective
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management of LBDs. Prevention, rehabilitation, treatment, and performance enhance-
ment programs stand to substantially benefit from an improved understanding on the load
partitioning in the human spine. Infeasibility of direct measurement of muscle forces and
spinal loads in human beings and the limitations in extrapolation of such data collected
from animal studies have led to indirect quantification of loads on spine by measuring
representative biomedical indicators (e.g. intra-discal pressure, muscle electromyographic
(EMG) activity). However, apart from invasiveness, cost concerns, limitations and difficul-
ties, the validity of such indicators to adequately represent spinal loads has also been
questioned (van Dieen et al., 1999). Biomechanical models have, thus, been recognized as
indispensable tools for estimation of muscle forces, spinal loads, and trunk stability during
various occupational and recreational activities.

Single-level biomechanical models

Biomechanical models, both static and dynamic, use basic principles of mechanics to esti-
mate muscle forces and spinal loads under different loading conditions. Forces in various
active (i.e., trunk muscles) and passive (e.g. posterior ligaments and discs) structures are
calculated by consideration of equilibrium equations. A free body diagram of the trunk (typ-
ically cut by an imaginary plane through the L4-L5 disc) is employed to maintain equilib-
rium between known external moments (due to gravity/inertia/external loads usually
estimated by a link segment model) and unknown internal moments (due to spinal active
and passive structures at the plane of cut). Unfortunately, such equilibrium equations
cannot be resolved deterministically, as the number of unknowns significantly exceeds that
of available equations (kinetic redundancy problem). A number of biomechanical models
have been introduced to tackle the foregoing kinetic redundancy in equilibrium equations
and to estimate spinal and muscle loads. Three approaches that have often been used in the
analysis of different joint systems are: single-equivalent muscle, optimization-based, and
EMG:-assisted approach (Gagnon et al., 2001; Shirazi-Adl and Parnianpour, 2001; van
Dieen and Kingma, 2005).

In the reduction or equivalent muscle approach, the role of muscles is simplified by neglect-
ing some and grouping others into synergistic ones, assuming a priori known activation levels;
thus reducing the number of unknown muscle forces to the available equilibrium equations.
In the optimization approach it is assumed that there is one cost (objective) function (or many
cost functions) that may be minimized or maximized by the central nervous system (CNS)
while attempting to satisfying the equilibrium conditions. Constraint equations on muscle
forces are introduced in parallel enforcing that muscle forces remain greater than zero
and smaller than some maximum values corresponding to the maximum allowable stress in
muscles. Various linear (e.g., related to axial compression) and nonlinear (e.g., related to
muscle fatigue) cost functions have been employed. The nonlinear cost function of the sum
of cubed or squared muscle stresses has been suggested to adequately match collected EMG
data (Arjmand and Shirazi-Adl, 2006a). In the EMG-assisted approach, electromyography
signals of limited and often only superficial trunk muscles are first measured. A relationship
between normalized EMG activity of a trunk muscle and its force is subsequently presumed,
allowing for the estimation of individual trunk muscle forces while satisfying the existing
equilibrium equations (Gagnon et al., 2001; Marras and Granata, 1997; McGill and
Norman, 1986). Each of these three approaches has its own advantages and drawbacks
(van Dieen and Kingma, 2005; Reeves and Cholewicki, 2003).
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Multi-level biomechanical models

Single-level models have been and remain to be very popular in biomechanical model
investigations of different multi-joint studies (e.g., Cholewicki et al., 1995; Granata et dl.,
2005; Marras et al., 2006; McGill and Norman, 1986; Parnianpour et al., 1997; Schultz et dl.,
1982; van Dieen et al., 2003; van Dieen and Kingma, 2005). These models have widely been
employed in ergonomic applications and in injury prevention and treatment programs.
A major shortcoming with these models, however, lies in the consideration of the balance
of net external moments only at a single joint or cross-section (typically at lowermost
lumbar discs) rather than along the entire length of the spine. This drawback naturally
exists in dynamic and quasi-static model studies alike while simulating either sagittaly sym-
metric two-dimensional (2D) or asymmetric three-dimensional (3D) movements. It has
been demonstrated that the muscle forces evaluated based on such single-level equilibrium
models, once applied on the system along with external loads, will not satisfy equilibrium at
remaining levels along the spine (Arjmand et al., 2007). They will neither yield the same
deformed configuration based on which they were initially evaluated.

To overcome the foregoing major shortcoming, multi-level stiffness model studies, along
with optimization (Gardner-Morse et al., 1995) or EMG-assisted (Cholewicki and McGill,
1996) approaches, have been developed and used to evaluate muscle recruitment, internal
loads, and stability margin. The former model neglects nonlinearities in spinal behavior
whereas the latter overlooks translational DoF at various joint levels and, hence, associated
shear/axial equilibrium equations. These omissions have been found to adversely influence
predictions on muscle forces and spinal loads (Arjmand, 2006).

Kinematics-driven approach

For more than a decade, our group has been developing a novel iterative Kinematics-driven
approach in which a-priori measured vertebral/pelvis rotations of the spine (i.e., movement
trajectory as much as available) are prescribed a priori into a nonlinear finite element model
to evaluate muscle forces, internal loads, and spinal stability in static and dynamic analyses
of lifting tasks with and without loads in hands (Arjmand and Shirazi-Adl, 2006b; Bazrgari
et al., 2007, El-Rich et al., 2004; Kiefer et al., 1997; Shirazi-Adl et al., 2002). This iterative
approach (see Figure 3.1) not only satisfies the equilibrium equations in all directions along
the entire length of the spine but yields spinal postures in full accordance with
external/inertia/gravity loads, muscle forces, and passive ligamentous spine with nonlinear
properties. Using this approach, the role of the intra-abdominal pressure (IAP) (Arjmand
and Shirazi-Adl, 2006c), lumbar posture (Arjmand and Shirazi-Adl, 2005) and lifting tech-
nique (Bazrgari et al., 2007; Bazrgari and Shirazi-Adl, 2007) on loading and stabilization of
the spine during lifting activities has also been examined. Moreover, wrapping of thoracic
extensor muscles around vertebrae while taking into account the contact forces between
muscles and remaining spinal tissues in between has been simulated for the first time by
using the Kinematics-driven approach (Arjmand et al., 2006).

In this approach, a sagittally-symmetric nonlinear finite element model of the entire
thoraco-lumbar spine has been considered. This is a beam-rigid body model comprising of
six deformable beams to represent T12-S1 discs and seven rigid elements to represent T1-T12
(as a single body) and lumbosacral vertebrae (L1 to S1) (Figure 3.2). The beams model the
overall nonlinear stiffness of T12-S1 motion segments (i.e., vertebrae, disc, facets and ligaments)
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Figure 3.1 Flow-chart for the application of the Kinematics-based approach to predict trunk muscle
forces, spinal loads, and stability (critical lever arms for thoracic muscles can be defined as a function
of their initial values in upright posture; anatomy of muscles used in the model is depicted in
Figure 3.2, convergence is attained if calculated muscle forces in two successive iterations remain
almost the same).

at different directions and levels. The nonlinear load-displacement response under single
and combined axial/shear forces and sagittal/lateral/axial moments, along with the flexion
versus extension differences, are represented in this model based on numerical and meas-
ured results of previous single- and multi-motion segment studies (Arjmand and Shirazi-
Adl, 2005, 2006b). The trunk mass and mass moments of inertia are assigned at gravity
centers at different levels along the spine based on published data for trunk segments and
head/arms. Connector elements parallel to deformable beams are added to account for the
intersegmental damping using measured values; translational damping = 1,200 N s/m and
angular damping = 1.2 N m s/rad (Bazrgari et al., 2007).
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Figure 3.2 The FE model as well as global and local musculatures in the sagittal plane (only fascicles
on one side are shown) in upright standing posture at initial undeformed configuration. ICPL: ilio-
costalis lumborum pars lumborum; ICPT: iliocostalis lumborum pars thoracic; LGPL: longissimus
thoracis pars lumborum; LGPT: longissimus thoracis pars thoracic; MF: multifidus; QL: quadratus
lumborum; IP: iliopsoas; 1O: internal oblique; EO: external oblique; and RA: rectus abdominus.

In the present study, the Kinematics-driven approach is applied to analyze the steady state
flexion relaxation phenomenon that remains as a controversial issue in biomechanics of the
spine in forward flexion postures.

Application: flexion relaxation phenomenon (FRP)

Upon progressive forward flexion of the trunk from the upright standing posture towards
the peak flexion, a partial or complete silence in EMG activity of superficial extensor mus-
cles has been recorded. This phenomenon has been well documented in healthy asympto-
matic subjects and is called the flexion—relaxation phenomenon (FRP) (Floyd and Silver,
1951) that may persist even in the presence of weights carried in hands. The FRP has been
recorded to occur at about 84-86 per cent of peak voluntary flexion in slow movements,
irrespective of the magnitude of load carried in hands (Sarti et al., 2001). The presence
and absence of the FRP could be used as a signature to discriminate LBP patients from
healthy controls, as in the former group the FRP is frequently absent (Kaigle et al., 1998;
Kippers and Parker, 1984; Watson et al., 1997). The FRP assessment has, thus, been sug-
gested as a valuable clinical tool to aid in the diagnosis and treatment of LBP patients

(Colloca and Hinrichs, 2005).
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In order to explain the partial or full relaxation in back muscles in large trunk flexion pos-
tures, several hypotheses have been put forward in which the load is transferred from exten-
sor muscles to passive tissues (Floyd and Silver, 1951; McGill and Kipper, 1994), from
superficial muscles to deeper ones (Andersson et al., 1996), or from lumbar extensors to tho-
racic ones (Toussaint et al., 1995). Since the FRP is likely related to the relatively large axial
strain (or elongation) in extensor muscles during forward flexion, it is expected to also
depend on the lumbar rotation and pelvic-lumbar rhythm. The relative activity of various
back muscles in deep flexion movements remain controversial as some suggest relaxation in
global extensor muscles (Mathieu and Fortin, 2000; Sarti et al., 2001) while others report
relaxation only in lumbar extensor muscles (McGill and Kippers, 1994; Toussaint et al.,
1995). Using deep wire electrodes, Andersson et al. (1996) reported silence only in superficial
lumbar erector spinae muscles with activity remaining in deeper ones.

Method

The trunk and pelvic rotations required in the Kinematics-driven approach to analyze the
trunk movement in deep flexion was obtained from our own parallel ongoing in vivo meas-
urements performed on 14 healthy male subjects with no recent back complications.
For this purpose, infrared light emitting markers, along with a three-camera Optotrak
system (NDI International, Waterloo/Canada), were used to track movement trajectory at
different joint levels. From upright standing postures, subjects were instructed to slowly flex
the trunk forward as much as possible. Total trial duration lasted about 12 seconds, includ-
ing three seconds of rest at upright and peak flexion positions and six seconds of slow for-
ward movement in between. Measured trunk and pelvic rotation trajectories for a typical
subject were prescribed into the transient finite element model at the T12 and S1 levels,
respectively. As for the individual lumbar vertebrae, the total lumbar rotation evaluated as
the difference between foregoing two rotations was partitioned between different levels in
accordance with proportions reported in earlier investigations (Arjmand and Shirazi-Adl,
2006b). Kinematics-driven approach was subsequently employed to calculate muscle
forces, spinal loads and system stability margin throughout forward flexion movement
(Figure 3.1).

In the current study, the cost function of the minimum sum of the cubed muscle stresses was
considered in the optimization with inequality equations of muscle forces remaining posi-
tive and greater than their passive force components (calculated based on muscle strain
and a tension-length relationship (Davis et al., 2003)) but smaller than the sum of maxi-
mum physiological active forces (taken as 0.6 MPa x PCSA where PCSA is the physiolog-
ical cross-sectional area) and the passive force components. The finite element program
ABAQUS (Hibbit, Karlsson and Sorensen, Inc., Pawtucker, RI, version 6.5) was used to
carry out nonlinear transient structural analyses while the optimization procedure was ana-
lytically solved using an inhouse program based on Lagrange multipliers method (LMM).
The total computed muscle force in each muscle was partitioned into active and passive
components with the latter force evaluated based on a length-tension relationship (Davis
et al., 2003).

Parametric studies on passive properties

The choice of a passive muscle length-force relationship used in the model for all muscles
would influence the magnitude of muscle activity and, hence, the appearance or absence of

40



MODELING AND SIMULATION OF TISSUE LOAD IN THE HUMAN SPINE

partial or full flexion relaxation. Due to the existence of a number of rather distinct curves
in the literature on the muscle passive length-tension relationship, it was decided to alter
the reference curve used in the model (Davis et al., 2003) and compute its effect on results.
In this work, the passive curve was shifted either by +5 per cent (softened curve) or by —
5 per cent (stiffened curve) in muscle axial strain and the effects of such decrease or increase
in passive muscle resistance on results were analyzed. Furthermore, to investigate the rela-
tive importance of ligamentous spine passive properties on predictions, the bending stiffness
of motion segments was also altered by +20 per cent and the analyses were repeated.
A decrease in bending stiffness (—20 per cent) could approximately simulate segmental
degeneration, injury or tissue viscoelasticity, whereas an increase (+20 per cent) could
simulate stiffer segments or ones with constructs or bone fusion.

Results

The trunk, pelvis, and lumbar rotations used in the model reached their peak values, though
not at the same time, of 127.4°, 76.4°, and 51.9°, respectively (see Figure 3.3 for temporal
variations of these prescribed rotations). Starting from the upright posture, the initial trunk
rotation is due primarily to the lumbar rotation that reaches its maximum early in flexion
phase of the movement. Subsequently, further increase in the trunk rotation at the mid- and
final phases of flexion movement is found to be due solely to the pelvic rotation.

Starting from the upright standing posture towards full trunk flexion, temporal variation
of active force in abdominal and global extensor muscles are also shown in Figure 3.3.
The global extensor muscles experience an initial increase in activity as the forward flexion
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g
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< 40 40 o
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Z 40 —— 10 ——RA ~
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Figure 3.3 Predicted temporal variation of active and passive forces in global trunk muscles (on each
side) as well as measured trunk and pelvic rotations with time advancing from upright standing
posture (left) toward full flexion (right). Total lumbar rotation is the difference between trunk and
pelvic rotations. The initial drop in global extensor muscle forces is due to the inertia of the upper
body at the onset of the task.

41



N. ARJMAND, B. BAZRGARI AND A. SHIRAZI-ADL

70

50

30

Active Force (N)

= MF == QL
- [CPL -+ LGPL

—

Passive Force (N)

Upright Standing Full Flexion
0 1.5 3 4.5 6 1.5 9

Time (sec)

Figure 3.4 Predicted temporal variation of active force in local trunk extensor muscles (on each side)
attached to the L3 level with time during forward flexion movement. Muscle forces at other lumbar
levels (not shown) follow similar trends.

initiates followed by a decrease and finally a complete silence at larger flexion angles.
In contrast, the abdominal muscles are active only at larger flexion angles when the thoracic
extensor muscles are silent. The passive contribution of thoracic extensor muscles monotoni-
cally increases with flexion reaching their maximum at full lumbar flexion (Figure 3.3). Local
lumbar muscles, with the exception of the multifidus, demonstrate a pattern similar to
that of global thoracic muscles but with the full relaxation at larger trunk angles. The
multifidus, on the other hand, undergoes only a partial relaxation (see Figure 3.4 for the
L3 level).

The ligamentous spinal loads in the local segmental directions (i.e., axial compression,
anterior-posterior shear force, and bending moment), as well as net external moment at the
L5-S1 disc level, are also shown in Figure 3.5 for the entire duration of movement. The
spinal loads increase downward reaching their maximum values at the distal L5-S1 level.
The net external moment increases with the trunk flexion except at larger values where it
drops slightly. The local axial compression and shear forces also follow the same trend,
reaching peak values of 2629 N and 689 N, respectively.

As the passive contribution of muscles increases (i.e., case with —5 per cent shift in
passive force-length relationship shown in Figure 3.6), the activity in thoracic extensor
muscles substantially diminishes, demonstrating the FRP at smaller trunk flexion angles
while activity in abdominal muscles initiates earlier at smaller trunk flexion and increases
further at larger flexion angles. In contrast, activity in thoracic muscles increases as the
passive contribution decreases, resulting in a delay in the FRP and a residual activity in
the longissimus muscle at peak flexion angles. Similar trends, but to a lesser extent, in activ-
ities of thoracic extensor muscles and abdominal muscles are predicted when the passive
properties of the ligamentous spine are increased or decreased by 20 per cent, respectively
(Figure 3.7).
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Figure 3.5 Predicted temporal variation of passive ligamentous loads as well as net external moment
at the L5-S1 disc level with time during forward flexion movement.

Discussion

Excessive mechanical loading of the spine is recognized as a major cause of LBDs. To reduce
the risk of back injuries, existing ergonomic guidelines aim to limit compressive force on the
spine (Waters et al., 1993). In the absence of any direct method to measure spinal loads and
muscle forces, biomechanical modeling of the spine has become an indispensable tool in
evaluation, prevention, and proper management of back disorders. A number of mathemat-
ical biomechanical models of the spine with diverse simplifying assumptions have been
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Figure 3.6 Predicted temporal variation of active force (on each side) in extensor global muscles with
time during forward flexion movement as passive force-length curve is altered +5% for all muscles.
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Figure 3.7 Predicted temporal variation of active force (on each side) in extensor global muscles with
time from upright standing posture toward full flexion as the bending stiffness of motion segments is
altered by £20% at all levels.

introduced to address related biomechanical and clinical issues. Our earlier studies have
demonstrated the crucial role of consideration of equilibrium at all levels and not just one,
both translational and rotational degrees of freedom at each joint, wrapping of global extensor
muscles, and nonlinearity of passive ligamentous spine on predictions.

The novel Kinematics-driven model takes into account the nonlinear behavior of the lig-
amentous spine while satisfying equilibrium conditions at all thoracolumbar spinal levels
and directions. This approach has previously been applied to address a number of biome-
chanical issues during static and dynamics lifting activities in both upright and forward
flexed standing postures. In the current study, though we used a full transient analysis, due
to the rather slow pace of the forward flexion movement, a quasi-static approach would have
yielded almost the same results. Consideration of inertia is particularly essential when the
task is performed at movement velocities much faster than that considered in this study.

Physical activities involving trunk flexion are very common in regular daily, occupa-
tional, and athletic activities. An improved understanding of spinal functional biomechan-
ics during full trunk flexion (i.e., partitioning of loads between passive spine and active
trunk muscles and between active-passive components of muscles) are essential in proper
analysis of risks involved. The kinematics required as input data into the finite element
model have been taken from an ongoing in vivo study on the effect of movement velocity
on trunk biomechanics. Throughout a forward flexion movement from upright standing
posture to full flexion, muscle forces (active and passive), ligamentous spinal loads (axial
compression force, anterior-posterior shear force, and sagittal moment) at all levels have
been estimated. The effect of alterations in muscle passive force-length relationship and in
bending properties of the ligamentous spine on results is also investigated.

During forward flexion movement simulated in this study, a sequential lumbar-
pelvic rotation is observed in which greater lumbar rotation is apparent at the beginning of
the task followed by pelvic rotation at the final phase (Figure 3.3). Similarly, as compared
to the lumbar rotation, the pelvic rotation has been reported to become predominant at the
end of flexion and beginning of extension phase during flexion-extension movements
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(Paquet et al., 1994). Others, however, suggest that lumbar and pelvic rotations act simul-
taneously during flexion and/or extension phases (Nelson et al., 1995; Sarti et al., 2001).
The lumbar-pelvic rhythm affects results by influencing the wrapping of global extensor
muscles and the relative passive contribution of muscles and ligamentous spine.

As the trunk flexes forward from upright posture, initially both active and passive com-
ponents of forces in global extensor muscles increase with the formers reaching their peak
values at about 45° (Figure 3.3). Thereafter, up to the trunk flexion of about 95°, active
forces in thoracic extensor muscles diminish despite the continuous increase in net exter-
nal moment reaching its maximum of 118 Nm. On the contrary, passive muscle forces as
well as passive ligamentous moment increase throughout the movement to peak lumbar
flexion (Figures 3.3 and 3.5). The progressive relief in activity of global back muscles is due,
therefore, to higher passive contribution of muscles and ligamentous spine as the lumbar
rotation increases. As the trunk flexion exceeds about 95° (at about 3.3 sec), lumbar rota-
tion (Figure 3.3) and consequently both passive muscle force and moment resistance of the
ligamentous spine, remain nearly unchanged, while the activity of back muscles continues
to drop. In this case, the reduction in net external moment due to the decrease in the effec-
tive lever arm of the trunk centre of mass (COM) is the primary cause in progressive
decrease in back muscle activities. Global longissimus [LGPT] and iliocostalis [ICPT]
become completely silent at trunk flexion angles of about 114° and 95°, respectively.

With the exception of the multifidus that only partially relaxed, local lumbar muscles also
demonstrated full relaxation in activity, but at larger flexion angles as compared with global
extensor muscles (Figure 3.4). Measurements reported in the literature indicate silence at
superficial lumbar muscles (Andersson et al., 1996; Dickey et al., 2003; Mathieu and Fortin,
2000; McGill and Kipper, 1994; Sarti et al., 2001; Solomonov et al., 2003; Toussaint et al.,
1995). As for superficial thoracic extensor muscles at larger trunk flexion angles, some
report continuation of activity (McGill and Kipper, 1994; Toussaint et al., 1995) while
others suggest relaxation (Dickey et al., 2003; Mathieu and Fortin, 2000; Andersson et al.
1996) reported activity in deep lumbar muscles as well.

Abdominal muscles remain silent up to trunk flexion angles of about 115° at which
angles global extensor muscles become inactive. Subsequently, abdominal muscles (espe-
cially internal oblique [IO], Figure 3.3) initiate activation up to the peak rotation, generat-
ing flexor moments that offset the moments produced by the passive component of back
muscle forces. In other words, abdominals are activated to increase and maintain the large
flexion angles. Activities in abdominal muscles have also been reported in earlier studies
during full flexion as extensor muscles become silent (Mathieu and Fortin, 2000; McGill
and Kipper, 1994; Olson et al., 2006).

The effect of changes in passive properties of muscles and ligamentous spine on the results
in general and the FRP in particular is found to be substantial. A decrease in passive con-
tribution of extensor muscles (case with +5 per cent) (Figure 3.6) markedly increased activ-
ity in global extensor muscles and diminished that in abdominal muscles at larger flexion
angles. A reverse trend was computed when the passive contribution was increased result-
ing in an earlier and greater activity in abdominal muscles but flexion relaxation in exten-
sor muscles. Similar effects were also predicted as the bending rigidity of the ligamentous
spine was altered (Figure 3.7). A decrease in passive stiffness due to an injury or joint relax-
ation could delay flexion relaxation in extensor muscles. The abdominal muscles are also
affected by such changes.

In conclusion, existing biomechanical models of the spine rarely take into account the
equilibrium equations simultaneously at all directions and levels (Arjmand et al., 2006, 2007)
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and, hence, risk violating essential equilibrium conditions at levels and directions different
from the ones considered. Flexion relaxation in global thoracic and local lumbar extensor
muscles at larger trunk flexion angles is a direct consequence of passive resistance of exten-
sor muscles and ligamentous spine that both increase with the lumbar rotation. Alterations
in these passive properties and in the relative lumbar-pelvic rhythm could, hence, influence
the load redistribution and flexion relaxation phenomenon. Future Kinematics-driven
model studies should, amongst others, account for asymmetry in movements and for system
stability in the optimization procedure.
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Introduction

Describing and analysing phenomena in sports is necessarily connected with the process of
modelling. Modelling starts with the description of the phenomena and it is accompanied
by the active and subjective decision of researchers for a limited number of its criteria. Thus,
a reduced or simplified mapping of the real object is achieved. Accordingly, the description
of a phenomenon means mapping the model original (real object) to a (simplified) model
and is part of the process of scientific modelling. In this process of scientific modelling the
determination of the model purpose is followed by the selection of adequate model variables
that serve as in- and output variables for different forms of models. The criteria for the selec-
tion of these variables are manifold and reach from ‘just measurable’ up to highly sophisti-
cated mathematical extraction procedures.

In the context of this book two classes of models are of special interest, one class of more
theory driven models and another class of more data driven models. In stronger theory
driven or deterministic models knowledge about the subsystems and their interaction is a
prerequisite and data are mainly used to verify what we know about the system. But very
often in biological or social systems not all necessary information about the details of the
system is given. In this case an alternative approach is pursued. If no or little is known about
the subsystems characteristics and/or internal structures typically a more data-driven
approach is chosen to develop a model for the relation between input and output of a
system. In contrast to traditional models, which are more theory-rich and data-poor, the data
driven artificial neural network (ANN) approaches are data-rich and theory-poor in a way
that little or no a priori knowledge of the system exists.

Independent of the type of model, once a model is constructed it serves for simulating
reality. The difference between the simulated result and reality is often taken as a measure
for the quality of the model. Typically mainly linear approaches of statistics have been sug-
gested for data rich models. More recently nonlinear alternatives like ANNs are applied in
great number in neighboured research areas, e.g. in healthcare (Begg, Kamruzzaman and
Sarker, 2006) or clinical biomechanics (Schollhorn, 2004). Originally ANNs have been

developed during the late 80" and early 90™ with enormous success in different fields
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(Kohonen, 2001) and are applied by a growing number of researchers in the domain of
sports science. In the literature ANNS are also referred to as connectionist networks, neuro-
computers, parallel distributed processors, etc. The purpose of this chapter is to explain
possibilities of applying ANNs for modelling movements in sports.

Modelling with ANN

ANNSs are adaptive models that are able to learn from the data and generalize things
learned. They extract only the essential characteristics from numerical data instead of mem-
orizing all of it. This offers a convenient way to reduce the amount of stored data and to
form an implicit model without having to construct a traditional, physical model of the
underlying phenomenon.

An ANN consists of simple processing units, called ‘neurons’ or ‘nodes’, which are linked
to other units by connections of different strength or weight (Figure 4.1). According to bio-
logical structures: (a) an artificial neuron consists of dendrites, a cell body and an axon;
(b) synapses (the connection entity between the axon and the dendrites of other neurons)

Dendrites ~_{ § %, Cell Body

(b) Dendrites Cell Body Axon

X : Input Vector 0 : Output
Wi..W,, : Weights F : Transfer Function
1
a : Weighted Sum e.g.: ——

Figure 4.1 Picture and model of a biological neuron with its dendrites, cell body and axon.
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are modelled by means of numerical values, the so-called weights (wy, ..., w,) illustrated by
arrows of different strengths, representing different values in the figure. An artificial neuron
uses the input values (x|, ..., x,) and computes the weighted sum ‘a’ (Figure 4.1). This is done
by summing up all products of the inputs and their weights (I). This value ‘a’ is then passed
to the transfer function that computes the final output value of the neuron (II). The neu-
rons are typically arranged in a series of layers. After early intentions applying linear trans-
fer functions to the production of output (McCulloch and Pitts, 1943) more recent ANNs
use linear and nonlinear transfer functions, and either binary or continuous activations
(Hertz, Krogh and Palmer, 1994)

The term ‘neural’ is thus associated in two ways with biological neurons. First, knowledge
is acquired by the network through a learning process and second, synaptic weights, i.e, the
strengths of connections between neurons are used to store knowledge (Haykin, 1994).

Selection of model variables

In many applications of ANNs, the modelling is a multiple stage process, and some of the
stages are closely coupled. Modelling with ANNSs is preceded by a feature selection/extrac-
tion procedure, wherein two stages may be distinguished (Figure 4.2): the identification of
description variables (variables are identified that describe the original data the best from
the investigator’s point of view) and the dimensionality reduction (the number of variables
is reduced according to certain statistical criteria). Within the first stage certain criteria are
selected to describe the model original (Table 4.1). Both stages serve to retain only relevant
information and are subject to the investigator’s experience, intention, philosophy and
point of view. Alternative approaches are suggested by Fukunaga (1990) and Englehart et al.
(1999).

At least in the first, second, and one of the sub-domains 3a, 3b and 3¢ we have to decide
what input variables should be selected. On the one hand — in case of classification prob-
lems where no distinct biomechanical model serves for a coarse orientation of the relation
between input and output variables — very often the number of variables is still high in order
to ensure that the measurements carry all of the information contained in the original data.
On the other hand a classifier with fewer inputs has less adaptive parameters to be deter-
mined and often better generalization properties. Common techniques to reduce the
number of input variables are principal component analysis (PCA) or factor analysis (FA)
and Karhunen-Loeve transformation (KLT). All techniques aim to produce uncorrelated

Mefisured — T eaton =t Classification — [—"> Class Labels
Signal ot Verdtiles) Dimensionality
Parameters Reduction
See Table 1 | - Karhunen Loeve
Transform = Assignment

- Principal Component i

Analysis (PCA)
- Factor Analysis

Figure 4.2 Flow chart for signal processing and classification.
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Table 4.1 Criteria for variable selection within the feature extraction procedure

1. General domain
— Biomechanical data — test scores / questionnaires, etc.
— Individual (data from unique events) — Group (averaged over several samples)
2. Space domain
— Kinematic, dynamic, EMG or image variables
3a. Time domain
— Raw data — filtered data
— Product-oriented (intensities of variables at certain instants in time)
— Process-oriented (whole time course of a variable)
3b. Frequency domain
— Fourier coefficients
3c. Frequency — Time domain
— Wavelet coefficients
— Windowed Fourier coefficients

feature sets by mapping original data onto the eigenvectors of the covariance or correlation
matrix (Watanabe, 1985). However, this feature extraction is the most elaborate and time-
consuming part of most studies (Barton and Lees, 1995).

Two types of ANN models

Dependent on the learning procedure, ANNs can be grouped into two main classes: supervised
and unsupervised learning. Hybrid systems like counter propagation networks (Hecht-Nielsen,
1991) using both strategies have also been developed and are described in more detail in
Hertz et al. (1994). Statistically, these two approaches can be assigned to hypothesis verify-
ing (supervised) and hypotheses generating (unsupervised) approaches. Closely related to
the statistical analogy is the epistemological basis for both approaches. Accordingly each
approach corresponds to different grades of influence of the investigator on the result.
The application of supervised ANNs presumes the classes of outcome and generates a gen-
eralized relationship between the input data and the assumed output classes. For instance,
subjects may be divided into normal and pathological walkers. However, new classes are
typically not identified applying this approach. In case of unsupervised ANNs only the
criteria for classification are given and no output classifications are expected.

From a statistical point of view data processing by means of ANNs is considered as non-
parametric. Accordingly, input data in most cases here stem from biomechanical measure-
ments on the basis of metric scales as well as from test batteries for motor control or
questionnaires based on ordinal or nominal scales. Sometimes neural nets are considered as
nonlinear factor analysis (Haykin, 1994).

ANN:s are rapidly finding new fields of application within sports biomechanics, from classi-
fication procedures over time-series analysis up to performance prediction. Some applica-
tions will be discussed in the following two subsections: The first includes applications of
supervised ANNs while the second subsection can be assigned to applications of unsuper-
vised ANN:S.

Supervised learning

Within supervised ANNs the multilayer feed-forward neural network (Rumelhart and
McClelland, 1986) is of specific interest and has been used in a wide range of applications.
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Figure 4.3 Schematic illustration of a 2-3-2 multilayer perceptron.

Equivalent names are multilayer perceptron (MLP) or back propagation network. For a
general introduction see Haykin (1994). Originally, the elementary processor employed
in MLPs is the linear threshold unit first proposed by McCulloch and Pitts in 1943
(McCulloch et al., 1943) and for which Rosenblatt (Rosenblatt, 1957) designed his
iterative perceptron training algorithm.

MLPs usually have input and output layers, with some processing or hidden layers in
between (Figure 4.3). In the upper part of Figure 4.3, a two-dimensional (2D) input vector
(x;, x,) is propagated through the network computing the 2D output (0;, 0;). The lower part
of the figure shows the backward pass with two neurons in more detail: The dark neurons
pass adjustment values to the connected neurons in the neighboured layer one after another.
Depending on the chosen algorithms the weights between the two considered layers (111, II
and II, I) are modified in a specific way. The procedure continues until the input neurons
are reached. However, during the training phase pairs of inputs and corresponding desired
outputs are simultaneously presented to the MLP, which iteratively self-adjusts by back
propagation. The error difference between the generated and desired output is used for mod-
ifying the ANN connections until learning is accomplished. Training is completed when
certain criteria are met (for instance, the prediction error remains under a preset threshold)
(Chau, 2001). Other supervised types include the probabilistic neural networks (Specht,
1990), the radial basis function (c.f. Bishop, 1995) and higher order neural networks like
recurrent ANNs (Pandya and Macy, 1995). Specific recurrent ANNs are Elman- (Elman,
1990), Jordan- (Jordan, 1986) and Hopfield-Networks (Hopfield, 1982). Elman- and
Jordan-Networks are three-layered back propagation networks, with a further feedback con-
nection from the output of the hidden layer to its input (Elman) or hidden (Jordan) layer.
This feedback path allows the networks to learn to recognize and generate temporal patterns,
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as well as spatial patterns. The Hopfield network is used to store one or more stable target
vectors. These stable vectors can be viewed as memories that the network recalls when pro-
vided with similar vectors that act as a cue to the network memory.

Applications of supervised ANN in sports

First applications of supervised nets in sports can be found in Herren, Sparti, Aminian and
Schutz (1999). Triaxial body accelerations during running were recorded at the low back
and at the heel. Selected parameters of the body accelarations served as input variables
in order to train two MLPs to recognize each outdoor running pattern and determine
speed and incline. Ten parameters were selected as input variables according to their corre-
lations with speed or incline. The mean square error for speed was 0.12 m/s and 0.014
(1.4 per cent in absolute value) radiant for incline. In comparison the multiple regression
analysis allowed similar accurate prediction of speed but worse for incline (2.6 per cent in
absolute value).

A similar ANN approach was chosen by Maier (Maier, Wank, Bartonietz and Blickhan,
2000; Maier, 2001; Maier, Meier, Wagner and Blickhan, 2000; Maier, Wank and Bartonietz,
1998) for the prediction of distances in shot put and javelin throwing on the basis of release
parameters. By neglecting wind speed and aerodynamics of the shot in combination with a
constant release height of 2 m an MLP was trained with two input and one output neuron
as well as two hidden layers with five and three neurons. Input variables were the angle and
the velocity of release. Output variable was the shot put distance. Data patterns with result-
ing distance were generated for release angles of 30° < o < 55°nd release velocities of
9 m/s < v < 15 m/s. Angles were varied in steps of 1° and velocity in steps of 1 m/s. From all
calculated combinations 100 shot put trials were selected at random to create an ANN
model. The simulated flight distance of the ANN included errors of only 2.5 per cent on
average. This ANN model serves as an example for implicit physical modelling without
describing the explicit physical principle.

The ANN model for predicting the flight of javelins used three release angles and the
velocity at release as input variables, while the distance reached was the output variable.
Inputs (velocity, angle of release, angle of attack, side angle of attack) and outputs
were recorded from 98 throws. Several ANNs with two hidden layers and two to eight
neurons in each layer were tested for effectiveness. The ANN model was able to
predict actual flights with mean differences of 2.5 per cent between the model and real
throws.

Yan and Li (2000) and Yan and Wu (2000) investigated the relationship between the
athletes’ movement technique and the release parameter of the shot put. Twenty global and
33 local technique parameters were chosen as input variables. Output variables of the MLP
with one hidden layer were angle and speed. The errors between network outputs and the
measured release parameters were compared to those obtained by regression analysis. Results
show that ANN errors were typically 25-35 per cent less than those from regression analy-
sis and even smaller than the uncertainties in release parameter values that occur during
manual digitizing (Bartlett, 2006).

The influence of training interventions on competition performance in swimming
was analyzed by Edelmann-Nusser, Hohmann and Henneberg (2002) by means of three
MLPs each with ten input- two hidden- and one output-neuron. The input variables were
training contents during the two to four weeks prior competition. Training contents were
quantified in swam kilometres in a certain intensity as well as hours of specific strength
and conditioning training. Output variable was the competitive performance collected from
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19 competitions over approximately three years. The analysis resulted in a prediction error
of 0.05 s in a total swim time of 2:12:64 sec.

In sports medicine and sport sociology ANNs have also been established. Ringwood
(1999) modelled the anaerobic threshold on the basis of work and heart rate data acquired
during Conconi test. On the basis of demographic and heart rate variables an aerobic fitness
approximation was modelled by Vainamo and co workers by means of two serially connected
MLPs (Vainamo, Makikallio, Tulppo and Roéning, 1998; Vainamo, Nissila, Makikallio,
Tulppo and Réning, 1996). The success of nations at the Summer Olympics was predicted
by Condon, Golden and Wasil (1999) on the basis of a nations sociological parameters like
life expectancy, electric capacity or infant mortality rate.

Unfortunately, back propagation and other supervised learning algorithms may be limited
by their poor scaling behaviour. With increasing differentiation of the output that leads to
the use of more neurons, the time required to train the network grows exponentially and the
learning process becomes unacceptably slow (Haykin, 1994). One possible solution to the
scaling problem is to use an unsupervised learning procedure.

Unsupervised learning

In the unsupervised learning procedure the training data only consist of input patterns, no
expected outputs exist, and no information about correct or false classifications is given by
the net. Here, the learning algorithm on its own attempts to identify clusters of similar
input-vectors and maps them on groups of similar or neighboured neurons. One of the best
known classes of unsupervised learning procedures is called self-organizing map (SOM), the
most famous one is the Kohonen feature map (KFM) (Kohonen, 1982; Kohonen, 2001).
A SOM can be thought of a pair of layers: first, an input layer that receives the data, and
second, a competitive layer with neurons that compete with each other to respond to
features contained in the input data (Figure 4.4). A 5 X 5 network is shown with a three-
dimensional (3D) input and its full connections in (a). Parts (b)—(g) of the figure show the
training process, when a pattern (X) is applied. The lower parts thereby show the changes
of a neuron’s weights as a point (with the three weights as x, y and z coordinates) in a 3D
space whereas the upper parts show which neurons are affected at a certain point in time.
The weight vectors are modified in the way that they become more similar to the input
vector of the pattern X. Therefore, the most similar weight vector (of the winner neuron
2 in part [b]) is modified strongest (see part [e]). The weight vectors of neuron 3 and all
other dark-shaded neurons nearest to the so-called winner neuron 2 are modified less strong
(parts [c, f]). The procedure continues so that weight vectors of neurons farther away (e.g.
neuron 1 in parts [d, g]) are only pushed slightly to the weight vector of neuron 2.

Once the network has become tuned to the statistical regularities of the input data, it
develops the ability to form internal representations for encoding features of the input and
thereby generates classes automatically (Becker, 1991). Learning vector quantization (LVQ)
is a supervised learning extension of the Kohonen network methods (Kohonen, 2001).
Another form of unsupervised learning network is based on the adaptive resonance theory
(ART) developed by Carpenter and Grossberg (1987). ART-1 Network, as introduced by
Grossberg (Grossberg, 1976b; Grossberg, 1976a) is a self-organizing and self-stabilizing
vector classifier where the environment modulates the learning process and thereby per-
forms an unsupervised teaching role. Input vectors are added to existing feature clusters and
are, therefore, able to learn new examples after the initial training has been completed.
Finally, the approach of dynamically controlled networks (DyCoN) (Perl, 2000) allows
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for dynamically self-adapting the training process to continuously changing situations.
One advantage of DyCoNs is seen in their trainability. Once a SOM is trained it can be
applied quite successfully for interpolation. If data occur that are outside the trained area
the SOM has to be trained again from the beginning. In contrast to this a trained DyCoN
can be trained again with new data sets without starting from the beginning. This provides
an additional advantage, since it allows to simulate qualitatively learning and adaptation
processes as well (Perl and Baca, 2003). Most recently, Dynamically Controlled Networks
(Perl, 2002) are combined with Neural Gases (Martinetz and Schulten, 1991; Martinetz and
Schulten, 1994; Fritzke, 1995) to DyConG-models (Memmert and Perl, 2005).

Applications of unsupervised ANN in sports
Self organizing ANNs are mainly used in order to reduce the dimensionality of high dimen-
sional data sets, classifying these data sets, or comparing them with each other.

The majority of self-organizing ANN applications in sports are found in the area of clas-
sification of time course patterns. These applications seem to be appropriate for ANN because
of their alternative point of view on complex phenomena. Usually several time series of
intensities (for instance, movement patterns) are nonlinearly classified by their relative
similarity.

By modelling time series dependent qualities two approaches can be distinguished
(Schollhorn and Bauer, 1995) (see schematic explanation in Figure 4.5).

In one approach (e.g, Bauer and Schollhorn, 1997) the input vectors of the SOM are
formed by the intensities of all variables at the same instant. These high dimensional input
vectors are mapped by means of a SOM to two trajectories in a low dimensional feature
map space. In Figure 4.5 the SOMs consist of 11 X 11 nodes, each node representing one
state of the athlete at a certain instant. The trajectories represent the time series of an ath-
lete’s movement. In this low dimensional map the similarity of the two modelled move-
ments are typically compared by measuring the distances between two trajectories. In a
further step the structure of distances is either analyzed by means of cluster analysis tech-
niques (Bauer et al., 1997) or the trajectories are taken as input vectors for a second SOM
(Barton, 1999). In both cases the movements or sports skills are clustered by their similar-
ity and, therefore, illustrate models of movement techniques.

In the other approach the input vectors are constructed by the time courses of single vari-
ables. For the comparison of two movements the time series of variables are mapped on tra-
jectories that are compared on similarity by their relative distances. The subsequent
possibilities of data analyses are similar to the first.

Most intriguingly, both approaches provide the possibility to analyze quantitatively
movement qualities that have been mostly neglected. Especially, for learning and develop-
mental processes, where qualitative changes in the movements occur frequently, this
approach seems to be promising. Furthermore this approach of movement modelling allows
classifying: (a) movement classes like walking, jumping, running throwing; (b) modes of
movement classes like springy or creepy walking; and (c) individual styles of movement
classes and their modes. A transfer to game analysis seems to offer the possibility of analyz-
ing tactical behaviour patterns quantitatively as well (Jdger, Peal and Schoéllhorn 2007).

Analysis of movement techniques by means of SOMs

The application of self-organizing ANNs on sports movement analysis may consider the
development of two high performance athletes during one year of training and competition
(Bauer et al., 1997). Kohonen SOMs were used to analyze 53 discus throws of two athletes,
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Figure 4.5 Schematic illustration of two process oriented structures of input data.

each based on 34 kinematic time series. The results revealed a qualitative learning progress
for one athlete that was characterized by a disjoint separation of pre- and post-intervention
trials. The analysis of the other athlete’s training process showed daily dependant throwing
techniques.

In a similar approach 51 javelin throws of 37 national and international world class
athletes were analysed (Schollhorn and Bauer, 1998). Smaller variations in the cluster of
the national athletes in comparison to international athletes were held to contradict
the existence of an ‘ideal movement pattern’. According to the stable fingerprint-like
throwing patterns of two athletes in this study, a similar stability of individual gait patterns
with high heels can be found up to certain heights (Schoéllhorn, Nigg, Stefanyshyn, and
Liu, 2002).

Further evidence for the individuality of movement patterns in general and running
patterns in particular was found by (Schollhorn et al., 1995). By analysing three to five double
steps of 20 runners during a 2000m run it was possible to separate automatically contact
phases of the right/left foot and the flight phase as well as to identify the athletes by means
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of their kinematical data during a single ground contact phase. Identification was based on
a 91 per cent recognition rate for the left foot and 96 per cent for the right foot but only
75 per cent for the flight phase.

Lees, Barton, and Kershaw (2003) reported the results of a study that applied SOMs
with 12 x 8 neurons to analyze instep kicks by two soccer players for maximum speed and
accuracy. The output matrix showed dependencies on the task and players. In a similar
approach, Lees and Barton (2005) modelled several kicks by six soccer players. Similar to
Schéllhorn et al. (1995) the output maps distinguished well between right and left footed
groups.

DyCoNs were applied to compare rowing techniques measured in a rowing boat and in a
rowing simulator (Perl et al., 2003). Results led to an identification of different movement
patterns.

Partly similar modelling approaches in a closely related field of research (gait analysis)
provide evidence for the dependence of movement patterns: (a) on the grade of muscular
fatigue (Jiger, Alichmann and Schollhorn, 2003); (b) on emotional states; and (c) even on
music which the subjects are listening to (Janssen, Folling and Schéllhorn, 2006; Janssen,
Schéllhorn, Lubinefzki, Folling, Kokenge and Davids 2008). In consequence these results
offer a more differentiated type of movement diagnostics and build the basis for a more
individualized movement therapy and training.

Eimert (1997) modelled the evaluation of shot put movements with a SOM on the basis
of two different sets of variables. One set contained grades ranging from 1 (best) to 6 (worst),
and the other set included variables of selected body angles that were assumed to be crucial
for successful shot put movements. In both cases the data were acquired from the same
videos of athletes. Physical education teachers evaluated the quality of the recorded shot put
movements qualitatively on the basis of previously given criteria. The same criteria were
quantified by means of intensities of kinematic variables at selected instants. Both data sets
were provided to an 11 X 11 SOM. The clustering or neuron activation levels of both sets
were compared with each other and showed fairly good coincidence. However, this study
rather provides evidence for the quality of the ANN model than the superiority of any shot
put technique.

Analysis of tactical behaviour in game sports by means of SOMs

An application of Kohonen feature maps in game sports is introduced by Perl and Lames
(2000) in volleyball. They model the process of complete rallies. A rally is described as a
sequence of coded key states of the game (= activities during a game), like serve — reception —
set — attack — point. The classification separated game processes into classes that represent
the characteristic structure of the game.

By analyzing the positions of squash players, i.e. from where they hit the ball, and coding
them as a sequence of zones on the court, Perl (2002) transferred the modelling by means
of ANNSs from volleyball to racket sports. The results provided evidence for opponent
specific game behaviour that was relatively stable against the same opponent but differed
substantially against changing opponents.

In order to avoid the time-consuming coding of the human actions or their corresponding
zones, Schollhorn (2003) suggested several quantitative approaches for the analysis of game
sports that are able to transfer the above mentioned movement analysis approach to game
analysis. Therefore, the movements of the players should be video-recorded and described
by their x and y coordinates on the court. For instance, in volleyball the players’ movements
are mapped to six (one team) or twelve (both teams) times two time-series with their
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x- and y-coordinates. These are taken as input variables, either for the training of a
self-organizing map in order to automatically identify characteristic team moves, or for the
training of an MLP in order to identify individual teams by their relative moves (J4ger, 2006;
Jager, et al 2007).

Model validation by estimating its accuracy

It is a key issue to validate the selected ANN model and to estimate its accuracy in classifi-
cation tasks, since the classification error is the ultimate measure of a classifying ANN (Jain
et al., 2000). Accuracy in this case means the probability of correctly classifying a randomly
selected instance or sample (Kohavi, 1995) and is closely connected to the performance of
the classifier.

The most common methods for accuracy estimation are cross-validation and bootstrap. The
hold out and leave-one-out methods may be considered as versions of the cross-validation
(Jain et al., 2000).

If a sample size of n is given the hold out method (test sample estimation) partitions the
data into two mutually exclusive subsets called training set and test set (hold out set).
Usually 2/3 of the data are assigned to the training set while the remaining 1/3 is used as the
test set (Kohavi, 1995). The accuracy of the classified test set data is used as an estimator of
the ANN’s performance and — since the elements of the two subsets are chosen randomly —
it is depending on the data in the training set. Sometimes a random subsampling is used and
the hold out method is repeated a few times. The accuracy of the ANN in each repetition
can then be used to calculate the mean accuracy and its standard deviation. However, one
assumption is violated in the random subsampling method: The data of the training and the
test set are not independent from each other and this may influence the estimation of the
accuracy (Kohavi, 1995).

The leave-one-out method designs the classifying ANN using (n-1) samples of the data and
evaluates the performance on the basis of the remaining sample (Jain et al., 2000). This pro-
cedure, which is repeated n-times with different training sets of size (n-1), is a special case
of the k-fold cross-validation that is sometimes called rotation estimation.

The k-fold cross-validation splits the whole data set into k mutually disjoint subsets, the
so-called folds, which are usually of equal size. Then one-fold is excluded and the ANN
is trained on the other folds. This procedure is repeated k times while every single fold is
excluded once. The cross-validation estimate of accuracy is then the number of correct
classifications, divided by the number of examples in the data set (Kohavi, 1995).

In some cases the folds are also stratified, i.e., they contain approximately the same pro-
portions of patterns as the original data set. One disadvantage is connected to these cross-
validation approaches, because not all the available n samples are used in the training phase
of the classifier. Particularly when sample sizes are small, as in many studies, this can be a
decisive problem. Therefore, bootstrapping has been proposed to overcome this limitation
(Jain et al., 2000). The bootstrap method re-samples the available patterns / samples in the
data with replacement to generate a large number of the so-called bootstrap samples which
are of the same size as the training set. These bootstrap samples are then used as new train-
ing sets in the learning phase of the classifying ANN.

Both approaches — the cross-validation and its versions as well as the bootstrapping —
have their specific advantages and disadvantages in certain cases. However, some indica-
tions exist that a stratified ten-fold cross-validation is sufficiently appropriate and should be
used for model selection (Kohavi, 1995).
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Conclusion

Due to their characteristics artificial neural nets show a broad and versatile field of applica-
tion in sport science. Nevertheless, careful handling and knowledge about the specificity of
this kind of modelling tool is necessary for a responsible relation and interpretation of the
results. According to Bartlett (2006) Kohonen mapping will become commonplace in
sports biomechanics and human movement sciences, particularly if the technique elements
captured by the mapping can be identified. Dynamically controlled networks will become
more widely used in studying learning of movement patterns. Multi-layer ANNs will have
an important role in technique analysis. According to applications in healthcare (Begg
et al., 2000), gait analysis (Schollhorn et al., 2002), clinical biomechanics (Schéllhorn,
2004) and other fields, it can be assumed that ANN applications have an enormous poten-
tial in sports sciences and biomechanics.
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Biomechanical modelling and simulation
of foot and ankle

Jason Tak-Man Cheung
University of Calgary, Calgary

Introduction

Many experimental techniques were developed to study ankle-foot biomechanics. Due to
the lack of technology and invasive nature of experimental measurements, experimental
studies were often restricted to study the plantar pressure and gross motion of the ankle-foot
complex and the evaluation of internal bone and soft tissue movements and load distribu-
tions are rare. Many researchers have turned to the computational approach, such as the
finite element (FE) method, in search of more biomechanical information. Continuous
advancement in numerical techniques as well as computer technology has made the FE
method a versatile and successful tool for biomechanical research due to its capability of
modelling irregular geometrical structures, complex material properties, and complicated
loading and boundary conditions in both static and dynamic analyses. Regarding the human
foot and ankle, the FE approach allows the prediction of joint movement and load distribu-
tion between the foot and different supports, which offer additional information such as the
internal stress and strain of the modeled structures. Although the FE method has been
widely used in studying the intervertebral, shoulder, knee, and hip joints, the development
of detailed FE foot model has just been sparked off in the late 1990s. In this chapter, the cur-
rent establishments, limitations, and future directions of the FE modelling technique for the
biomechanical research of the foot and ankle are discussed.

Finite element analysis of the foot and ankle

A number of two-dimensional (2D) and three-dimensional (3D) FE models have been built
to explore the biomechanics of the ankle-foot structures. These FE analyses provided fur-
ther insights into different clinicall,»?10-13,20-24.25.27.283841 and footwear>®%14-17,26,32,34,36,39
conditions. The model characteristics and applications of existing FE foot models are tabu-

lated in Table 5.1.
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BIOMECHANICAL MODELLING AND SIMULATION OF FOOT AND ANKLE

Two-dimensional finite element model

The first known FE analysis of the foot was reported by Nakamura et al.** in 1981, who
developed a 2D FE foot model of a unified bony structure of the foot, plantar soft tissue and
a shoe sole. A sensitivity analysis on the shoe sole material with varied Young’s modulus
(0.08 to 1000 MPa) suggested an optimum range of 0.1 to 1 MPa for stress reduction in the
plantar soft tissue. A further simulation using a nonlinearly elastic foamed shoe sole showed
similar responses in stress reduction as compared to the predictions with the optimized lin-
early elastic shoe material.

In 1997, Lemmon et al.** developed a 2D model of the second metatarsal bone and encap-
sulated soft tissue to investigate the metatarsal head pressure as a function of six insole
thicknesses and two tissue thicknesses. The plantar soft tissue, polyurethane insole, and
cloud crepe foamed midsole were defined as hyperelastic. Frictional contact between the
foot and support was considered and a vertical load was applied at the metatarsal bone to
simulate push-off. Orthosis with relatively soft material was found to reduce peak plantar
pressure, which also decreased with an increase in insole thickness. The pressure reduction
for a given increase of insole thickness was greater when plantar tissue layer was thinner.
Using the same model, Erdemir et al.!? investigated 36 plug designs of a Microcell Puff mid-
sole including a combination of three materials (Microcell Puff Lite, Plastazote medium,
Poron), six geometries (straight or tapered with different sizes), and two locations of place-
ment. Plugs that were placed according to the most pressurized area were more effective in
plantar pressure reduction than those positioned based on the bony prominences. Large
plugs (40 mm width) made of Microcell Puff Lite or Plastazote Medium, placed at peak pres-
sure sites, provided the largest peak pressure reductions of up to 28 per cent.

Several 2D full-length FE foot models in the sagittal section were reported. Giddings et al.?®
developed a linearly elastic model from CT image, which included the talus, calcaneus, fused
midfoot and forefoot bony structures, major plantar ligaments and Achilles tendon. The inter-
actions of the calcaneotalar and calcaneocuboid joints were defined as contacting surfaces. The
measured ground reaction forces and major ankle moments were applied to simulate walking and
running at speeds of 1.6 and 3.7 m/s, respectively. Maximum rearfoot joint forces were predicted
at 70 per cent and 60 per cent of the stance phase during walking and running, respectively. The
tensions on the Achilles tendon and plantar fascia increased with gait velocities in similar scales.

Gefen?! built five 2D nonlinearly elastic models from MR images to represent the five
rays of foot to study the effect of partial and complete plantar fascia release on arch defor-
mations and soft tissue tensions during balanced standing. Simulation of partial and total
release of the plantar fascia was done by gradually decreasing the fascia’s thickness in inter-
vals of 25 per cent. The vertical arch deformation during weightbearing increased from
0.3 mm to about 3 mm with complete fascia release. Removal of the plantar fascia increased
about two to three times the tensions of long plantar ligament and up to 65 per cent of
metatarsal stress. Gefen?® further investigated the effects of soft tissue stiffening in the dia-
betic feet and predicted about 50 per cent increase in forefoot contact pressure of the stand-
ing foot with five times the stiffness of normal tissue. An increase in soft tissue stiffness
increased the peak plantar pressure but with minimal effects on the bones.

Actis et al.! developed six subject-specific 2D FE models of the second and third
metatarsal rays from CT images to study the plantar pressure distribution in diabetic feet
during push-off. The FE model considered a unified rearfoot and midfoot structures, one
metatarsal and three phalangeal bones connected by cartilaginous structures, flexor tendon,
fascia, and encapsulated soft tissue. A total-contact plastizote insert with a rubber shoe sole
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was incorporated to study its effect on forefoot pressure. Subject-specific bulk soft tissue
material properties were obtained and vertical load and moment were applied at the ground
support. Frictionless contact interface between the foot-sole and shoe-ground surfaces was
assumed. The sensitivity analysis on bone Young’s modulus showed a minimal effect on pres-
sure distribution while the corresponding effect of cartilage has a stronger influence. An
increase in fascia and flexor tendon Young’s modulus produced minimal effects on pressure
distribution. Peak metatarsal pressure was reduced by about 46 per cent with the use of a
total-contact insert. The authors suggested that incorporating the bony segments of the
rearfoot, metatarsal, and toes, tendon and fascia with linear material properties, and sur-
rounding bulk soft tissue with nonlinear material properties, are plausible simplified config-
urations for determining metatarsal head pressure distribution during push-off.

A relatively detailed 2D foot model in terms of soft tissue modelling was developed by
Wu*! using CT and MR images. The second and fifth rays were chosen to model the medial
and lateral longitudinal foot arches, which included the cortical and trabecular bones, car-
tilages, fat pad, major plantar ligamentous structures and 11 associated muscles and tendons.
Except the intrinsic muscle tissue and the cartilaginous structures between the toes were
defined as hyperelastic, the rest of the modelled structures were assumed to be linearly elas-
tic. Three different stiffness of intrinsic muscle tissue, plantar fasciotomy, and major plantar
ligament injuries were analyzed in balanced standing. Fasciotomy increased the peak stresses
in the bones, and shifted the maximum stresses to the second metatarsal and the long plan-
tar ligament attachment area for more than 100 per cent. About 65 per cent increases in
maximum strain of the long plantar ligament was predicted. With simulated plantar liga-
ment injuries, the plantar fascia and flexor tendon sustained increased peak stresses of about
40 per cent and 30 per cent, respectively while the bony structures sustained similar stress
increases as with fasciotomy. The predicted intrinsic muscle stresses in the intact foot was
minimal. Increasing the passive tensions of intrinsic muscles in the injured foot decreased
the stress levels to close to the intact foot but resulted in about 20 times increase in peak
muscle stresses of the flexor digitorum brevis and abductor digiti minimi. It was speculated
that fasciotomy may lead to metatarsal stress fractures, whereas, strengthening intrinsic
muscle passive tensions may reduce the risk of developing plantar fasciitis and related fore-
foot pain and metatarsal fracture.

Several studies focused on the loading response of the plantar heel pad. Verdejo and
Mills* developed a 2D hyperelastic FE model of the heel to study the stress distribution in
the heel pad during barefoot running and with EVA foamed midsole. The heel pad had a
higher order of nonlinearity but a lower initial stiffness than the foam material. The pre-
dicted peak bareheel plantar pressure was about two times the pressure during shod.

Using a hyperelastic heel model, Erdemir et al.'8 studied the effect of five heel pad thick-
nesses and the nonlinear stress-strain properties of 40 normal and diabetic subjects on the
predicted peak heel pressure under vertical compression. The subject-specific heel pad tissue
properties were calculated using a combined FE and ultrasound indentation technique to
predict the stress-strain behaviour. The heel pad thickness and stiffness of diabetic subjects
were not significantly different from normal subjects. Root mean square errors of up to 7 per cent
were predicted by comparing the predicted peak plantar pressure obtained from the average
and subject-specific hyperelastic material models during simulated heel weightbearing. Goske
et al.?® incorporated a shoe counter and sole into this heel model to investigate the effect of
three insole conformity levels (flat, half conforming, full conforming), three insole thick-
ness values (6.3, 9.5, 12.7 mm), and three insole materials (Poron Cushioning, Microcel
Puff Lite and Microcel Puff) on pressure distribution during heelstrike. Conformity of insole

70



BIOMECHANICAL MODELLING AND SIMULATION OF FOOT AND ANKLE

was a more important design factor than insole material in terms of peak pressure reduction.
The model predicted a 24 per cent reduction in peak plantar pressure compared to the bare-
foot condition using flat insoles while the pressure reduced up to 44 per cent for full con-
forming insoles. Increasing the insole thickness provided further pressure reduction.

A similar 2D heel model was developed by Spears et al.’? to study the influence of heel
counter on the stress distribution during standing. Considering a distinction between the
material properties of fat pad and skin rather than a unified bulk soft tissue provided a better
match with the measured barefoot plantar pressure. The predicted stresses in the skin were
higher and predominantly tensile in nature, whereas the stress state in the fat pad was hydro-
static. Inclusion of a heel counter to the shod model resulted in an increase in compressive
stress of up to 50 per cent and a reduction in skin tension and shear of up to 34 per cent and
28 per cent, respectively. The compressive and shear stresses in the fat pad reduced up to
40 per cent and 80 per cent, respectively, while minimal changes were found in tension.
A properly fitted heel counter was suggested to be beneficial in terms of heel pad stress relief.

Three-dimensional finite element model

A number of 3D FE models, considering partial, simplified or geometrically detailed foot
structures were reported. Chu et al.'*!> developed a linearly elastic model with simplified
geometrical features of the foot and ankle to study the loading response of ankle-foot orthosis.
In heel strike and toe-off, peak compressive and tensile stresses concentrated at the heel and
neck regions of the ankle-foot orthosis, respectively. The highly stressed neck region
reflected the common site of orthoses breakdown. The peak compressive stress in the ortho-
sis increased with increasing Achilles tendon force, whereas the peak tensile stress decreased
with increasing stiffness of the ankle ligaments. The stress distribution in the orthosis was
more sensitive to the stiffness of orthosis than that of the soft tissue.

Jacob and Patil?® developed a linearly elastic foot model from X-rays, taking into considera-
tion bones, cartilages, ligaments, and plantar soft tissue. Simulations of heelstrike, midstance and
push-off were achieved by aligning the metatarsophalangeal joint angle and the associated plan-
tar soft tissue and applying the ankle joint forces and predominant muscle forces at the points of
insertion. The response of Hansen’s disease with muscle paralysis was studied by reducing the
thickness of the cartilages between the talus, navicular and the cuneiforms and by neglecting
the action of peroneal and dorsiflexor muscles. Highest stress was predicted in the dorsal shaft of
the lateral and medial metatarsals, the dorsal junction of the calcaneus and cuboid, and the plantar
shaft of the lateral metatarsals during push-off. Stresses in the tarsal bones during push-off
increased with simulated muscle paralysis. A further study on the effect of soft tissue stiffening
on stress distribution in the diabetic foot?” was done by representing the elastic moduli of normal
and stiffened soft tissue as 1 MPa and 4 MPa, respectively. The maximum normal stresses of the
plantar foot were higher with tissue stiffening and the forefoot increased with a larger extent
compared to the heel. Soft tissue stiffening had a negligible effect on bone stress distribution. The
FE model was further utilized to study the effect of plantar tissue thickness and hardness on the
stress distribution of the plantar foot during push-off*®. Comparing to the normal forefoot sole of
thickness 13 mm, the predicted normal and shear stress of the foot sole increased more than
50 per cent in the diabetic forefoot sole of thickness 7.8 mm.

Gefen et al.** developed a nonlineatly elastic foot model, including cartilage and ligament
connection for 17 bony elements and plantar soft tissue. Each toe was unified as a single unit
and 38 major ligaments and the plantar fascia were incorporated. The ankle joint and major
muscular forces were applied to simulate six stance phases. The model structures were
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adapted for each stance phase by alternating the inclination of the foot and alignment of
the phalanges and plantar soft tissue. The model predicted the highest stress in the dorsal
mid-metatarsals from midstance to toe-off. Other high stress regions were found at the pos-
terior calcaneus. Gefen?® further investigated the change in location of centre of pressure
under the heel during foot placement with force reductions in tibialis anterior and extensor
digitorum longus. Reductions of greater than 50 per cent in the tibialis anterior force caused
a medialization of centre of pressure, which was thought to compromise stability and a pos-
sible cause of falling in the elderly. Gefen? also examined the changes in tissue deforma-
tions and stresses with muscle fatigue and suggested a possible cause of stress fractures in
military recruits. It was found that a 40 per cent reduction in pretibial muscle force resulted
in a 50 per cent increase in peak calcaneal stress, and that a similar force reduction in
triceps surae force during push-off increased metatarsal stresses by 36 per cent.

A 3D linearly elastic ankle-foot model, consisting of the bony, encapsulated soft tissue
and major plantar ligamentous structures, was developed by Chen et al.® using CT images to
estimate the plantar foot pressure and bone stresses. The joint spaces of the metatarsopha-
langeal joints and ankle joint were connected with cartilaginous structures while the rest of
the bony structures were merged. Frictional contact between the plantar foot and a rigid
support was considered. The peak stress region was found to shift from the second metatarsal
to the adjacent metatarsals from midstance to push-off. Chen et al.’> further studied the
efficiency for stress and plantar pressure reduction and redistribution using flat and total-
contact insoles with different material combinations. Nonlinear elasticity for the insoles
and the frictional contact interaction between the foot and support were considered. The
predicted peak and average normal stresses were reduced in most plantar regions except the
midfoot and hallux regions with total-contact insole. The percentage of pressure reduction
by total-contact insole with different combination of material varied with plantar foot
regions and the difference was minimal.

A 3D dynamic ankle-foot model was developed by Bandak et al.? to investigate the
impact response. The model was constructed from CT images of cadaver specimen and the
same specimens were subjected to impulsive axial impact loading for model validation.
Distinction between the material stiffness of cortical and cancellous bone was taken into
account for the tibia, fibula, calcaneus and talus, and these bones, together with the major
ligaments, plantar soft tissue and cartilages were defined as linearly viscoelastic material.
Relative bone movements were allowed in the rearfoot while the rest of the midfoot and
forefoot bone were fused and modelled as rigid bodies. Forces and accelerations measured at
the impactor were generally comparable to the FE predictions, especially at lower impact
velocities. The predicted stress distributions showed localization of stress at the attachment
sites of the anterior talofibular and deltoid ligaments, which were consistent with clinical
reports of injuries sites and calcaneal fractures. A similar FE model was developed by
Kitagawa et al.?” to study the static and impact response of the foot under compression. They
concluded from their experimental validation on cadavers that the ligamentous and tendon
structures were important in achieving a realistic simulation of the foot response in both
static and dynamic loading conditions.

Spears et al.’” developed a viscoelastic FE model of the heel from CT images to quantify
the stress distribution in heel tissue with different forces, loading rates, and angles of foot
inclination. The material model was based on force-displacement data derived from in wvitro
experiments. The highest internal compressive stress was predicted in the heel pad inferior
to the calcaneal tuberosity. During heelstrike, the internal stresses were generally higher
than the plantar pressures. Increasing the loading rate caused a decrease in contact area and
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strains, and an increase in tissue stress with the internal stress increased with a greater
extent than plantar pressure. The general stress levels were higher when the heel was loaded
in an inclined position and a posterior shift of induced stress was predicted.

Recent efforts have been directed to the development of geometrically detailed ligamen-
tous joint contact model of the foot and ankle. Camacho et al.* described a method for
creating an anatomically detailed, 3D FE ankle-foot model, which included descriptions of
bones, plantar soft tissue, ligaments and cartilages. The employed contact modelling tech-
nique permitted calculation of relative bone orientations based on the principal axes for
individual bone, which were established from the inertia matrix. The developed model
allowed predictions of stress/strain distribution and joint motions of the foot under different
loading and boundary conditions.

Cheung et al.!! developed a linearly elastic FE ankle-foot model from MR images, which
took into consideration large deformations and interfacial slip/friction conditions, consisted
of 28 bony structures, 72 ligaments and the plantar fascia embedded in a volume of encap-
sulated soft tissue. A sensitivity study was conducted on the Young’s modulus (0—700 MPa)
of plantar fascia, which was found to be an important stabilizing structure of the longitudi-
nal arch during weight-bearing. Decreasing the stiffness of plantar fascia reduced the
arch height and increased the strains of the long and short plantar and spring ligaments.
Fasciotomy increased the strains of the plantar ligaments and intensified stress in the
midfoot and metatarsal bones. Fasciotomy did not lead to the total collapse of foot arch
even with additional dissection of the long plantar ligaments. The effect of partial and com-
plete plantar fascia release was also investigated’ and it was implicated that plantar fascia
release may provide relief of focal stresses and associated heel pain. However, these surgical
procedures, especially complete fascia release, were compromised by increased strains of the
plantar ligaments and intensified stress in the midfoot and metatarsal bones and may lead
to arch instability and associated midfoot syndromes.

Hyperelastic properties of the encapsulated soft tissue were incorporated into the same
model to study the effect of pathologically stiffened tissue with increasing stages of diabetic
neuropathy?. An increase in bulk soft tissue stiffness from 2 to 5 times the normal values
led to a decrease in total contact area between the plantar foot and its support with pro-
nounced increases in peak plantar pressure at the forefoot and rearfoot regions. The effect
of bulk soft tissue stiffening on bone stress was minimal. The effect of Achilles tendon load-
ing was also investigated using the same model,'”> which showed a positive correlation
between Achilles tendon loading and plantar fascia tension. With the total ground reaction
forces maintained at 350 N to represent half body weight, an increase in Achilles tendon
load from (0700 N) resulted in a general increase in total force and peak plantar pressure
at the forefoot. There was a lateral and anterior shift of the centre of pressure and a reduc-
tion in arch height with an increasing Achilles tendon load. Achilles tendon forces of
75 per cent of the total weight on the foot provided the closest match of the measured
centre of pressure of the subject during balanced standing. Both the weight on the foot and
Achilles tendon loading resulted in an increase in plantar fascia tension, with the latter
showing a two-times larger straining effect. Overstretching of the Achilles tendon, and tight
Achilles tendon were suggested to be possible mechanical factors for overstraining of the
plantar fascia and associated plantar fasciitis or heel pain.

Another study by Cheung and Zhang'® utilized the same model to investigate the load
distribution and spatial motion of the ankle-foot structure with posterior tibial tendon
dysfunction on intact and flat-arched foot structures during midstance. The musculotendon
forces for the achilles, tibialis posterior, flexor hallucis longus, flexor digitorum longus,

13



JASON TAK-MAN CHEUNG

peroneus brevis and peroneus longus were applied at their corresponding points of insertion
while the ground reaction force was applied underneath the ground support. Cadaveric foot
measurements were generally comparable to the FE predicted strains of the plantar fascia
and major joint movements. Unloading the posterior tibial tendon increased the arch defor-
mations and strains of the plantar ligaments, especially the spring ligament, while plantar
fasciotomy had a larger straining effect on the short and long plantar ligaments. The arch-
flattening effect of posterior tibial tendon dysfunction was smaller than that of fasciotomy.
It was speculated that fasciotomy and posterior tibial tendon dysfunction may lead to atten-
uation of surrounding soft tissue structures and elongation of foot arch, resulting in a
progressive acquired flatfoot deformity.

Cheung and Zhang® employed their linearly elastic model to study the interactions
between the foot and orthosis. Custom-moulded shape was found to be a more important
design factor in reducing peak plantar pressure than the stiffness of orthotic material. A fur-
ther study considering the hyperelastic material properties of the encapsulated soft tissue and
shoe sole was conducted to identify the sensitivity of five design factors (arch type, insole and
midsole thickness, insole and midsole stiffness) of foot orthosis assigned with four different
levels on peak plantar pressure relief8. The Taguchi experimental design method, which uti-
lizes a fractional factorial design approach to assess the sensitivity of each design factor of a
system and to determine its optimal quality level, was used. The custom-moulded shape was
the most important design factor in reducing peak plantar pressure while the insole stiffness
ranked the second most important factor. Other design factors, such as insole thickness, mid-
sole stiffness and midsole thickness, contributed to less important roles in peak pressure
reduction in the given order. The FE predictions suggested that custom pressure-relieving
foot orthosis providing total-contact fit of the plantar foot is important in the prevention of
diabetic foot ulceration. The cushioning insole layer of an orthosis should contribute to the
majority of the thickness of the foot orthosis to maximize peak pressure reduction.

Dai et al.'® used a simplified version of the FE model developed by Cheung et al.!! to study
the biomechanical effects of socks wearing during normal walking. The simplified model
pertained the geometries of the foot bones and encapsulated soft tissue but the bony struc-
tures were merged by cartilaginous structures. A foot-sock-insole contact model was devel-
oped to investigate the effect of wearing socks with different combinations of frictional
properties on the plantar foot contact. A nylon sock was defined as a 5 x 10~ thick shell
conforming to the foot soft tissue surface and assigned with orthotropic and linearly elastic
material according to the wale and course directions. The dynamic responses from foot-flat
to push-off during barefoot walking and with sock were simulated. Three different sock con-
ditions were simulated: a barefoot with a high frictional coefficient against the insole (0.54)
and two socks, one with a high frictional coefficient against the skin (0.54) and a low fric-
tional coefficient against the insole (0.04) and another with an opposite frictional proper-
ties assignment. The FE model predicted that wearing sock with low friction against the foot
skin was found to be more effective in reducing plantar shear force on the skin than the sock
with low friction against the insole, which might reduce the risk of developing plantar shear
related blisters and ulcers.

Limitations of existing finite element models

Many FE foot models were developed under certain simplifications and assumptions, includ-
ing a simplified or partial foot shape, assumptions of linear material properties, and linear
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boundary conditions without considering friction and slip. Because of the high demanding
accuracy for simulation of geometry, material behaviour, loading and boundary conditions
for realistic biomechanical simulation of the human foot and ankle, improvements on cer-
tain categories are needed for the existing FE models in order to serve as an objective tool
for clinical applications and footwear designs. In this section, the major drawbacks of exist-
ing FE models and potential advancements of the modelling techniques are discussed.

Geometrical properties

A number of FE models were built on a simplified or partial foot shape. For instance, some
models are 2D in nature and incorporated only parts, symmetric structure of the foot in
which the out of plane loading and joint movement cannot be accounted. Several 3D
models considered only simplified foot bone structures representing the medial and lateral
arch without differentiation of individual metatarsal bones in the medial-lateral directions.
Meanwhile, fused tarsal and toe bones were often considered without allowing relative bone
movements. Many foot models considered only the major ligaments and the plantar soft
tissue, resulting in an inaccurate representation of the structural integrity and stiffness of the
ankle-foot complex. As of 2006, the foot and ankle model developed by Cheung and col-
leagues (Figure 5.1) was the most geometrically detailed among the 3D FE models in the lit-
erature. However, realistic structural modelling of the hyaline cartilages, joint capsules,
muscles, tendons, and ligaments, as well as differentiation of the skin and fat tissue layer has
not been implemented. In addition, upper shoe structure has not been incorporated into the
3D ankle-foot model (Figure 5.2a) and the effects of motion control and pressure distribu-
tion by the shoe, insole and foot interactions cannot be addressed. Above all, knee and
shank structures have not been included to study the coupling mechanism of the lower leg

and foot (Figure 5.2b).

Material properties

The material properties were assumed to be homogeneous, isotropic and linearly elastic in some
foot models. This is surely an approximated situation of the biological tissues, which exhibit non-
homogeneous, anisotropic, nonlinear, and viscoelastic behaviour. In addition, the justification of
some of the parameter selection was not provided and the values assumed were deviated from
experimental observations. Several foot models have considered the use of nonlinear elasticity,
hyperelasticity, and viscoelasticity in modelling the material behaviour of ligaments*?*24, plan-
tar soft tissue®!01213,1718,20-24.32.34 'hony structures® and various orthotic material>®!732, However,
some of the assigned material parameters were not extracted from the ankle-foot structures and
were originally from other parts of the body instead. Comprehensive site, direction and tissue
dependent material models of the human ankle-foot structures should be obtained via experi-
mental measurements on cadavers and live subjects. The mechanical properties of cartilage,?
ankle ligaments,'*% plantar fascia,’®*° plantar soft tissue'®*'-** have been reported.

Loading and boundary conditions

A certain number of FE models considered only the ground reaction forces or vertical com-
pression forces, with the stabilizing muscular forces ignored or lumped as a resulting ankle
moment. Only a limited number of FE analyses of the foot considered the physiological
loadings involving musculotendon forces®1022:2427.2838 Tp these models, muscles forces were
approximated by normalized electromyographic data by assuming a constant muscle gain

75



JASON TAK-MAN CHEUNG

Figure 5.1 Finite element meshes of encapsulated soft tisuue, bony and ligamentous structures.

and cross-sectional area relationship and by force equilibrium consideration. Except for
some vertical impact analyses, most models ignored the dynamic or inertia effects of ankle-
foot motion. The quasi-static simulations may hinder the dynamic biomechanical behav-
iour of the foot whenever acceleration of the lower limb, such as during heel strike and
push-off, is significant.

Finite joint and bone movements have not been accounted for in many FE models. The
adjacent articulating surfaces were usually fused by connective tissue without considering the
relative joint movement. Although relative articulating surfaces movements were allowed in
some models,>?> these models consisted of only reduced number of distinct bony segments.
Consequently, many of the existing models were limited in predictions of relatively small
ankle-foot motions and should have resulted in a representation of an overly-stiffened ankle-
foot structure. The FE model developed by Cheung and colleagues™ considered the relative
foot-support interface and joint motions in most foot joints except the phalangeal joints.
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Figure 5.1 — Cont'd

To enable a more realistic simulation of the foot and its supporting interfaces, a contact
modelling approach should be considered among all the bony segments, foot-ground and
foot-shoe interfaces. In addition, ligament-bone and tendon-bone interfaces can be imple-
mented to simulate more accurately the gliding and stabilizing mechanism of these soft
tissues and their interactions with the bony structures.

Summary

Foot-related problems or diseases, such as plantar foot pain, diabetic foot, arthritic foot,
pathological flatfoot, ankle sprain, bone fractures, or other sports-related injuries, have been
costing a significant amount of medical expenditure and hospitalization. A clear picture of
the internal stress/strain distribution and force transfer mechanism of the foot can provide
fruitful information on ankle-foot pathomechanics and the biomechanical rationale and
consequences behind different functional footwear designs and treatment plans. Existing FE
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Figure 5.2 Finite element models of: (a) foot-shoe interface; and (b) knee-ankle-foot structures.

foot models have shown their contributions to the understanding of foot biomechanics and
performance of different foot supports. The ability of the FE model to identify vulnerable
skeletal and soft tissue components of the foot can serve as a tool for development of novel
clinical decision-making and foot treatment approaches. In terms of orthotics or footwear
design, it can allow efficient parametric evaluations for the outcomes of the shape modifi-
cations and other design parameters of the orthosis without the prerequisite of fabricated
orthosis and replicating subject trials. Despite tremendous potentials for the existing FE
models, more realistic geometry and material properties of both bony, soft tissue and
footwear components, in addition to realistic physiological loadings, are required to provide
a better representation of the foot and its supporting conditions and more accurate predic-
tions of ankle-foot biomechanics.
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Muscle mechanics and neural control

Albert Gollhofer
Albert-Ludwigs-University of Freiburg, Freiburg

Introduction

The human skeletal muscle represents in a distinct manner an example of a direct relation-
ship between a biological structure and its function. Muscular function is basically convert-
ing chemical energy into force. Force is necessary in order to compensate external loads
acting on the human body and moreover, allows us to move our limbs and body. Structure
elements in the muscle are responsible for the synthesis of protein, the storage of energy sub-
strates and for the contraction of the muscle itself.

The first section focuses on the human skeletal muscle as the final executive organ for
generating movement. The functional properties of muscles cannot be understood without
deeper knowledge of the architectural features of the different muscles. Only basic mecha-
nisms are described in order to give an insight into the human skeletal muscle and to under-
stand how force is generated by this unique biological structure. The chapter contains three
points which are subjected to the anatomy of skeletal muscle, its force-length and force-
velocity relationship, respectively.

In the second section the neuromuscular aspects are addressed. For understanding human
movement and for studying motor function, a thorough understanding of the mechanisms
controlling the force output is essential. Two basic motor tasks, locomotion and balance, are
described. Specific emphasis is given to the function of sensory-motor interaction in these
types of movements. New technologies give insight into the modulation mechanisms of
centrally and spinally organized influences on the activation of the motor neurons.

Muscle mechanics

Muscle anatomy

The largest organ in our body is the skeletal muscle system. Each of our muscles is specifi-
cally designed or architectured to meet the functional requirement for the adequate contri-
bution in posture and human movement behaviour. The entire muscle is a composite of
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tightly packed substructures: muscle fibres, myofibrils and finally sarcomeres infolded in
structural connective tissue have integral function in force production, force transmission
and in energy substrate supply.

The diameters of muscle fibres (muscle cells) range from 10-100 micrometres up to a
length of a few centimetres. The fluid part inside the muscle cell, the sarcoplasm substance,
houses nutrients as primarily glycogen, fats, proteins and minerals for the metabolism of the
muscle contraction. Extensions of the sarcolemma which serve as plasma membrane are
known as transverse tubules (T tubules). The notation results from their alignment trans-
verse to the long axis of the fibre with a radial inward orientation. T tubules build an
extensive network going from the surface to the centre of the muscle cell. These structures
transmit nerve impulses and nutritive substances through the muscle fibre. The second net-
work of tubules is longitudinally arranged within the muscle fibre and is called sarcoplas-
matic reticulum. Within this system a huge amount of calcium ions is stored. Once an
action potential from the motor nerve depolarizes the postsynaptic membrane of the muscle
these ions are released in order to initiate muscle contraction. Apart from the knowledge
that these two parts of the muscle fibre are necessary for the generation of force, one special
biological structure has been shown to be closely related to the fundamental function: the
mechanical process of muscle action. This process takes place in the myofibrils which are
the contractile elements of the skeletal muscle. Based on their function, the orientation of
the hundreds to thousands of myofibrils in one muscle fibre follows straight the way towards
the production of force. They mainly extend along the entire length of the muscle fibre. In
a closer view, this biological structure appears as a series of subunits — the sarcomeres. The
sarcomeres consist of thin and thick contractile elements — myosin and actin. Under the
light microscope a characteristic sequence is easily observable, the striated pattern of dark
and bright bands. This sequence contains five structures: an A-band, an H-band, an I-band,
an M-band and the two Z-bands, which display the borders of each sarcomeres. Due to the
differential refraction lights under microscopy the A (anisotropic) band shows the dark zone
and represents the zone of overlapping thin and thick filaments. The H-band is located in
the middle of the A-band. It compromises only thin filaments and is thus less dark than the
A-band. The I-band was labelled in respect to its isotropic property. The thin filaments are
attached to the Z-band and the thick filaments are directly connected to the M-band.
Thereby, each thin filament stands in relationship with three thick filaments whereas one
thick filament interplays with six thin filaments. A third fine filament composed of titin is
a further component of the filament network that was suspected to stabilize the thick fila-
ments in a longitudinal direction during both sequences of muscle function, in relaxation
and during contraction. Moreover, a direct contribution to the elasticity of the entire
myofibrils is apparently given due to its structural role. The highlighted special organization
of the filament network displays a banded pattern which produces the characteristic appear-
ance of muscle striation.

Muscle contraction

Within the sarcomeres generation of force is performed by the interaction between the
thin and thick filaments. This process is an energy demanding procedure and classically
described by the sliding filament theory: Both filaments slide against each other which
causes a reduction of the sarcomere length. It has been shown that two proteins are substan-
tially responsible for this fundamental process. Whereas actin is the major protein for the
thin filaments, myosin is the one for the thick filaments. The actin filament is fixed at the
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Z-band while the opposite end lies in the centre of the sarcomeres without inserting into
any contractile structure. The structure of the actin filament is characterized by its helical
pattern formed by strands of actin molecules. In this — pearl necklet — alignment each
molecule of actin has a contact area for possible binding of the myosin head. Attached to
the actin strand is tropomyosin in a twisted manner and troponin that is located in regular
distance to the actin strands. The structural arrangement of the myosin filament contains
two twisted heavy chains that terminate in two large globular heads. Each of them has
two different sites of function in order to bind adenosine triphosphate (ATP) on the one
site and actin on the other site. The contraction itself is initiated by the release of calcium
ions in the sarcoplamatic reticulum. Ca** travels into the sarcoplasm and accumulates to
the troponin. This binding procedure removes the tropomyosin from active sites of the
actin filament. Now, the myosin heads are able to attach to the actin filament. This step
represents the beginning of the cross-bridge cycle. The cross-bridge cycle can be further sub-
divided in four temporary sections. In the first section, the myosin head is weakly attached
to the actin filament and carries an ATP bound at the ATPase enzyme site. In the second
step, the myosin head is straightened by the distal part of the myosin head, while the ATP
is cleaved in ADP and phosphate without releasing these energy substances, since they
remain at the ATPase site. It is important to note that these two first stages are reversible.
In the third section the myosin head is going to bind strongly to the actin filament.
Concurrently, the lever arm of the myosin head is twisted to the original position. For this
process the release of the phosphate is necessary. Due to the strong connection with the
myosin head this process realises the shift. The actin filament is pulled towards the middle
of the sarcomere. This tilting of the head which generates force is labelled as a powerstroke.
Immediately after tilting, the myosin head detaches from the actin filament and rotates back
to its original position. For this detaching process, as well as for the transfer of the calcium
ions back to the sacroplasmic reticulum, ATP is required. The removal from calcium
deactivates the troponin and tropomyosin and thus blocks the cross-bridging between the
actin and myosin filaments.

Force-length relationship (for the muscle fibre)

The force capacity of one actin-myosin complex is fairly low: One million cross-bridges are
able to produce a force of just one milliNewton! Therefore, the overall amount of force is obvi-
ously connected with the ability of the muscle fibre to provide a tremendous number of cross-
bridges. In this context Gordon and co-workers stated that: ‘tension varies with the amount of
overlap between thin and thick filaments with the sarcomere’ (Gordon, Huxley and Julian, 1966).
This relationship is illustrated in Figure 6.1A, which shows four different lengths and
the corresponding forces. From a sarcomere length of approx. 3.6 pm onwards, no force can
be generated because there is almost no overlap between actin and myosin filaments. At a
sarcomere length of approx. 2.0-2.2 pm a maximum overlapping of the thin and thick
filaments results in a maximal force generation. Sarcomeres shortening as shown on the
ascending part of the curve declines force generation due to interference of the binding sites
(< 2.0 um) which is fortified by the thick filaments striking against the Z-bands (<1.7 pm).
In conclusion, the typical force-length curve reflects the strength of the acto-mysin
cross-bridges that are bound in the various lengths: In small muscle lengths the spacing
of myosin and actin filaments is too narrow to allow the cross-bridge for much tension.
However, in large lengths there is too little overlap between both filaments to allow for many
attachments.
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Figure 6.1.A The four different lengths and the corresponding forces.

Force-length relationship (for the entire muscle)

For the entire muscle tendon complex, the amount of force capacity is dependent on the
number of sarcomeres in series within the muscle fibres, their pinnation angle and on the
relative length of the entire configuration with respect to their resting length. Figure 6.1B
schematically shows the active and the passive contributions to the entire muscle force as a
function of length. In small muscle length the active component contributes exclusively to
the entire force capacity. Here, the force of the muscle-tendon complex is determined by
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Figure 6.1.B Schematic illustration of the active and the passive contributions to the entire muscle
force as a function of length.
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Figure 6.1.C Due to differences in muscle architecture the shape and the relative contribution of both
components vary largely among different muscles.

the state of muscular activation. In large muscle length, however, the contribution of the
passive components increases exponentially. Due to the viscoelastic properties of the con-
nective tissue of the parallel elastic system (e.g. sarcolemn, endo- and perimysium) and
of the tissue in series (e.g. tendon, aponeurosis), the resistant forces increase as the
muscle-tendon complex is stretched extensively.

In conclusion, active force production by motor neuron recruitment and firing frequen-
cies determine the amount of the contribution of the active component on each initial
length. Active insufficiency can be observed in small lengths when the sarcomeres are con-
tracted and spacing between the contractile proteins is very narrow, passive insufficiency is
characteristic for large lengths when the sarcomeres are stretched and filament overlap is
decreased (Elftman, 1966).

The sum of active and passive components describes the functional force-length relation-
ship of a given muscle. However, due to the differences in muscle architecture, the shape
and the relative contribution of both components varies largely among different muscles
(Figure 6.1C). For functional interpretations of force-length behaviour in human
movement it is important to note that the area underneath the sum of active and passive
components describes the ‘control zone’ in which the neuronal system can ‘determine’ force
output of the muscle tendon complex.

In multi-muscle systems like in M. quadriceps or in the hamstring muscles the muscle-
tendon complex encompasses two or even more joints. Thus, under natural movements the
force-length relation of each single muscle system may be compromised by the other mus-
cles that may have completely different architectural properties. Moreover, in natural move-
ments (e.g. locomotion) the distal joint complex (hip) may be flexed whereas the proximal
joint (knee) extends. In consequence, the large variations in force capacity derived from the
force-length relation of a single sarcomere are smoothed down by the various compensatory
mechanisms under natural conditions. Therefore, for complex systems, like M. quadriceps,
the force-length relation is rather constant within natural movement.
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Force-velocity relationship

Apart from the force-length interaction the force-velocity relationship affects the amount
of force. Figure 6.2 shows that the generation of force highly depends on the velocity of
muscle contraction. In detail, the curve clearly demonstrates that the greater velocity of
contraction, the lesser the generation of force. Within this curve three key points should be
mentioned. The maximum generation of force is given under isometric condition. However,
this state changes with increasing velocity of muscle contraction and results in a decrease of
force (point 1). In contrast, when the velocity of contraction is near its maximum, the gen-
eration of force declines to a minimum (point 2). In the case of negative velocity, which
happens during lengthening contractions (equivalent of ‘eccentric’ actions), the force can
be increased up to 40—-60 per cent above the maximum isometric force capacity (point 3).
How can the phenomenon of the force-velocity relationship by the use of the cross-bridg-
ing cycle be explained? As aforementioned, the amount of force generation is based on the
number of cross-bridges between actin and myosin filaments. Thus, at high shortening
velocities the number is active cross-bridges limited and therefore the force output is
decreased. The maximum contraction velocity is determined by the maximum cycling rate
of the cross-bridges. As the rate of ATPase activity is closely related to the cycling rate, mus-
cles with a high content of fast muscle fibres, with enormous enzymatic capacities of
ATPase, have faster contraction velocities.

At low shortening velocities the ratio between changes in muscle length and changes in
shortening velocity is more sensitive. Only small changes in shortening velocity produce
large alterations in force capacity. Under isometric, static conditions (v = 0) the maximum
voluntary contraction (MVC) capacity is achieved. Under eccentric actions some of the
actually bound cross-bridges are stretched, leading to an additional force per cross-bridge.
Furthermore, Lombardi and Piazzesi 1990 reported that cross-bridges will reattach more
rapidly after they have been stretched.

Figure 6.2 Force v velocity.
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Neural control of skeletal muscle contraction

The motor unit

The relative distribution of slow and fast twitch motor units within a given muscle deter-
mines its force, power and endurance characteristics. In sprinters, for example, the gastroc-
nemius muscle may consist of 25 per cent slow motor units and 75 per cent fast motor units,
whereas in marathon runners this relation may even be reversed. However, large differences
in the relative distribution exist in the various muscles, due to their functional tasks.
Intraindividually, the relative distribution is basically preset by genetic parameters.

All muscle fibres activated by one motor neuron have the same properties. They are
called the motor unit. Thus, muscles that need power- and forceful action consist predomi-
nantly of fast motor units, whereas muscles with endurance and postural tasks are composed
of a major portion of slow motor units. Another important parameter, the size of the motor
unit, can differ largely with the functional properties of the muscles: In the eye muscles only
few muscle fibres form a motor unit, whereas in the lower limb muscles a motor neuron may
activate up to 2000 muscle fibres.

From an electrophysiological point of view, both types of motor units have different
thresholds when recruited. According to the size-principle (Hennemann, 1965) slow motor
units with their low thresholds are recruited first, whereas fast units with higher thresholds
are involved later as force development is progressed. This principle ensures that, depend-
ing on the demands of a muscular action, a specific set of motor neurons is involved. Only
in situations when full muscular actions are required (MVC) all the motor units are acti-
vated. In literature it has been shown that all muscle activations are related to this princi-
ple. However, due to the differences in fatigue capacities, a selective population of motor
units may be observed when large forces must be sustained over long periods: Here the fast
muscle units may quite soon be exhausted due to their specific enzyme profiles, whereas slow
units with their high oxidative capacities may act over longer periods.

Once a motor unit is recruited the firing frequency provided by the nervous system deter-
mines its force output. In contrast to slow motor units, the fast units can be driven by a great
increase in firing frequency leading to the fused tetanus. The enhancement of force output
per motor unit can be graded by modulation of the excitation frequency. The range is much
higher in the fast motor units. Recent research revealed that in fast, ballistic type of muscu-
lar actions the activation of some motor units occurs in doublets. These doublets have high
efficacy for a high rate of force development (Van Cutsem et al., 1998).

The sensory-motor interaction

The force-generating cross-bridge cycle is initiated by nerve impulses arriving from
motoneurons located at the spinal cord. The arriving impulse at the terminal axon causes a
release of acetylcholine (ACh) as a neurotransmitter substance into the synaptic cleft
which is bound by the receptors of the muscle fibre sarcolemma. If the amount of bound
ACh is above a certain threshold, the excitation depolarizes the muscle fibre membrane
over the entire length and also enters into the tubules network inside the muscle cell. Calcium
ions are poured out and the cross-bridge cycle is started. Because the motoneuron, together
with the muscle fibre, builds up a functional unit it is considered as the motor unit (MU).
However, coordinated human movement is never based on a single muscle that produces
force. A complex sensory-motor interaction is needed to balance and optimize motion tasks
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around single joint systems. Therefore, every human movement has to be controlled by
the central nervous system (CNS).

To understand how the nervous system controls movement, it is not sufficient to focus
solely on the ‘motor system’ which activates the muscles but also on the ‘sensory system’.
Sensory input provides an internal representation of our body and the external surrounding
and thus is essential to guide movement. Spindle afferents, for example, behave like passive
stretch receptors, increasing their firing frequency during stretch and decreasing it during
shortening. Therefore, stretch applied to one muscle is detected by muscle spindles which
propagate the information via la-afferents to the CNS. When the excitation is sufficiently
high to exceed a certain threshold at the alpha-motoneuron, an efferent volley is released
which in turn leads to muscular contraction of the previously stretched muscle. This
example shows two things: First, motor action directly depends on sensory information and
second, movement initiation can emanate from the spinal level without making demands
on higher centres. In this way, a variety of different motor actions can be processed by motor
circuits in the spinal cord. Besides the possibility of achieving control of muscle length, for
example to stabilize posture, the nervous system has many possibilities to use afferent input.
Control mechanisms that adequately modulate the gain of postural reflexes should include
peripheral information to describe the influence of gravity as well as inputs from muscle
spindles and the vestibular system. Moreover, mechanoreceptors located in the in joint cap-
sules, joint ligaments and skin provide sensory feedback. All these inputs form the charac-
teristic and highly adaptable reflex pattern.

However, if the complexity of the movement increases, control of motor activity is
shifted to higher centres like the brain stem or cortical regions. Locomotion and posture are
two excellent examples to clarify the importance of sensory information and the contribu-
tion of spinal and supraspinal sources in central motor control.

Locomotion

Motor circuits in the spinal cord are not only relevant to execute stretch and withdrawal
reflexes but also to enable natural locomotion. Animal studies provide strong evidence that
the spinal cord contains the basic circuitry to produce locomotion. As early as 1911,
Graham-Brown observed in the cat that coordinated flexor-extensor alternating move-
ments could be generated in the absence of descending or afferent input to the spinal cord
(Graham-Brown, 1911). The neural network in the spinal cord which has the capacity to
produce this basic locomotor rhythm is called central pattern generator (CPG). The origi-
nal half-centre model proposed by Graham-Brown consists of a flexor and an extensor half
centre that individually possess no rhythmogenic ability, but which produce rhythmic
output when reciprocally coupled. However, based on this model it is difficult to explain the
diverse patterns which can be generated by spinal CPGs (Stein et al., 1998; Burke et al.,
2001). To overcome this problem, it was proposed that multiple oscillators are flexibly cou-
pled to create different patterns (Grillner, 1981). According to this model, spinal CPGs are
able to realize many different motor behaviours like walking, swimming, hopping, flying and
scratching. The basic pattern produced by a CPG is influenced by signals from other parts
of the CNS and sensory information arising from peripheral receptors. This sensory feed-
back can help to increase the drive to the active motoneurons and is also needed for correc-
tive responses which may be reflectively or voluntarily performed.

With respect to animal locomotion it can be concluded that descending signals from the brain
stem are sufficient to activate the rhythmic generating network, which in turn activates the
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muscles in the correct way to obtain a coordinated gait pattern. Motor cortical lesions or
damages of the corticospinal tract provoke only minor impairments of the locomotor system
in the cat or the rat whereas humans suffer great functional deficits (Porter and Lemon,
1993). Thus, locomotion of humans obviously relies much more on supraspinal and espe-
cially cortical influences than animal locomotion does. For this reason it was difficult to
obtain clear evidence for CPGs in humans. In subjects with complete spinal cord injury it
was shown that electrical stimulation of the spinal cord elicited alternating activity in leg
muscles (Dimitrijevic et al., 1998). Furthermore, experiments in healthy humans revealed
strong coupling of arm and leg movements during gait but not during standing or sitting
(Dietz et al., 2001). These and other observations suggest that cyclic activity in humans is
also generated by a spinal CPG (Dietz and Harkema, 2004).

Obviously there are many similarities in the organization of coordinated locomotion pat-
terns in humans and animals. However, there are also great differences. As mentioned
above, humans more strongly rely on supraspinal influences than animals do. Recent studies
provided accumulative evidence for cortical contribution during gait (Schubert et al., 1997;
Petersen et al., 2001). Thereby, direct corticospinal projections descending from the primary
motor cortex to the spinal cord seem to play an important role (Petersen et al., 1998). The
existence of such monosynaptic projections make up one of the major differences in the
organization of the motor system in primates compared to other species. As these direct cor-
ticospinal pathways are most pronounced to distal arm and finger muscles they are believed
to be responsible for the high level of skilled motor control in primates (Porter and Lemon,
1993). The assignment of direct corticospinal projections is, however, not restricted to the
performance of fine motor skills of the upper extremity. Activity in lower limb muscles
during locomotion and postural regulation is also influenced by their input.

Postural regulation

Similarly to the organization of locomotion, postural regulation relies on the integration of
afferent information to allow for appropriate muscular activation. Sensory input in order to
maintain balance is mainly provided by the proprioceptive, the vestibular and the visual
system. Depending on the type of balance task, the relative importance of these sources is dif-
ferently weighted. For example, the compensatory responses following slow rotational distur-
bances of the feet are primarily triggered by vestibular information (Allum and Pfaltz, 1985),
whereas fast horizontal displacements are predominantly processed via spinal proprioceptive
pathways (Dietz et al., 1988). Regarding the organization of unperturbed stance, it was shown
that despite excluding vestibular, visual and cutaneous information, equilibrium could still be
maintained (Fitzpatrick et al., 1994). Afferents from the lower limb therefore seem to provide
sufficient information to control quiet stance. After the Ia afferents were considered to
be most relevant to enable upright stance, nowadays there is strong evidence that type II
afferents are even more important (Nardone and Schieppati, 2004).

The sensory information obtained by the proprioceptive, vestibular and visual system is
processed at spinal and supraspinal levels to ensure appropriate muscular activation in order
to maintain balance. Commonly, it is assumed that postural control is restricted to subcor-
tical centres and reflex action. However, based on results obtained in recent studies using
transcranial magnetic stimulation, it is supposed that the primary motor cortex is involved
at least in some postural tasks requiring fast compensatory responses ( Taube et al., 2006) and
might even be of relevance for the control of quiet stance (Soto et al., 2006). These results
indicate that, in humans, not only muscular activation during skilful movements is
controlled by the cortex but also locomotion and postural regulation.
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The amount and structure of human
movement variability

Karl M. Newell and Eric G. James

The Pennsylvania State University, Pennsylvania

Introduction

Variability is a hallmark property of biological systems within and between species. In many
disciplines variability has been a fundamental source of information for the development of
theory but the importance of variability has been less central in human biomechanics and
motor control research. Generally, the field of human movement has focused on the invari-
ance of movement properties as opposed to its variance for the primary source of informa-
tion about the organization of motor control.

The fields of biomechanics and motor control have begun to systematically investigate the
variability of movement with the view that it is much more than just the reporting of a stan-
dard deviation of a movement-related variable (cf. Davids, Bennett, and Newell, 2006;
Newell and Corcos, 1993). Biomechanics with its basis in Newtonian mechanics has tradi-
tionally given emphasis to the deterministic aspects of movement with little formal involve-
ment or even mention of stochastic processes (e.g., Ozkaya and Nordin, 1991). Motor
control by contrast has long recognized movement variability and stochastic processes but
traditionally assumed that the variability was no more than uncorrelated random noise (Fitts,
1954; Schmidt et al., 1979), and a nuisance to be minimized or eliminated in system control.

The introduction of the construct of self-organization to biological processes (Glass and
Mackey, 1988; Yates, 1987), together with the accompanying tools and methods of dynam-
ical systems and chaos theory (Kaplan and Glass, 1995; Thompson and Stewart, 1986),
have provided a new framework to consider a variety of biological phenomena, including
human movement, the cooperative and competitive influences of deterministic and
stochastic processes. The theoretical and experimental influence of this approach has been
growing in the study of complex biological systems, sometimes under the umbrella label of
fractal physiology (Bassingthwaighte, Liebovitch and West, 1994; West, 2006). The human
in movement and action is clearly a complex system of systems the control of which
also needs to include the contributing roles of the environment and task in adaptively
harnessing deterministic and stochastic processes.

The complexity of human movement is manifest in the consideration of Bernstein’s
(1967) degrees of freedom problem in motor control: namely, that skill acquisition is the
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mastery of the redundant DoF. This mastery resides in exploiting the deterministic and sto-
chastic forces present in system control and the execution of a movement sequence that
exhibits movement variability of a variety of kinds while still realizing the goal of the action.
Figure 7.1 shows Bernstein’s classic example of the variability present in the repetitive ham-
mering of skilled Italian stone workers. The figure captures the essence of Bernstein’s
insightful notion of practice, even in the highly skilled performer, as repetition without
repetition.

This chapter focuses on one central issue in the within-subject variability of the repeti-
tion of movement and maintenance of posture: namely, the relation between the amount of
variability and the time- and frequency-dependent structure of variability. We consider this
issue across the task categories of posture, locomotion and manipulation together with the
influence of lifespan development, learning and disease states on variability. The amount
and structure of movement variability can be considered at the level of the individual
effectors, the coupling between effectors and the outcome dimension of the task goal.

Amount and structure of movement variability

Figure 7.1 shows that there is a movement form or an invariance to the action that is
present from repetition to repetition or trial to trial even though each cycle of hammering
has some variability in details of the kinematic trajectories. This invariance can be used
to categorize the stability of the action and the perceptual labelling of a given movement
activity class, such as perceiving an action to be that of walking, running, hopping or
skating. In contrast, the movement variance when expressed in terms of kinematics is refer-
ring to variability in the either the spatial or temporal dimensions of some aspect of the
trajectory(ies) of movement over repetitions of the movement or maintenance over time
of posture.

The variability is usually expressed as an amount and measured as the standard deviation
of the distribution of like measures from the repetition of performance. For example, in
Figure 7.1 one could measure the variability of the peak spatial location of the trajectory of
the hammer across the cycles of hammering. In addition, one could also measure the vari-
ability of the time to peak spatial location in the limb trajectory. In either case, the point
measure of space or time in the movement cycle is taken with respect to a time or place,
respectively. These measures could be made in the framework of either an absolute extrin-
sic frame of reference or an intrinsic body relative reference.

The standard deviation of a distribution may be sufficient to reflect the dispersion or vari-
ability of the scores when the distribution is normal but the distribution of movement prop-
erties often departs from normality when scaled, in particular, to extreme spatial and
temporal demands in an action. In these cases, skewness and kurtosis measures of the distri-
bution can be useful to capture a fuller appreciation of the variability (Kim, Carlton, Liu
and Newell, 1999), though these higher order moments of the distribution tend to be less
stable. One can also measure directly the entropy (an index of disorder) of a distribution
through the probability assumptions of information theory (Shannon and Weaver, 1949).

The measures of the amount of variability of some discrete spatial-temporal point of a
movement property, trajectory or its outcome can be contrasted with measures of the time-
or frequency-dependent properties of the movement time series that capture the structure
of the variability. Thus, the repetitions of the spatial-temporal trajectories of hammering
in Figure 7.1 could also be analyzed as a position time series or through frequency
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analysis procedures. These approaches provide clues as to the structure of variability in that
they reveal indices of the time or frequency domain properties of the signal. The applica-
tion of this approach to movement analysis has clearly shown that the variability of the
motor output across a variety of tasks is typically not that of white Gaussian noise (Newell
and Slifkin, 1998; Newell et al., 2006; Riley and Turvey, 2002).

A central finding to emerge from recent research on the variability of movement is that
the variability reflects considerable time- and frequency-dependent structure. Of special sig-
nificance to this chapter is the emerging view of an apparent inverse relation between the
amount (standard deviation) and the degree of structure in movement variability.
Specifically, that the reduction in the amount of outcome variability in task space or the
coupling of effectors tends to be related to a higher dimension or complexity of the motor
output while in contrast an enhanced amount of variability is related to a reduction in the
dimension or complexity of the output. This inverse relation between the amount and struc-
ture of movement variability has been shown in a wide range of motor tasks, but there are
also important examples of exceptions to this relation that provide insights for a more broad
based coherent account of the organization of movement variability.

Posture

The study of postural variability has been dominated by the experimental protocol where the
subject stands on a force platform as still as possible and looks ahead to a marker at eye height.

Figure 7.1 Cyclogram of a series of hammering trajectories (adapted from Bernstein, 1967, Figure 21).
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The platform records the force and moments in the x, y, and z planes at the surface of
support from which the centre of pressure is derived. The centre of pressure time series
provides the basis to estimate the amount of variability in the anterior and posterior direc-
tions of motion, together with the derivation of a number of other kinematic properties.
The prototypical measure of postural variability has been the standard deviation of the loca-
tion of the centre of pressure in the medial-lateral or anterior-posterior dimension. Using
this measure a host of studies of the centre of pressure profile of upright stance has shown
that the variability of centre of pressure changes as a function of many variables.

Analysis of the time- or frequency-dependent properties of the time series of the motion
of the centre of pressure reveals additional features to the distributional properties on a
given dimension of centre of pressure motion (Bensel and Dzendolet, 1968; Myklebust and
Myklebust, 1989). Some of these approaches provide information that can be used to
address directly the relation between the amount and structure of the variability of the
centre of pressure. Newell, van Emmerik, Lee and Sprague (1993) examined the relation
between the variability and dimension of the centre of pressure profile in healthy young
adults and those diagnosed with tardive dyskinesia (a movement disorder that arises from
the prolonged regimen of neuroleptic medication). Dimension (D) is a nonlinear measure
of the type of attractor dynamic (point attractor, limit cycle, and so on) formed from the
centre of pressure trajectories in state space and provides an index of the number of dynam-
ical degrees of freedom required to produce the output of the system.

Figure 7.2 shows, from Newell et al. (1993), some sample centres of pressure trajectories
from individuals standing still: (a) normal healthy adult; (b) tardive dyskinetic profile that
appears as unstructured as the profile of the healthy subject; and (c) a rhythmical tardive
dyskinetic profile. The analysis showed that there is more structure to the location of the
centre of pressure over time in healthy subjects than has typically been inferred, in that it
was of a much lower dimension (D < 2.50) than that of a random white noise profile
(D tending to infinite — uncorrelated random process). The mean dimension of the subjects
with tardive dyskinesia (rhythmic, D = 1.30; unstructured to the eye, D = 1.75) was system-
atically lower than that of the healthy control group (D = 2.20). The centre of pressure
profiles in Figure 7.2 are consistent with the finding that the standard deviation of the
centre of pressure was higher in the tardive dyskinesia groups (rhythmic, SD = 1.12 cm;
unstructured to the eye, SD = 0.21 cm) than the healthy control group (SD = 0.11 cm).
Thus, there was an inverse relation between dimension and the variability of the motion of
the centre of pressure, in that higher levels of variability of motion were associated with a
lower dimension of the centre of pressure time series, and vice versa.

The findings of this study show that the amount of variability of the centre of pressure
(standard deviation) is not a sufficient index of postural stability without a determination
of the dimension of the attractor. This is because different attractors can have different
degrees of variability and stability. Furthermore, centre of pressure profiles could have the
same amount of variability (standard deviation) but different geometries to the attractor
dynamic leading to different levels of stability.

The inverse relation between the amount and structure of the centre of pressure is
strongly influenced by the age of the subjects (Newell, 1998) that can be indexed respec-
tively, by the area of the centre of pressure (amount of motion) and ApEn (a measure of the
regularity of the centre of pressure time series — Pincus, 1991) as a function of age (3 years,
5 years, young (18-25 years) and elderly (60-80 years)). The amount of variability decreases
with advancing age in childhood through young adulthood but then increases again in the
elderly. The opposite trend is apparent in the relation of age to regularity of the time series.
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These two examples of centre of pressure profiles (Newell et al., 1993; Newell, 1998) are
consistent with the position that a reduction in degrees of freedom in control space is asso-
ciated with an increase in the amount of variability exhibited in task space. The degrees of
freedom of the collective organization of the output of the centre of pressure was enhanced
in development but reduced in ageing and tardive dyskinesia (and other disease states — e.g.,
Parkinson’s disease). The ageing effect is consistent with the loss of complexity and ageing
hypothesis of Lipsitz and Goldberger (1992) and the tardive dyskinesia effect is consistent
with the dynamical disease concept of Glass and Mackey (1988). The general position is
that variability of the centre of pressure is driven by deterministic and stochastic processes
(Newell, Slobounov, Slobounova and Molenaar, 1997) over multiple time scales (Blaszczyk
and Klonowski, 2001; Collins and De Luca, 1994; Duarte and Zatsiorski, 2000) that are
dependent on the constraints to action.

Locomotion

The traditional emphasis in the study of locomotion was on the amount of variation (standard
deviation) in the step and stride intervals and the associated footfall locations (Gabell
and Nayak, 1984; Owings and Grabiner, 2004). The general finding is that the amount of
variation in the stride interval can change with a variety of individual and task properties.
For example, stride interval variability decreases with advancing developmental age up to
maturity (Hausdorff, Zemany, Peng and Goldberger, 1999) but that there is an increase
in the variability of the stride interval during ageing (Hausdorff et al., 1997). When the

Scale 1.27 cm Scale 5.08 cm

Scale 15.24 cm

Figure 7.2 Example centres of pressure profiles from individual subjects of three groups: (a) healthy
subject; (b) tardive dyskinetic profile that appears as unstructured as the healthy subject; (c) a thyth-
mical tardive dyskinetic profile. The scale refers to the interval between tick marks on the axes of each
respective figure. Adapted from Newell et al. (1993) with permission.
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coefficient of variation of the temporal and spatial footfall properties is considered across
motor tasks it is the case that human walking and running have the lowest level of relative
variability, in contrast to discrete movements, particularly in locomotion under the constraints
of a treadmill. This low level of variability has supported the established view that locomotion
has repeatable movement patterns with small levels of white noise driven variability.

The structure of the variability of step and stride intervals in walking has been extensively
studied by Hausdorff and colleagues (1995, 1996, 1997) and West and Griffin (1998, 1999).
They have used spectral analysis and detrended fluctuation analysis to reveal the structure
in the gait (walking) cycle as a function of age and disease state. The central finding is that
the fluctuations of the gait cycle exhibit long range correlations whereby the stride proper-
ties of any given gait stride are dependent on a stride that occurred previously, perhaps even
hundreds of cycles earlier. The long range correlations in the stride time series have the form
of a power law, indicating that the variability of the gait cycle is a self-similar fractal process
(Hausdorff et al., 1995, 1997).

Hausdorff et al. (1997) compared the detrended fluctuation score of a young adult group
with that of an elderly group. The long range correlations were less strong in the elderly
(o0 = 0.68) than the young adults (o0 = 0.87) and weaker still in elderly adults with
Huntington’s disease (@ = 0.60). Expressed another way the fractal slope is closer to
0.5 (white noise) in the Huntington’s disease group followed by the elderly group whereas
the young adult group has a fractal slope closer to pink noise (1.0). Thus, the structure of
gait variability is progressively influenced by both ageing and disease, a finding consistent
with the earlier studies reported on posture.

Jordan, Challis, and Newell (2006, 2007) have examined the variability of the running gait
in young adults. They used experimental techniques similar to Hausdorf and colleagues but the
timing properties, spatial locations, and contact forces of the footfalls were recorded from
a force platform embedded in a treadmill. The detrended fluctuation analysis revealed the
fractal nature of running variability in that the DFA was U-shaped over running
speed with the minimum DFA anchored at the preferred speed. Thus, the preferred speed pro-
duced the most flexible structure (lower DFA) over the stride intervals. This pattern of findings
was evident in a range of kinematic and kinetic variables of both the step and stride intervals.

The experiments on walking and running clearly show that there is a relation between
the amount and structure of the variability of stride intervals. An important point arising,
however, is that the directional relation is opposite to that shown previously for posture. In
locomotion, ageing, for example, creates an increase in the complexity of the stride inter-
val dynamics (and a lowering of the influence of long range correlations) along with a larger
amount of stride interval variability, whereas in posture, ageing was associated with a greater
amount of variability and a loss of complexity, as evidenced by the dimension or ApEn value
generally being lower than that of young adults.

Hausdorff and colleagues showed that the self-similar pattern is not present across the
stride intervals of walking when subjects are trying to time their footfalls to the regular beat
of a metronome. In this situation the time-dependent variability approximates an uncorre-
lated random process in that the time dependent structure of natural walking is ‘lost’. Given
that the auditory cue of the metronome is being picked up by higher centres of the brain the
suggestion is that the fractal nature of walking is mediated at the level of the brain (West,
2006). This also demonstrates that humans can adapt the output of movement to mimic a
range of coloured noise and model type qualities to the movement variability.

Walking and running are made up of a sequence of steps that move the individual
through the dynamic cycle of postural stability, instability and stability. Even the act of

98



THE AMOUNT AND STRUCTURE OF HUMAN MOVEMENT VARIABILITY

moving the body from a standing posture via one step to another standing posture captures
this dynamic cycle. Johnson, Mahalko, and Newell (2003) examined the time it took young
(20-29 years) and older (60-89 years) adults to regain postural stability in upright stance
after performing just a single step forward. Stability was here defined as regaining the base-
line level of variability of the centre of pressure motion by having the velocity of the centre
of pressure below the criterion of 4 cm/s for 4 s. The length of the step forward was varied
as a function of the percentage of the subject’s own preferred step length.

Figure 7.3 shows that there was a systematic increase in the mean time and its variability
required to regain stability as a function of advancing age. Thus, even in the taking of a
single step there is an age-related increment in the variability of motion. Haibach,
Slobounov, Slobounova and Newell (in press) have shown a similar age-related finding in
the regaining of stability from a perturbation to posture that was induced by movement of a
virtual reality room. West (2006) has proposed that the studies of the structure of variabil-
ity in posture, regaining postural control from a single step and the repetitive processes of
locomotion all point to a common control process for activities that have traditionally been
interpreted as distinct activities requiring unique theoretical accounts.

Prehension and manipulation

The final class of motor tasks that we examine here with respect to the relation between the
amount and structure of movement variability is that of prehension and manipulation tasks.
These tasks usually involve the arm and hand neuromuscular systems and have smaller
muscle groups than the major effectors supporting posture and locomotion. Nevertheless,
there is also evidence of a task-driven pattern to the relation between the amount and structure
of finger, hand and arm movement variability when considered in terms of attractor dynamics.
Arutyunyan, Gurfinkel and Mirsky (1968, 1969) provided an often quoted example of an
inverse relation in the variability of the outcome of the action and that of the movement itself.
They showed in the task of pistol shooting that the skilled marksman has less postural vari-
ability in the upright stance than unskilled marksman. However, the skilled marksman
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Figure 7.3 Mean time to stability (with between subject group standard deviation) as a function of age
group and step length (expressed as a ratio of preferred step length). (Adapted from Johnson et al.,
2003, with permission.)
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shows more motion than the unskilled in the joints of the shooting arm, although this is of
a compensatory nature so as to reduce the motion variability of the pistol and ultimately the
shots hitting the target. In the skilled marksman, the joints of the arm act in a compensa-
tory cooperative way, to reduce variability at the periphery. In contrast, the unskilled
shooter freezes the peripheral joints of the arm and in effect tries to control the variation in
pistol from the proximal shoulder joint, without any compensatory movements of the joints
of the arm and hand neuromuscular complex. Stuart and Atha (1990) have shown similar
results in an investigation of skilled and unskilled archers. These examples point up the
need to be careful in understanding ‘which’ category of variability one is measuring, task
space, coupling between effectors, or that of the motion of a single effector.

The variability of motor output in an effector is strongly influenced by the level of force
to be produced in both discrete (Schmidt et al., 1979; Carlton and Newell, 1993) and
continuous tasks (Slifkin and Newell, 1999). In the production of discrete force impulses,
Carlton and Newell (1993) have shown that the variability of peak force, time to peak force
and impulse all increase at a negatively accelerating rate over force level and map to the
equation, C of V = 1/ (PF¥? x T,; /), where C of V is the coefficient of variation of the force,
PF is peak force and Ty is the time to peak force. There has, however, been no study of the
sequential trial-to-trial structure of force variability, though in discrete movement tasks the
sequential structure to the trial outcome has been shown to be modest to nonexistent
(Newell, Liu and Mayer-Kress, 1996). That is, about 50 per cent of the individual trial
sequences showed no systematic time dependent relation while in the other 50 per cent of
the trials the relation was limited in most cases to the next trial only (n ton + 1).

In the continuous isometric force task of flexing the index finger to exert a constant level
of force output to match target level on a computer screen the standard deviation of force
increased at an increasing rate over increments of force level from 5-90 per cent maximal
voluntary contraction, whereas the irregularity of the force output (ApEn) showed an
inverted U-shaped function over the force range (Slifkin and Newell, 1999). The regularity
function is consistent with the interpretation that the highest number of dynamical degrees
of freedom in force output is in the 30-40 per cent range of the individual’s force maximal
output with least flexibility at the extremes of the force range. Thus, force level mediates
the relation between the amount and structure of force variability.

The study of age on the variability of a constant level of isometric force output has clearly
demonstrated the inverse pattern of the amount to structure relation to variability in the same
isometric force task. Deutsch and Newell (2001) showed that as children age (10-18 years) they
decrease the amount of force variability (standard deviation) but increase the dimension of the
force output (dimension, ApEn). In contrast, ageing elderly adults increase the amount of force
variability but decrease the dimension of the force output (Vaillancourt and Newell, 2003).
Furthermore, the pattern of amount to structure of variability effects is magnified in elderly
adults that have a low level of Parkinson’s disease (Vaillancourt, Slitkin, and Newell, 2001).

Vaillancourt and Newell (2003) provided further evidence that ageing mediates the relation
between the amount and structure of motor output variability in a finger force flexion task.
They conducted a direct test of the hypothesis that the direction of the age-related change in
the variability of the degrees of freedom is task dependent. Young adults (20-24 years), old
(60—69 years) and older-old (75-90 years) adults produced either a constant force level target
or that of a sine wave. As anticipated from previous work the force variability on each task
increased with advancing age. But significantly the time and frequency analyses showed that
the force output of the old and older-old subjects was progressively less complex in the constant
force level task but progressively more complex in the sine wave force task (see Figure 7.4).
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These findings show that the age-driven amount to complexity relation in movement
variability is mediated by the short-term demands of the task in addition to the long
timescale of changes from ageing. Expressed another way the general slow loss of complex-
ity that comes with healthy ageing can be masked or magnified by the directional changes
in behaviour that are driven by the immediate task demands. The more general hypothesis
is that ageing leads to a loss of adaptation (Newell and Vaillancourt, 2001; Vaillancourt and
Newell, 2002) rather than necessarily a loss of complexity (Lipsitz and Goldberger, 1992).

Concluding comments

The synthesis of experimental findings across posture, locomotion and manipulation tasks
shows consistent trends in the relation between the amount of variability and the time- and
frequency-dependent structure of variability. In most tasks the amount of variability in the
task outcome measure is inversely related to the dimensionality of the organization of the
effector output. Namely, a lower level of task outcome variability arises from a more adaptive
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Figure 7.4 Structure of force output variability. A-D are the time and frequency analysis using ApEn,
detrended fluctuation analysis, spectral DoF, and the spectral slope analysis, respectively. The closed
circle is the young, open circle the old, and closed triangle the older-old group. Each symbol repre-
sents the average of all ten subjects collapsed across all four force levels, and the error bars represent
the standard deviation. (Adapted from Vaillancourt and Newell, 2003, with permission.)

101



KARL M. NEWELL AND ERIC G. JAMES

organization over the individual degrees of freedom, while, in contrast, the higher amounts
of outcome variability are related to lower dimensional output of the collective from
individual effectors.

The inverse relation of low task variability being associated with high complexity of
movement dynamics (and vice versa) holds for many tasks, but it breaks down when the
dimension of the to-be-achieved task dynamics is lower than that of the intrinsic dynamics
(Vaillancourt and Newell, 2003). The collective pattern of findings invites the proposition
that the amount of variability in task space is driven by the confluence of organismic, envi-
ronmental and task constraints, and the direction of change in the dimension of the to-be-
produced attractor dynamics. This adaptive relation places the regulation of the degrees of
freedom (Bernstein, 1967) as a central problem in driving the variability at the different
levels: task space, coupling between degrees of freedom, collective or order parameter, and
at each individual degree of freedom.

Recent experimental work has provided considerable evidence for the position that the
variability of motor output rarely approximates uncorrelated random processes or white
Gaussian noise (Newell and Slifkin, 1998; Newell et al., 2006; Riley and Turvey, 2002). The
only task category that shows some evidence of an uncorrelated random process is the trial
to trial outcome behaviour of discrete movements or short bursts of serial movements when
the task is well learned, but this is probably only attainable over short durations of practice
before nonstationarities set in. Clearly, the task constraints strongly influence the structure
of variability and even the potential for uncorrelated random processes to be a significant
part of the movement variability.

That the variability of motor output is not white Gaussian noise does not mean that
the numerous subsystems of the individual do not display uncorrelated processes, although
the strong interconnectivity of the subsystems of the organism suggests that even
these levels of variability will exhibit time- and frequency-dependent structure.
Furthermore, this finding does not mean that the intrinsic noise of a subsystem(s) is a
negative influence in the regulation of movement. Rather, the evidence suggests that uncor-
related noise of the output is a very small component of the outcome variability that
includes a small contribution of equipment and environmental noise. This small uncorre-
lated white noise component is embedded in a signal output with multiple time scales, the
structure of which changes with the constraints on movement and action (Newell, Liu and
Mayer-Kress, 2001).

Finally, it should be noted that the patterns of the variability of movement shown here
are consistent with those found at other levels of biological analysis, including heart rate,
temperature regulation, brain wave activity and muscle activity (Bassingthwaighte et al.,
1994; West, 2006). Furthermore, the findings are consonant with those shown in a range of
disciplinary analyses of non-living systems. However, the intentional and adaptive capaci-
ties of the human system allow individuals to mimic a range of model types of variability
and relations to outcome variability, according to the constraints imposed on action.
A theory of movement variability needs to be able to generalize across the changing
constraints to action and the multiple patterns of system organization arising as revealed in
the amount and structure of movement variance.

This paper was supported in part by grants NIH RO1 HD046918, RO3 AG023259 and NSF
#0114568.
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Introduction

The hand is a uniquely complex sensory and motor structure of fundamental importance to
our motor behaviour, whether it is used for artistic expression and communication, tool
making and use, or perception. To address the seemingly simple question of: ‘How does the
central nervous system (CNS) control the hand? requires understanding of its biomechani-
cal structure and neural mechanisms. The complex nature of such organization has prompted
scientists over the past three decades to use a wide range of multi-disciplinary approaches —
on human and non-human primates — to unravel the intricate mechanisms underlying hand
function, ranging from recording from motor and sensory cortical neurons to recording the
activity of motor units of hand muscles, from imaging neural activity of the brain during
object grasping to measuring the movement and force coordination patterns of the digits.

Due to the invasive nature of some of the above research approaches, most inferences
about neural mechanisms underlying the control of the hand in humans have been obtained
indirectly through detailed analysis of the hand’s behaviour such as coordination of digit
motions and forces, i.e., kinematics and kinetics, respectively. These research efforts have
probed the hand sensory and motor capabilities by challenging it with tasks that require
individual or multiple digit actions, sub-maximal to maximal forces, constraining the type
of sensory modalities normally involved in sensorimotor transformations, or perturbing an
ongoing behaviour (e.g., reaching or object lift) by unpredictably changing task conditions
(e.g., eliminating vision or changing object weight or shape) to examine the interaction
between anticipatory and feedback-based control mechanisms.

Research on hand kinematics has proved to be particularly insightful in revealing impor-
tant aspects of sensorimotor transformations responsible for modulating the shape of the
hand to object geometry and intended use of the object as the hand approaches the object,
culminating with a hand configuration and distribution of contact points appropriate for
object manipulation. Although object manipulation is by definition characterized by exert-
ing forces and torques on an object, how the CNS prepares the hand to make contact at
specific locations on the object also plays a crucial role for successful interactions with
the object. The objective of this chapter is to give an overview of research on human hand
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kinematics with emphasis on studies of reach-to-grasp tasks, the state of our current under-
standing in this field and questions that remain to be addressed. The first section of the
chapter is devoted to a brief literature review of the main findings obtained by kinematic
studies of whole hand grasping. The second section focuses on our recent work on hand
pre-shaping in response to object shape perturbation and planned manipulation as well as
on contact point selection as a function of object properties and their predictability.
We conclude the chapter by discussing research questions that remain to be addressed, in
particular with regard to the relation between hand kinematics (hand posture, contact
points) and kinetics (between-digit force coordination). Readers interested in topics that
are complementary to the content of this chapter are referred to the following review
articles: Jeannerod et al. (1995) for review on kinematic synergies and cortical control;
Latash et al. (2002, 2004), Johansson and Cole (1994) and Johansson (1998) for review on
force synergies underlying force production and grasping tasks; Schieber and Santello
(2004) for review on peripheral and central constraints to hand motor control; Castiello
(2005) for review on the cognitive aspects of grasping.

Control of hand shape during reach-to-grasp

Effect of object geometry on hand shaping

Research on two-digit grasping has shown that during hand transport to an object, the dis-
tance between thumb and index finger (grip aperture) gradually increases and reaches a
peak at about 70 per cent of the reach, maximum grip aperture being linearly related to
object size (for review see Jeannerod, 1995; Castiello, 2005). The relation of whole hand
shape during the reach to object geometry was first examined by Santello and Soechting
(1998). Subjects were asked to reach, grasp and lift objects whose contours were varied to
elicit different hand configurations at contact. The shape of the hand was defined as the
pattern of angular excursions at the joints of the thumb and fingers while discriminant
analysis was used to quantify the extent to which hand shape resembled object shape at dif-
ferent epochs of the reach. The general features of whole hand shaping were similar to those
described for two-digit grasping, i.e., all digits extended throughout most of the reach, then
closed as the digits were about to close on the object. However, it was also found that the
extent to which object geometry could predict hand shape increased in a monotonic fash-
ion throughout the reach. This finding was later confirmed by subsequent studies address-
ing the effect(s) of sensory cues on hand shaping (Santello et al., 2002) where it was found
that gradual pre-shaping of the hand occurs also when subjects perform grasping to remem-
bered objects as well as virtual objects, i.e., objects that they can perceive through vision
but not touch. A subsequent study (Winges and Santello, 2003) found that removing vision
of both the hand and the object did not affect the gradual pre-shaping of the hand to objects
with different contours. Schettino et al. (2003) defined two dimensions of pre-shaping
(flexion-extension and adduction-abduction) that are differentially affected by the avail-
ability of vision of the hand and/or object. Specifically, pre-shaping would be characterized
by two epochs: an early predictive phase during which grip selection is attained regardless
of availability of visual feedback and a subsequent phase during which subjects may use
visual feedback to finely modulate hand posture. The analysis of whole hand pre-shaping
has also been applied to quantify the effect of neurological disorders on processes of senso-
rimotor integration associated with modulation of hand shape to object geometry
(Parkinson’s disease: Schettino et al., 2004, 2000; stroke: Raghavan et al., 2006).
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Analysis of digit kinematics, both during the reach and at contact with the object, also
revealed that hand postures elicited by objects of different sizes and shapes can be described
by a few linear combinations of kinematic coordination patterns as revealed by principal com-
ponents analysis (PCA) (Santello et al., 1998, 2002). These studies found that motion at many
joints of the digits covaried in a similar way regardless of object geometry. For example, digit
extension and flexion were generally accompanied by digit abduction and adduction, respec-
tively. Similarly, motion at the metacarpal-phalangeal joints, as well as at the proximal inter-
phalangeal joints, were characterized by strong linear covariation across all digits despite wide
differences in the size and shape of virtual and real objects being grasped (Santello et al., 1998,
2002). Subsequent work on humans (Mason et al., 2001) and non-human primates (Mason et
al., 2004; Theverapperuma et al., 2006) confirmed and extended this finding by showing that
multiple degrees of freedom of the hand are controlled as a unit during reach-to-grasp move-
ments. Although it is recognized that these kinematic coordination patterns are the net result
of biomechanical as well as neural constraints (for review see Schieber and Santello, 2004),
the neural bases of such dimensionality reduction in how the hand is controlled is still not well
understood and is a subject of ongoing investigation.

New insights into hand shaping during reach-to-grasp tasks
Shape perturbation effects

As previously reported in this chapter, a characteristic finding within the multi-digits grasp-
ing literature is the relationship between the configuration assumed by the hand during
reaching and the shape of the to-be-grasped object (Santello and Soechting, 1998). A fea-
ture of such phenomenon is that the strength of this relationship increases gradually and
monotonically during reaching (Santello and Soechting, 1998). Until recently a question
which has remained unsolved is whether the need for a fast hand shaping reorganization
would elicit a breakdown in the relationship. This issue has been addressed by Ansuini and
colleagues (2007). They assessed how hand shaping responds to a perturbation of object
shape. In blocked trials (80 per cent of total), participants were instructed to reach, to grasp
and lift a concave or a convex object. In perturbed trials (20 per cent of total), a rotating
device allowed for the rapid change from the concave to the convex object or vice versa as
soon as the reach movement started (see Figure 8.1a). In this situation participants grasped
the last presented object. For both directions of perturbation (i.e., ‘convex — concave’ and
‘concave — convex’), linear regression analysis revealed that the presence of the perturba-
tion reduced the strength of the relationship between hand shape during reaching and hand
configuration at the end of the movement (see Figure 8.1b). Nevertheless, such reduction
in correlation did not fully compromise gradual hand shaping (if compared to that found for
the same object during the unperturbed conditions; see Figure 8.1b).

These results suggest that the degree of correlation between hand posture during reach-
ing and at contact is modulated by the time the to-be-grasped object is presented; and that
the system reacts to the object’s shape perturbation by applying a control strategy that
involves all fingers. In these terms, the hand is adaptively pre-shaped as to fulfil the grasp
requirements dictated by the newly presented object.

Contextual effects on hand-shaping

Contextual factors seem to have an effect on motor behaviour as ongoing movements are
influenced by the manipulation of forthcoming task demands (Cohen and Rosenbaum, 2004).
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Figure 8.1 Panel a. Schematic representation of the subject’s posture and an example of the time
course for a perturbed trial (i.e. from concave to convex object; Panel b. Correlation coefficients
between joint angles during the reach vs. joint angles at the end of the movement for ‘blocked’ con-
cave and ‘perturbed’ concave trials, and for ‘blocked’ convex and ‘perturbed’ convex, respectively. The
mcp and pip labels denote metacarpal-phalangeal and proximal interphalangeal joints, respectively.
Asterisks indicate significant correlation values (P< 0.05). Panels c and d represent the experimental
set-up (front and top view, respectively) and the three experimental conditions for the 'context'
experiment. Panel e represents the correlation coefficients between joint angles during the reach vs.
joint angles at the end of the movement for high and low accuracy trials. The MCP and PIP labels
denote metacarpal-phalangeal and proximal interphalangeal joints, respectively. Asterisks indicate

significant correlation values (P< 0.01).
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PLANNING AND CONTROL OF OBJECT GRASPING

Surprisingly, there has been little research on how the hand approaches an object depend-
ing on where and for what purpose the object will be used.

This has recently been examined in a study in which participants were asked to reach
towards and grasp a convex object between the thumb and the four fingers and to perform one
of the following actions: (1) lift the object; (2) insert the object into a niche of a similar shape
and size as the object; or (3) insert the object into a rectangular niche much larger than the
object (Ansuini et al., 2006; see Figure 8.1 c-d). Although in all experimental conditions
subjects were asked to grasp the same object, a gradual preshaping of the hand occurred only
when planning object lift or when the end-goal required a great level of accuracy, i.e., object
placement into the tight niche. In contrast, when the end-goal did not require an accurate
manipulation, i.e., object placement into the large niche, the hand posture used to grasp the
object was attained early in the reach and did not change significantly during the reaching
(see Figure 8.3 e). These results were interpreted as evidence that in order to execute the task,
an internal model of the whole motor sequence (i.e., reach to grasp and the action following
object contact) could be used. Such a model may include both object features and the forces
needed for the manipulatory experience following grasping. Along these lines, hand shaping
would be functional not only for the successful grasp of a particular shaped object but also for
the accomplishment of the action goal following grasping.

Choice of contact points for multi-digit grasping

Choice of fingertip contact points as a function of object centre of mass (COM) and its
predictability

Although both kinematic and kinetic studies have provided significant insight about neural
control of grasping, several important questions remain. One of these questions concerns
how digit placement is chosen when planning and executing grasping and manipulation.
How the hand makes contact with the object, in particular how the fingertips are spatially
distributed relative to the object as well as to each other, is a crucial control variable as it
affects how forces can be transmitted to the object. This becomes a particularly important
factor when considering grasp tasks that are characterized by precision constraints. Within
this context, it should be emphasized that contact point distribution on an object does not
depend only on its geometry, but also on its intended use, i.e., the same object could be
grasped differently depending on how it is going to be used (Friedman and Flash, 2007).
The problem of how forces are distributed among the digits has been extensively studied
(for review see Zatsiorsky and Latash, 2004). A well-studied feature of force coordination
during grasping is the phenomenon of anticipatory force control. This refers to the ability to
predict the forces required to successfully manipulate an object based on the sensory infor-
mation acquired during previous manipulations of the same object. Subjects have been
shown to implement such anticipatory force control mechanisms by studies examining two-
digit grasping of objects with different weights (Johansson, Backlin, and Burstedt, 1999), sizes
(Gordon, et al., 1991; Reilmann, Gordon, Henningsen, 2001), textures (Quaney and Cole,
2004), and COMs (Salimi, et al., 2000). It is important to note that anticipatory force con-
trol mechanisms allow subjects to plan the temporal development of forces before properties
such as object weight can be perceived through manipulation (e.g., Forssberg et al., 1991;
Forssberg et al., 1992), as opposed to having to rely primarily on proprioceptive and tactile
input that would become available only later in the task. This has been assessed in the
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literature showing that the rate of tangential force development before the object is lifted is
modulated as a function of the expected object properties (for review see Johansson and
Cole, 1992). Therefore, sensorimotor memories built through previous interactions with an
object allow the formation of an internal representation for effective digit force planning.

The large number of studies on grasp kinetics has significantly improved our understand-
ing of how the CNS coordinates the many degrees of freedom of the hand. However, a major
limitation of these studies is that force distribution among the digits has been assessed
through force sensors that constrain digit placement on the object. As noted above, how-
ever, choice of contact point distribution appears to be a very important component of grasp
control. Therefore, examining how subjects choose digit placement on an object as a func-
tion of its intended use could provide significant information about grasp control and, most
importantly, allow for a better comparison with more ‘natural’ scenarios encountered during
everyday manipulative tasks. Surprisingly, however, very little research has been devoted to
this problem. Even though hand kinematics during reach-to-grasp tasks has been exten-
sively studied (as described in the second section of this chapter), the focus has been on
quantifying hand shape in terms of joint angles and hand postures while neglecting where
individual digits are placed on an object or the extent to which contact points are modu-
lated as a function of object properties.

Therefore, we examined how subjects choose contact point distributions on an object as
a function of its COM and its predictability (Lukos et al., 2007a). For this study, we focused
our analysis on where the fingertips were placed on the object (vertical dimension), how
this interacted with the ability to anticipate object properties and how both of these factors
affected grasp performance (object roll; see below). We addressed this question by asking
subjects to grasp, lift and replace a centrally located cylinder atop a long horizontal base (an
inverted ‘“T’-shaped object) while attempting to minimize object roll (Figure 8.2). The
object COM was altered by placing a weight in slots located to the right, centre, or left of
the graspable cylinder. The object was positioned parallel to the frontal plane of the subject
so that clockwise and counter-clockwise torques were generated from the added mass.
Reflective markers were placed on the subject and the object to record hand and arm kine-
matics as well as object movement. Subjects were not told or shown where the COM was
located. The task was performed in blocks where either the COM was placed in a random
order (unpredictable condition) or the same COM location was repeated over five trials
(predictable condition). In the predictable condition, subjects were told that COM would
be the same across the block of trials associated with each COM location.

When object COM location could be anticipated (i.e., predictable condition), subjects
altered their contact points with changes in COM location and were able to minimize
object roll (~3° from vertical in predictable versus ~8° in unpredictable when object COM
was asymmetrical, P< 0.001; ‘no cue’, Figure 8.3). However, when subjects could not pre-
dict the COM location on a trial-to-trial basis (i.e., unpredictable condition), they used the
same fingertip contact points regardless of COM location. Interestingly, the fingertip con-
tact point distributions elicited by all COM locations for the unpredictable condition were
statistically indistinguishable from that elicited by the centre COM for the predictable con-
dition. This indicates that a default distribution of contact points was used when the COM
location could not be anticipated. Adopting a spatial distribution similar to that used for the
predictable centre COM location allowed subjects to minimize roll most effectively, regard-
less of COM location. If subjects had distributed digit contact points in preparation for
manipulating the object with a left or right COM location, a much greater roll would have
occurred if their anticipation was incorrect, i.e., by wrongly anticipating a right or left
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Roll
90°

(b)

Figure 8.2 Experimental object and setup. Panel a. Schematic representation of the object used in the
experimental task. A 400 g weight was added to the left, center, or right slot in the base of the object
to alter the location of its COM (total object mass = 810 g). Behavioral performance was measured
by object roll that was defined as the initial roll of the object in the frontal plane succeeding lift
(>90° to the right and < 90° to the left of the subject). Panel b. Depiction of the subject relative
to the object during the experiment. Subjects sat ~30 cm away from the object with the hand at a
35° angle from the object. For more information about the methodology see Lukos, et al. (2007a).

COM, respectively, subjects would have generated a torque in the same direction as that
caused by the added mass. By placing their digits as if the COM location was in the centre,
subjects could prevent the risk of excessively large object rolls when COM location was in
the left or right, while effectively minimizing object roll when COM was in fact in the
centre (see Figure 8.3, ‘no cue’).

The greatest amount of modulation across COM locations was observed for the thumb
and index finger. During the predictable condition, the thumb contact point was signifi-
cantly higher when the COM was located in the left (121.4 mm) than in the centre or right
(104.8 mm and 98.0 mm, respectively; P < 0.0001). The index finger exhibited an opposite
trend, the contact point being higher for right than left COM locations (145.7 mm and
132.4 mm, respectively; P < 0.0001). The other digits did not reveal any significant
differences, though they exhibited similar trends, i.e., when the COM was located on the
right, the digits were placed higher than when in the left or centre COM locations.
Therefore, different digit placements were chosen but only when object properties could be
anticipated.

To determine the extent to which whole hand placement could be predicted by COM
location, discriminant analysis was performed and a SensoriMotor efficiency (SME) index
was computed (Sakitt, 1980; Santello and Soechting, 1998). It was found that when sub-
jects could not anticipate COM location, object COM could not reliably predict the spatial
distribution of all contact points (SME Index ~ 15 per cent), indicating that similar digit
placements were used regardless of COM location. In contrast, when COM location could
be predicted, COM location could be discriminated to a much greater extent (SME Index
~ 55 per cent) resulting in two distinct spatial distributions of contact points associated with
left and right COM locations. In this latter condition, the ability to discriminate COM
location was not perfect (i.e., SME Index # 100 per cent) due to a higher degree of overlap
between the distribution of contact points associated with the centre COM location and
those on the left and right of the object.
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Figure 8.3 Object roll. Grasp performance quantified by peak object roll. When CM location was
changed from trial-to-trial, subjects were able to minimize object roll to a greater extent when given
a verbal or visual cue about CM location than in the no-cue condition. Nevertheless, neither cue
allowed subjects to fully compensate for CM randomization as revealed by significant difference
between the blocked and random conditions for the right CM location. Asterisks indicate significant
correlation values (P < 0.01).

It is important to note that the modulation of fingertip contact points as a function of
object properties and their predictability is a novel finding and extends previous literature
on anticipatory control of digit forces. Specifically, in agreement with the above results,
two-digit grasp studies have shown that when object COM location can be predicted, sub-
jects can effectively minimize object roll (Salimi et al., 2000). However, this study con-
strained contact points on the sensors mounted on the object. Similarly, many studies of
whole-hand grasping of objects with different COMs (for review see Latash et al., 2004)
have demonstrated that subjects can share forces across the digits to maintain an object
aligned with the vertical. Taken together, these findings indicate that subjects could have
performed our task without having to alter contact points on the object. Therefore, the fact that
they chose different spatial distributions of contact points demonstrates that grasp planning
includes both force control and kinematic anticipatory mechanism. We speculate that con-
tact point modulation in response to changes in object COM was performed to facilitate
object manipulation (Lukos et al., 2007a).

The effect of cues about object properties on the selection of fingertip contact points

We had found that previous experience with grasping and lifting an object with invariant
COM locations (i.e., predictable condition; see above) allowed subjects to predict the neces-
sary forces to minimize roll, this further leading to choosing distinct contact points. However,
when object COM was changed from trial to trial, subjects could not use sensory feedback
from previous trials, i.e., somatosensory feedback primarily from proprioceptive and tactile
input and visual feedback about direction of object roll, to plan subsequent manipulations. To
further understand the relationship between a priori knowledge of object properties and grasp
planning, we tested whether providing cues about object COM location could reduce the pre-
viously observed decrement in grasp performance (large object rolls) when object COM was
changed randomly from trial-to-trial (random condition) compared to fixing the COM loca-
tion for five trials consecutively (blocked condition). This question was addressed by testing the
effect(s) of providing either verbal or visual cues about COM location (Lukos et al., 2007b).
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For the verbal cue condition, the experimenter told the subjects where the added mass
was, but no vision of this mass was allowed. For the visual cue, subjects were allowed to see
where the added mass was but no additional verbal cues were given. The effect(s) of verbal
and visual cues was tested by comparing object roll using two experimental conditions: (1)
‘blocked’, where subjects grasped and lifted the object with the same COM for five consec-
utive trials; and (2) ‘random’ where object COM location was randomly changed from trial
to trial (note that, since cues about object properties were provided in this study, ‘blocked’
and ‘random’ better describe the experimental conditions than the previously used defini-
tions of ‘predictable’ and ‘unpredictable’, respectively). If peak object roll in the blocked
and random conditions was the same when providing either verbal or visual cues, this would
indicate that these cues allow subjects to plan contact point locations and forces even when
sensory information about the previous trial could not be used to plan a subsequent one.
Conversely, different magnitudes of object roll across predictability conditions for both cues
would indicate that the cues we used were not sufficient to remove the uncertainty associ-
ated with trial-to-trial changes in object COM location.

We found that both visual and verbal cues allowed subjects to perform object grasp and
lift similarly across blocked and random presentations of COM locations. With regard
to contact points, during the unpredictable no cue condition subjects chose a ‘default’ posi-
tioning of the fingertips regardless of COM location, as opposed to distinct contact point
distributions found for the predictable condition. In contrast, for the ‘random’ condition sub-
jects adopted a spatial distribution of the fingertips (primarily for the thumb and index
finger) that was more similar to that adopted for the ‘blocked’ condition when they either
saw or were told where the COM was located. With regard to object roll, the effect of either
verbal or visual cue was not uniform across all COM locations. Specifically, although object
roll was significantly affected by COM location and predictability condition for both cue
experimental conditions (P< 0.001), we also found significant interaction between these
two factors (P < 0.05). This interaction resulted from larger object rolls for right COM
locations during ‘random’ but not ‘blocked’ trials. In contrast, subjects minimized object
roll similarly in both predictability conditions when object COM was on the left or centre.
Therefore, the efficacy of sensorimotor transformations — from either verbal or visual
cues to contact points and forces — depended on whether the external torques caused by
the added mass were on the thumb or finger side of the object. Such an asymmetry might
be due to a different degree to which the thumb contact point can be changed compared
to those of the fingers, as well as a higher computational load associated with distributing
forces across four fingers vs. the thumb to counteract external torques.

Salimi and colleagues (2003) applied a paradigm where they altered the COM of an
object and presented no cue or a visual cue as to where the COM was located, and meas-
ured digit forces during two-digit grasping. They found that when the COM location was
unpredictable, subjects could not anticipate the proper force distribution even when a
visual cue (a dot on the object or view of the added mass) was presented, and, therefore,
exhibited a significant object roll similar to that of the no cue condition. However, we have
found that given either a verbal or a visual cue as to where the COM was located, subjects
were able to minimize object roll to a greater extent than in the no cue condition.

Methodological differences prevent us from making a direct comparison between our
study and that by Salimi et al. (2003). First, the tasks were performed using five vs. two
digits, respectively. Second, the manipulanda used differed in their mass, torques and geom-
etry. These two factors could have affected the degree of difficulty in minimizing object
roll. However, there is another factor that might have contributed more significantly to the
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different results between the two studies: in our study, subject could choose where to place
their digits on the object. Therefore, we speculate that the better grasp performance reported
by our study could have been due to the subjects’ ability to combine anticipatory force and
kinematic mechanisms to effectively manipulate the object.

Discussion

The studies discussed in this chapter provide converging evidence that mechanisms under-
lying planning and execution of grasping can be revealed by examining important kine-
matic variables. In particular, studies of hand shaping during reach-to-grasp indicate that
multiple degrees of freedom of the hand are spatially and temporally coordinated in a con-
tinuous fashion as the hand approaches the object. Importantly, kinematic coordination
patterns reduce the large dimensionality of hand control. It has also been found that the
relationship between hand shaping and the shape of the to-be-grasped object is preserved
even when the CNS is forced to suddenly change the initially planned hand shaping and/or
when the same object is grasped for different purposes. Furthermore, hand shaping when
reaching to grasp a given object appears to be sensitive to the manipulation being planned.
Taken together, these considerations highlight a fundamental issue that any model of grasp-
ing should consider: hand shaping cannot be justified or explained solely in terms of object
geometry as the scope of the action and task context also need to be considered. Analysis
of contact point selection further demonstrates that the same object is grasped in a differ-
ent manner, depending on the extent to which its object properties can be predicted and
the sensory modality through which such anticipation can occur. Therefore, aspects con-
cerned with intentionality, end-goal accuracy and anticipation of object properties appear
to play a fundamental role in grasp planning and execution.

Despite the advances made by studies of hand kinematics, more work is needed to address
fundamental questions concerning the control of grasping. In particular, many studies have
been devoted to understanding the coordination of multi-digit forces even though this has
been done by constraining contact point locations. The recent studies on contact point
selection discussed above have addressed new questions on this important aspect of grasp
control, but lack information about digit forces due to the nature of the experimental design
(i.e., no force sensors can be used on the object). Therefore, a major gap in our knowledge
remains: how does the selection of a given contact point distribution correlate with choos-
ing a given force distribution among the digits? Another key question is the extent to which
hand shaping is crucial for the placement of the digits at specific contact points. As a given
contact point distribution can be attained using different hand configurations (i.e., by vary-
ing the degree of flexion/extension or adduction/abduction of the digits), we do not know
whether the spatial distribution of the digits can be predicted by hand shaping or whether
the two phenomena are independent. These questions limit our understanding of grasp con-
trol and warrant further investigation. The results of this research have tremendous poten-
tial for enhancement of several fields such as neural prosthetics, hand rehabilitation,
robotics, and object design.

Conclusion

Our knowledge of the sensorimotor control of the hand for grasping and manipulation
has improved significantly in the past three decades thanks to the application of many
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complementary and interdisciplinary research approaches. Studies of hand kinematics have
revealed important aspects of grasp planning as quantified by the relationship(s) between
hand posture and contact points on the object as a function of object properties, their pre-
dictability and planned manipulation. However, several important questions remain to be
addressed. Although hand kinematics has proved to be a very useful avenue for studying
hand control and its underlying neural mechanisms, further progress will be made by com-
bining complementary research techniques, in particular digit force measurements, to fully
understand the relation(s) between hand configuration and forces generated for skilled
object manipulation.
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Biomechanical aspects of motor control
in human landing

Dario G. Liebermann
Tel Aviv University, Tel Aviv

Introduction

Free falls trigger protective landing actions that concern diverse areas of research because of
the variety of responses elicited and the mechanisms involved. From a functional vantage
point, the ability to land softly is required in many daily locomotor tasks of animals and
humans, e.g., after sudden unexpected falls (Greenwood and Hopkins, 1976a, b), while
stepping downstairs (Greenwood and Hopkins, 1980), and when humans (Liebermann and
Hoffman, 2006), cats (McKinley, Smith and Gregor, 1983) or monkeys (Dyhre-Poulsen and
Laursen, 1984) jump down. Research interest has also focused on specific applications such
as parachute landings (Hoffman, Liebermann and Gusis, 1997), landings after releasing a
horizontal bar (Liebermann and Goodman, 2007), landings onto a gymnastics mat
(Arampatzis, Morey-Klapsing and Briiggemann, 2003) as well as in physical activities such
as dancing (Cluss et al., 2006), whereas the inherent practical goal is to improve the qual-
ity of the landing performance in order to prevent injuries.

Preventive landing actions may be built upon basic reflexes (e.g., Moro’s reflex) that disap-
pear within the first months after birth (usually four months). Babies respond to a free fall with
extensions of the arms (Schaltenbrand, 1925) or with extensions of arms and legs together
when they are raised in supine position and dropped in the air (Irwin, 1932). Such actions
evoke startle as well as vestibulo-spinal reflexes (labyrinthine responses). Through develop-
ment, learning and experience these early reflexive reactions may eventually combine with
more complex voluntary responses. For example, infants learn from continuously falling
when they start walking. They accumulate landing experiences (Joh and Adolph, 2006)
and, at some stage, the basic responses are suppressed while a well-structured set of protec-
tive reactions appear during a fall and after landing. Such responses in healthy adults
become pre-programmed and voluntarily triggered (Craik, Cozzens and Freedman, 1982).

The current chapter focuses primarily on these motor responses during the pre- and post-
landing periods. It is argued that during the pre-landing stage, subjects follow a plan of
action based on a temporal framework defined by the moment of release and the moment
of touchdown. In the post-landing stage, when the fall involves small magnitude impacts,
the motor responses are assumed to follow the laws of biomechanics. If impact forces are
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high, the responses may obey anticipatory motor strategies with the goal of preventing
injuries. For the purposes of this chapter, the landing event is subdivided into four different
stages:

reflexive post-release stage;
voluntary pre-landing stage;
passive post-landing stage; and
active post-landing stage.

BHW N

The first two stages take place during the flight, while the last two take place after
touchdown.

Reflexive post-release stage: Unexpected free-falls from low heights

Matthews (1956) first introduced the free-fall paradigm to investigate neurophysiologic
reactions to sudden changes from 1 g to zero gravity. In continuation with this initial
attempt, Matthews and Whiteside (1960) showed that tendon reflexes and voluntary
responses were suppressed during free falling if subjects were unexpectedly released while sit-
ting on an elevated chair. Matthews and Whiteside (1960) observed also a relatively long
silent-period until an initial ‘startle reflex’ was elicited.

Melvill Jones and Watt (1971a, b) argued that such reflexive responses after unexpected
falls, at a latency of =75 msec, were of vestibulo-otolith origin and seemed to be independ-
ent of the height of fall. Melvill Jones and Watt also noticed that sudden falls from low
heights (i.e., heights <5 cm) would not allow time for the reflex response and its subsequent
build up of muscle tension to reduce landing impact. Considering an electro-mechanical
delay of around 40 msec after the muscle response begins, the vestibulo-otolith reflex could
only play a protective role in unexpected falls that last longer than 105 msec.

Greenwood and Hopkins (1976a, b) reported that under the constant acceleration of
gravity, changes in height of fall did not affect the amplitude of the first EMG burst. They
argued that the response is rather a startle reflex, specifically observed in the unexpected
falls when acceleration was larger than 0.2 g. A lower acceleration level did not elicit the
reflex because it did pass the sensitivity threshold of the otolith organs but more recent
results showed that this excitation threshold for changes in linear acceleration is ~0.1 g,
depending on the direction of the change (Benson, Kass and Vogel, 1986).

In order to test whether the observed first burst is indeed a startle response in landing, an
experiment was carried out (Liebermann, D.G., unpublished data) where six subjects (mean
age = 26.16 years; range = 22-32 years) performed vertical free falls (self-initiated trials) in
vision and no vision conditions. EMG from the Frontalis muscle and lower-limb extensor
muscles were recorded during the flight. Obviously, the Frontalis is functionally irrelevant
to the landing responses, and, therefore, its activity shortly after the start of the fall was
hypothesized to reflect a general startle response.

After signing the consent forms, subjects performed six blocked free-fall trials from each
of four flight-time ranges (0.10-0.15 sec, 0.20-0.22 sec, 0.32-0.37 sec and 0.40-0.44 sec) in
vision and no vision conditions (48 landings in counterbalanced order). A horizontal bar
that could be set at a variety of heights from the floor was used as a free-fall device. Upon
release of the bar the fall started and with it the recording process. Surface EMG was
collected, amplified (gain x 1000) and sampled via A/D at 1 KHz. The data were stored in
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a PC and analyzed offline. The frequency of cases where the Frontalis muscle was activated
within 100 msec after the start of the fall was computed. Analysis of variance (with ‘visual
condition’ and ‘flight-time range’ as the within-subjects factors) was carried out using the
percentage of trials that presented Frontalis activity. The results showed that the Frontalis
muscle was activated in more than 30% of the cases for flight times greater than 0.20 sec in
visual landings, while in blindfold landings the chance of activation increased for short as
well as long fight times up to 100% of the trials for highest falling heights (Table 9.1).

A two-way ANOVA with repeated measures (2 ‘conditions’ x 4 flight-time range ‘cate-
gories’) using percentages of cases showing Frontalis activation resulted in significant effects
of both factors and a significant interaction (p < 0.05), whereas most pair-wise comparisons
showed significant differences with the exception of the lowest landing heights pair in
vision conditions. That is, when the falls lasted longer than 0.32 sec (>0.50 m) the proba-
bility was high that a startle response was evoked regardless of the visual condition. Such
responses were unlikely in falls shorter than 0.22 sec (>0.24 m).

The Frontalis onset occured simultaneously with activation of the lower limb extensors
shortly after release. Thus, the first burst of activity may be considered a startle response par-
ticularly in conditions where visual input is occluded when the falling height is high
enough. It was also observed that self-released landings elicited the same response even
when vision was available. That is, the first burst of EMG activity is not exclusively related
to sudden unexpected falls, as suggested by Greenwood and Hopkins (1976a). This, and
similar landing-related responses, serve a wide range of tasks.

Stretch reflexes may co-exist with pre-programmed landing actions voluntary triggered.
Muscle spindles may be set to a higher sensitivity before touchdown and tuned to the actual
conditions during the fall (McDonagh and Duncan, 2002). When unexpected falls last
longer than 85 msec descending gating mechanisms facilitate the reflex, and thus, its
amplitude may double (McDonagh and Duncan, 2002).

In summary, the first EMG after release is related to the initiation of the fall and it has a
vestibulo-otolith origin. It may be a default startle response, which is facilitated when vision
is occluded. As with other reflex mechanisms, free fall reflexes may be coupled with the
voluntary responses that follow.

For significant heights of falls (>200 msec or around 0.20 m), Greenwood and Hopkins
(19763, b) showed that at the end of the reflexive responses a silent period followed until a
voluntary preparatory activity was observed. In the next section, we shall review the main
findings regarding the influence of visual perception, cognition and passive biomechanical
properties on the voluntary preparatory responses during this second period.

Table 9.1 Percentage of trials in which the Frontalis muscle was activated within a 100 msec
time-window after the start of self-initiated falls in two visual conditions and four flight-time
ranges™®

Flight time category ranges

Condition 0.10-0.15 0.20-0.22 0.32-0.37 0.40-0.44
Vision 27.78 30.55 86.11 94.44
No-vision 41.66 86.11 100 100

*(Liebermann, D.G., unpublished data)
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Voluntary pre-landing stage

Is online visual perception important for the preparation to land?

In the voluntary pre-landing stage, individuals implement different strategies to reduce the
forthcoming impact with the ground. Greenwood and Hopkins (1976 a, b) observed that
voluntary EMG bursts started in the lower-limb muscles at an invariant time of =~40—
140 msec before touchdown. During these moments before landing, availability of vision
was generally assumed to be essential for the landing preparation. However, this is not clear
yet, even though the role of vision in guiding interceptive actions (Lee, 1976; Tresilian,
1990, 1991, 1993; Regan 2002), and in particular during landing events (Lee and Reddish,
1981; Goodman and Liebermann, 1992), has been a focus of interest for several years.

The initiation of the preparatory actions has traditionally been related to the moment of
touchdown. The Tau () visual strategy based on time-to-contact (Lee, 1976, 1980a, b)
could indeed be a reasonable heuristic for explaining the preparatory landing actions in
humans as it has been hypothesized in birds (Lee and Reddish, 1981; Lee, Reddish and
Rand, 1991; Lee et al., 1993) and flies (Wagner, 1982). In honeybees, velocity of approach
obtained visually, rather than time to contact information, has been suggested as the
relevant information used in guiding landings (Srinivasan et al., 2000). Humans may also
control landing actions via continuous visual input, however, it has been observed that
when falls are self-initiated, the voluntary EMG pattern in vision and blindfold trials is not
very different (Greenwood and Hopkins, 1976b, p. 380) even when standing and falling for-
ward on the hands (Dietz and Noth, 1978, p. 579). Such observations are consistent with
the preparatory landing behaviour reported also in blindfolded cats (McKinley and Smith,
1983) and primates (Dyhre-Poulsen and Laursen, 1984), which suggests that the timing of
EMG onset before landing is not affected by elimination of vision during the flight. A pre-
liminary study in human subjects (Liebermann, Goodman and Chapman, 1987) showed
also that the timing of the preparatory landing actions was not affected by visual occlusion
during self-release vertical falls. To further investigate the control of preparatory landing
actions, a more detailed analysis was carried out, first to test if such actions were based on
the T visual strategy based on time-to-contact as suggested by Lee (1980a,b), and second to
assess if online visual inputs were used while landing. If a T strategy were implemented, the
relation between time-to-collision and the flight time should have followed a negatively
accelerated exponential curve reaching saturation at long free-fall durations. An alternative
strategy was that subjects would start acting at a constant time from the beginning of the
fall or at a constant distance. In the latter case, the relationship would also yield an expo-
nential curve following the increase in falling speed under constant gravity. The results did
not present any exponential increase in time-to-contact with increases in the duration of
the fall. For the height of fall ranges in the above-mentioned experiment (Liebermann,
Goodman and Chapman, 1987), it seemed that the relationship between time-to-contact
and flight time followed a linear trend. This is illustrated in the following plots (Figure 9.1)
obtained in vision and no vision trials for one subject that participated in those trials
(Liebermann, D.G., unpublished data).

These findings argue against comparable research presented by Sidaway, McNitt-Gray and
Davis (1989), which suggests that the use of a T heuristic is implemented by humans when
vision is available. In fact, the preliminary results presented by Liebermann and colleagues sug-
gested that online visual input may not even be necessary because vision and blindfolded trials
generated similar outcomes before and after landing (Liebermann and Goodman, 1991).
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Figure 9.1 The plots shows the linear fit and the coefficients of correlation between fight-time
(x-axis) and the time-to-contact (y-axis) in milliseconds for Subject#1 during self-released landings
trials in vision (left column) and no-vision conditions (right column). Time to contact is defined as
the period from the moment of onset of the second burst of EMG in the gastrocnemius (GA) and the
rectus femoris muscles (RF) until the moment of contact with the ground.

There could be several explanations for the discrepancies between the above reported
findings. Mammals and insects land head-down and depend on an efficient use of continu-
ous visual information for landing. However, humans land first on their feet, while the
landing surface and the legs are not always seen. In addition, humans cannot focus visual
attention on several events simultaneously (Gazzaniga et al., 2002). Visual perception and
attention may be based on the sampling of events, particularly during interceptive actions
such as landing on surfaces or catching a flying baseball (McLeod, Reed, and Dienes, 2003).
Intermittent visual inputs, sampled at critical times, may be enough to control movement
(Elliott, 1990), and consequently, humans may not need continuous visual information for
landing, as some authors argue (Lee, 1981; Sidaway, McNitt-Gray and Davis, 1989).

Is cognitive input relevant for the control of landing actions?

It has been shown that appropriate timing of voluntary pre-landing responses may be trig-
gered during the flight whether vision is available or completely occluded (Goodman and
Liebermann, 1992). When people are aware about the forthcoming event, they may organ-
ize motor actions based on prior knowledge about the environment and the height of fall.
Cognitive rather than perceptual visual input may thus be used to trigger a set of pre-
programmed responses during the flight relative to the moment of the initiation of the fall.
The time of onset relative to release is not constant, and increases linearly (proportionally)
with increases in the flight time. Such a linear increase in latency of onset has been
observed within a wide range of falling heights (from 10 cm up to a limit of 130 cm free-
falls), when vision was occluded or available (Liebermann and Goodman, 2007), and when
gaze was oriented in different directions (Liebermann and Hoffman, 2006). In the latter two
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studies, Liebermann and his colleagues allowed subjects to have prior knowledge of the
landing height, approximately 10 sec before wearing opaque goggles. As found also by other
authors, this prior knowledge may significantly influence the landing strategy (Thompson
and McKinley, 1995). However, knowledge of the height of the fall was not allowed in sim-
ilar research (Santello and McDonagh, 1998); Santello, McDonagh, and Challis, 2001),
and therefore, findings were different.

From the above studies, it transpires that cognitive information may play a fundamental
role in the formation of a strategy for preventing impacts at touchdown. In order to reduce the
impact forces, humans may use their ability to organize prospective actions based upon their
previous experiences. This does not imply that visual information is completely irrelevant but
it cannot be consolidated with direct visual perception (Gibson, 1979; Lee, 1980b). Visual
representation of the heights of fall and information about the surrounding environment may
be very important. However, this visual information is not necessarily perceived online and
may not rely on optic flow. In brief, it appears that pre-landing actions are pre-programmed
and may be triggered relative to the moment of release. Amplitude and duration of the
muscular activity may be tuned, at least partially, based on some estimates of the height of fall
or the time of flight, and not on online visual information about the moment of touchdown.
The implementation of such plan of action implies a feedforward mode of control.

Passive post-landing stage: Free-fall mechanics and reliance
on passive tissue characteristics

During the first post-landing period subjects are rather passive (Nigg and Herzog, 1999).
However, it was argued that responses may already be structured before landing, i.e., they
are anticipatory. Anticipatory strategies may play a role during the passive landing stage by
allowing to an increase in joint stiffness and the passive absorption of kinetic energy.

The rise time of the vertical force to a first peak (the peak of the first peak PFP) is in the
range of 10-20 msec (the time to first peak TFP), which is not enough time for implement-
ing a voluntarily response and hardly for initiating a reflex. The total duration of this pas-
sive stage is often shorter than 50 msec (Nigg and Herzog, 1999) depending on the actual
landing momentum p (i.e., the longer the flight time and the larger the body mass, the larger
the momentum and the shorter the duration of the first stage). Some biological adaptation
and accommodation may be observed during this brief landing stage (James, Bates and
Dufek, 2003), although the most likely alternative is still that subjects prevent potential
injuries by adopting anticipatory strategies.

Anticipatory landing actions in the first passive stage

Increasing joint stiffness is a strategy that has been observed in monkeys while landing on their
arms (Dyhre-Poulsen and Laursen, 1984) as well as in humans when landing on their feet
(Horita et al., 1996). In the case of humans, such an increase in joint stiffness is particularly
observed for the knee joint in landings from low falling heights (<30 cm); the implication is
that the heels absorb the impacts (Self and Payne, 2001). Such an increase in lower-limb joint
stiffness starts before touchdown and continues after contacting the ground (Horita et dl.,
2002). Passive tissue properties of the calf muscles and the Achilles tendon (e.g., viscoelastic
and elastic elements, in parallel and in series) may be sufficient to dissipate the kinetic energy
in low landings when the knee joint stiffness is increased (Self and Payne, 2001).
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The unilateral tensile forces acting in vivo on the Achilles tendon—calf muscle system
have been estimated at approximately 1895 N during maximal squat jumps of 0.33 m
(Fukashiro et al., 1995). Assuming that as far as lower-limb muscle forces are concerned,
jumping and landings are similar (Hoffman, Liebermann and Gusis, 1997), it is possible to
extrapolate from the stress on the Achilles tendon during jumping to the stress exerted on
the tendon during landings.

A body mass (m) of 76.5 kg falling vertically from a height (H) of 0.33 m will generate
forces that will not surpass the injury threshold of the tendon even if the landing is on one
leg (landings are often on both legs). The impact forces at the instant of touchdown can be
estimated from simple Newtonian mechanics. The final velocity V; of the falling mass can
be calculated using the formula V; = A-Tf, where the acceleration is A = (V,—V,) / dt, and
the time of flight Tf can be calculated from the formula Tf=./2H /g, where gravity
g = 9.81 m.sec™?. For a falling height H = 0.33m, the flight time is Tf = 0.259 sec and the
final velocity of the mass is V; = 9.81 m.sec™ x 0.259 sec; i.e., V= 2.545 m/s.

The force F is the difference between quantity of movement (i.e., the mass momentum
p) before and after the application of the force within some interval dt (e.g., 0.1 sec). Using
Newton’s second law, F = (m'V;— m'V,))/dt, where the initial velocity in our falling mass is
Vo =0 and mass is constant. Thus, the vertical ground reaction force (VGRF) may simply
be F, = (76.5 kg x 2.545 m/s)/0.1 sec = 1947 N (N unit is equivalent to kg.m.sec™?), which
is distributed between the two legs.

The jolts experienced during the post-landing stage depend on the evolution of the
momentum over time. The momentum p is conserved, and thus, a collision with the stiff
ground returns the force to the body (action-reaction principle), and may be differently
experienced as a function of the post-landing durations, i.e., as a function of the product of

F, and the time interval dt, called the impulse I = J[Ole dt (the integral of the VGRF). The

impulse is a physical quantity that may be used to express the effect of the landing collision.
If dt were too short, a non-impulsive force would be generated and, if it were long enough
the effects of the landing force F, would be dissipated. In the first instance after touchdown,
passive components absorb the impact forces. The length of this period depends on the
velocity of landing, and thus, if the velocity is high, the time to the first peak of force is short.

Based on a pilot field experiment in parachute performances with a standard size canopy
from 400 m dives, the final velocity at the moment of touchdown has been estimated
between 5.0-6.0 m/s, reaching occasionally speeds of =8.0 m/s (Liebermann, D.G., unpub-
lished data). In laboratory conditions, such final velocities were simulated during free-fall
landings after drop jumps from a platform of adjustable heights up to 2.00 m. In the experi-
ment, a group of seven experienced male subjects carried out five consecutive trials from each
of seven landing heights. The TFP values for this group are presented in Table 9.2.

There is little that can be done in order to extend the time to the first increase of force. As
previously suggested, the adoption of anticipatory strategies is a most likely option. Increasing
muscle power is another option. Hoffman, Liebermann and Gusis (1997) reported that experi-
enced and well-trained subjects may have an advantage in the reduction of the impacts during
the first phase as compared with inexperienced subjects. Such ability is related to the higher
levels of lower-limb muscular strength and power. Experience and training may be significant
for the reduction of landing injuries during the first moments after touchdown, which are
particularly observed at the ankle joint of inexperienced individuals (Amamilo et al., 1987).

In brief, the suggestion that motor control strategies may take advantage of the biome-
chanical properties of the muscle-tendon system is not new (Bach, Chapman and Calvert,
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Table 9.2 Mean and SD for the time to first peak values (TFP) for a group of experienced subjects

performing drop jumps from different height of fall ranges

HEIGHTS TFP

Range (n trials) Mean + SD
20-25 (n=27) 0.0190 + 0.0070
45-50 (n=28) 0.0217 + 0.0068
70-75 (n=27) 0.0170 £ 0.0036

95-100 (n = 29)

120-125 (n = 26)
145-150 (n=32)
170-175 (n=30)

0.0164 + 0.0032
0.0144 + 0.0030
0.0142 + 0.0021
0.0137 + 0.0033

1983; Chapman, Caldwell and Selbie, 1985; Alexander, 1988). Given enough practice,
performers may take advantage of passive properties of the system such as visco-elasticity
and elasticity (piston-like behaviour or spring-like behaviour, respectively). For example, by
adopting a slight flexion of the knees during the flight (shortly before touchdown) and
dorsal flexion at the ankle joint, landing impacts can be reduced by maintaining joint stiff-
ness and letting the system respond like a pre-loaded spring. It is argued that implementa-
tion of anticipatory actions based on the use of mechanical properties is important mainly
during the passive post-landing stage.

Active post-landing stage: More than just mechanics

The second phase starts at periods larger than 50 msec from the moment of touchdown (Nigg
and Herzog, 1999) and it ends when zero changes in VGRF are achieved. The major peak of
the active post-landing stage (the peak of the second peak [PSP]) can reach high magnitudes,
but such forces can be reduced by voluntary motor control. During this active part of the
post-landing stage, the performer may avoid sudden impacts by using smooth multi-joint
interactions and by increasing the duration of the post-landing period (recall that if the land-
ing force F, were dissipated within a long period, the effects of the impulsive forces would be
reduced). A discontinuous rise in force F, within brief time-intervals (i.e., the occurrence of
sudden peaks) implies potentially high impulses (e.g., high PSP) and a potential risk of injury.
The time of dissipation of F, and the evolution of the forces are therefore critical for the
reduction of collision impacts during this second post-landing phase.

The time between the first peak and the second peak may be an indicator of how long
subjects spend actively reducing the impacts (Liebermann and Goodman, 1991). It was
hypothesized that the longer the interval between the first and the second peak, the smaller
the magnitude of the second peak. From data obtained from the previous sample of experi-
enced subjects, the time difference between the peaks (Arsp.trp) was calculated and corre-
lated with the impacts at touchdown. Table 9.3 presents the values obtained for different
heights of fall categories. The results suggest that when the time interval Arsp_tpp increases,
the peak of the second peak of force decreases (Pearson coefficient of correlation p =—0.684;
p<0.05 for N=134). Nevertheless, such a trend is not observed for all landing heights. For
low heights of fall, impact forces may have been dissipated by passive biomechanical prop-
erties, and thus, an expansion of the active landing stage was of no use. For very high land-
ing heights, the results suggest that other strategies are needed; e.g., a better distribution of
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Table 9.3 Mean and SD for time difference between the peaks (Arsp.1ep), the amplitudes of the
second peak (PSP in times body weight TBW units), and the corresponding Pearson correlations

(p) between the time interval and the peak force during the active post-landing period

HEIGHTS ATSPATFP PSP Correlation
Range (n trials) Mean + SD Mean = SD p values
20-25 (n=27) 0.0016 + 0.0558 3.8470 + 0.5432 -0.467
45-50 (n = 28) 0.0171 + 0.0425 4.3552 + 0.8308 —0.663*
70-75 (n=27) 0.0295 + 0.0072 4.8882 + 0.7189 —0.689*
95-100 (n=29) 0.0305 + 0.0060 4.9735 + 0.7759 —0.743%%*
120-125 (n=26) 0.0257 + 0.0051 5.1548 + 0.8092 -0.618*
145-150 (n=32) 0.0246 + 0.0046 5.6460 = 0.7443 —0.689*
170-175 (n = 30) 0.0239 + 0.062 5.8553 + 0.8015 -0.367
*p <0.05

% 5 <0.01

the forces over a larger body area by rolling sideways, as commonly recommenced in
military parachute landings.

[t is suggested that good landing performances involve the use of multiple joints in order
to decompose the VGRF into several vector subcomponents. Since the area under the feet
is rather small, the impulse of force at landing may create relatively high pressures.
Increasing body contact-area with the landing surface is one way to decrease the effect of
the landing impacts. For example, judo falls are characterized by using multiple joints and
lateral rolling actions that decrease pressures and prolongs post-landing time (Groen,
Weerdesteyn and Duysens, 2007).

Finally, in the active post-landing stage, cognitive information may play an important role
in determining the strategy of action required for meeting specific task demands. Contextual
information (e.g., landings in sport situations or landing from a stair), knowledge about the
type of landing surface (stiff versus soft; Fukuda, Miyashita and Fukuoka, 1987; Gollhofer,
1987) and the instructions given to a performer (McNair, Prapavessis and Callender, 2000)
may have significant effects on the way people reduce impacts at landing.

Conclusions

The present chapter dedicated special attention to the different stages of falling and
landing. In the first stages, reflexive actions seem to serve for the purpose of landing by
providing a build up of muscle tension that will later allow taking advantage of passive
mechanics. In the second stage, the reduction of impacts with the ground is based on a
voluntary and active implementation of biomechanical principles, perhaps internalized
upon practice and experience (Mussa-Ivaldi and Bizzi, 1997).

The use of continuous visual information during the flight was also of concern. It was
argued that continuous vision is not used during landings because online optic flow infor-
mation may not convey the inputs required to organize action within the limits of normal
landing performances. Cognitive mechanisms were instead assumed to provide the basis for
the formation of landing plans that could be triggered at any time relative to the moment
of the start of a fall in anticipation of the impact.
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Future research should focus on single-legged landings. The existing literature concen-
trates mostly in landings performed on both legs and in near vertical conditions. It may be
presumed that a certain percentage of injuries (ankle sprains and ACL rupture in the knee
joint) may be related to landing asymmetrically on one leg. In addition, most landing situ-
ations encountered in natural daily conditions are not strictly vertical, i.e., forces applied in
the three directions are exerted while landing (e.g., the wind velocity in parachute landings
or in basketball performance after jumping). Therefore, future research should focus on
gathering information in field conditions under normal daily living constraints.

Finally, the role of cognition (e.g., the role of visual attention, the use of visual represen-
tations and the sense of duration and timing) is not resolved yet. These issues should be
explored because they may have a relevance in the way people (e.g., elderly) could be
trained to prevent falls and to avoid landing-related injuries.
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Introduction

In this chapter we present theoretical posits from ecological psychology that inform under-
standing of the acquisition of perceptual skill in sport, and consider how these ideas can
underpin the design of training protocols for acquiring perceptual-motor skills. For example,
we examine the information presented by one athlete to another in team sports and discuss
how these informational variables might guide perceptual-motor behaviour and inform
programmes for perceptual skill acquisition. Central to ecological insights on programme
structuring is Brunswik’s (1956) concept of representative task design, which provides a frame-
work to critique traditional laboratory-based analyses of perceptual behaviour in sport
performance. We start by overviewing existing research on perceptual skill acquisition in sport.

Investigations of perceptual skill and its acquisition in sport

Two of the most popular experimental paradigms in this research area include spatial and
temporal occlusion techniques (Williams, Davids and Williams, 1999). In spatial occlusion,
body parts of a projected opponent are concealed to prevent the pickup of different infor-
mational variables (e.g. Miiller, Abernethy and Farrow, 2006). In temporal occlusion para-
digms, video footage of an action is edited to terminate the display at critical moments (e.g.,
foot-ball contact in the football penalty kick) requiring participants to anticipate perform-
ance with varying degrees of information (e.g., McMorris and Colenso, 1996). Typically,
these studies have reported that experts are significantly better at anticipating performance
outcomes of projected footage than novices, a finding which is exacerbated under impover-
ished information conditions such as temporal occlusion prior to foot-ball contact
(Abernethy, 1991; Starkes et al., 2001; Williams et al., 1999).

Technological developments have led to a third method to determine percep-
tual information usage in sports: analysis of visual search strategies with eye-movement
registration systems. Measuring visual search behaviours of participants directed towards
a projected display implies the recording of information picked up in foveal vision
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(e.g., Savelsbergh et al., 2005). Visual search behaviours measured typically include the loca-
tion and duration of visual fixations on features of the display. As with studies using occlu-
sion paradigms, research has demonstrated significantly better anticipatory performance by
experts coupled with distinct differences in visual search behaviour compared to novices
(e.g., Savelsbergh et al., 2002; Williams and Davids, 1998). The body of evidence compiled
within these three experimental paradigms demonstrates the significant role that perceptual
skill plays in sport. Consequently, there has been a steady increase in empirical investigations
aimed at developing training programmes to promote perceptual skill acquisition.

One of the most popular perceptual skill training methods implemented as a result of
extant research is video simulation of sporting scenarios. These programmes typically use
video projection to simulate performance that participants repeatedly view, coupled with
instructional constraints to focus attention on informational variables presented by move-
ments of an individual, such as an opponent in squash (e.g., Abernethy, Wood and Parks,
1999). Despite the potential of this form of intervention, the contribution of much research
in this area is undermined by limitations in experimental design, questioning the efficacy of
this type of perceptual training programme (Williams et al., 2002). Some methodological
limitations include the failure to use placebo or control groups, record the transfer of per-
formance from the laboratory to sport environments, and conflict over the instructions
given to participants (Williams and Ward, 2003). Research progress has addressed some of
these experimental limitations (e.g. Farrow and Abernethy, 2002; Jackson and Farrow, 2005;
Smeeton et al., 2005) although doubts still remain over the experimental paradigms used to
measure perceptual skill in sports.

Task representativeness in the study of perceptual skill in sport

An important feature of the environment that shapes perceptual skill acquisition is prac-
tice task constraints (Aradjo et al., 2004, 2006). Central to concerns over experimental
designs has been the impoverished nature of informational and instructional constraints on
the actions of participants, resulting in passive processes of perception without action
(Marsh, Richardson, Baron and Schmidt, 2006; Neri, Luu and Levi, 2006; Shim, Carlton,
Chow and Chae, 2005; Thornton and Knoblich, 2006). These concerns may be best
exemplified by research in which film and video presentations have been used to simulate
sport performance. Discrepancies between these contrived task constraints and behav-
ioural contexts include: (i) divergences in size and the dimensionality of the film display
with performance contexts; (ii) differences between the view in a presented film clip and
an athlete’s perspective during actual performance; and (iii), the prevention of opportuni-
ties for exploring the performance context to search for more relevant information (see
Williams et al., 1999). Montagne (2005) identified the importance of an ‘information-based’
prospective control in many sports predicated on a circular link between information and
movement. During prospective control of movement, performers need to pick up information
on differences between current and required behaviour to support ongoing movement adapta-
tions in the environment. Clearly, the implications of prospective control are of particular
importance to research designs examining perceptual skill (i.e., occlusion paradigms and visual
search studies) and the perceptual training programme methodologies currently used.
Questions exist over the representative nature of these task designs relative to perform-
ance contexts (Brunswik, 1956). The representativeness of particular task constraints implies
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that performers can achieve their goals by acting to find information to guide action
(Gibson, 1979). From the perspective of ecological psychology, experimental tasks should
be designed so that picking up an informational variable that specifies a property of interest
in the environment should allow a participant to make reliable judgements about this prop-
erty in achieving performance outcomes. Brunswik (1956) argued that neurobiological sys-
tems detect environmental information in the form of multiple imperfect indicators of some
unobservable state of the environment. These indicators, or perceptual variables, are those
features of objects or events that can be used to infer those aspects of the objects or events
that are not directly available. There are many of them, and they rarely are perfectly
dependable in their capacity to indicate those performance aspects that one is trying to infer
(Hammond, 2000). Representativeness refers to the generalization of task constraints in
specific experimental paradigms to performance constraints away from the respective
research designs (Aradjo, et al., 2007; Davids, et al., 2006). The perceptual variables pre-
sented in an experimental laboratory need to reflect those available for pick up and use in
a specific performance context, towards which one is attempting to generalize.

This and other insights in ecological psychology are pertinent to our understanding of the
emergent, and adaptive perceptual-anticipatory behaviours exemplified in sports environ-
ments (Aratjo et al., 2006; Marsh et al., 2006; Montagne, 2005; Warren, 2006). In the
remainder of this chapter we discuss how these theoretical ideas can provide a conceptual
framework for designing perceptual training programmes in sport. To achieve this aim, we
review research on interpersonal dynamics in sports like rugby union where other perform-
ers form an integral part of the perceptual environment.

Perception and action in sports environments

Ecological psychology emphasizes the importance of a synergetic relationship between a
performer and the environment. It predicates that performers can gain information for
action from the surrounding distributions of energy to specify action-relevant properties of
the world (Fajen, Riley and Turvey, in press; Montagne, 2005). An athlete with a
diminished capacity to act on the surrounding environment would not only have fewer
possibilities to change the structure of the surrounding environment, he/she would also have
fewer opportunities to know about the environment within which they are performing. For
example, on an attacking break, rugby union players constantly search the environment for
information to guide actions: Should they pass to a team-mate? If so, when? Should they
attempt to go past an opponent? Which opponent? Whatever decision the player takes, the
energy flows available in the surrounding environment (e.g., optic or acoustic) will alter,
presenting new information and thus new opportunities for action. Actions can result in the
presentation of otherwise unavailable perceptual information.

In his theory of direct perception, Gibson (1979) proposed that what animals perceive,
and act in respect to, are the substances, surfaces, places, objects, and events of the environ-
ment. From a Gibsonian perspective, the specific informational variables perceived within
the ambient energy arrays hold a tightly coupled relationship with the surrounding environ-
ment (Fajen, 2005). Such environmental properties are opportunities or possibilities for
behaviour: that is, affordances for action. Analyzing and interpreting affordances with respect
to what humans perceive and how they act is a fundamental research goal in ecological
psychology and has implications for understanding the acquisition of perceptual motor skills.
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A programme of perceptual motor training in sport, therefore, should be designed with
affordances for learners as a relevant constraint on their actions (Fajen et al., in press).

The regulation of action depends on the continual coupling of movements to perceptual
informational variables (Savelsbergh, van der Kamp, Oudejans and Scott, 2004; Montagne,
2005). Planned actions can be adapted ongoingly under the guidance of perceptual infor-
mation to account for environmental changes (Thornton and Knoblich, 2006). Changes in
action by a performer, such as a re-orientation in space or an increase in movement veloc-
ity, can yield new affordances for actions (Turvey and Shaw, 1999). Such subtle changes of
action can lead to multiple and marked variations in opportunities for subsequent actions.
Some opportunities for action persist, some newly arise, and some dissolve even though the
surrounding environmental properties and their relations remain the same (Turvey and
Shaw, 1999). A central theme in ecological psychology is that action not only has a
perceptually guided function but also an epistemic role in gaining knowledge about the
environment. Acquiring knowledge in sport involves understanding affordances for action.

From this perspective, the design of training programmes should be based on manipulat-
ing task and informational constraints that force learners to seek and exploit different affor-
dances for action. In this way, each individual learns to act in order to pick up environmental
properties. With perceptual skill acquisition, the pick up of environmental properties will
become more specific to an intended outcome (Shaw and Turvey, 1999). It is important that
training programmes should be predicated on the notion that an individual uses perceptual
skill to regulate behaviour by detecting informational constraints specific to intended goal
paths (Aragjo et al., 2004). Goal constraints, in comparison to physical constraints take the
form of rules that prescribe how one should act if a particular performance outcome is intended
and, therefore, are considered extraordinary (Kugler and Turvey, 1987; Shaw and Turvey,
1999). Given the epistemic role of action in human perception, it is important to design
pedagogical programmes that permit participants to act upon the environment and obtain
further information to enhance performance (Farrow and Abernethy, 2003; Warren, 2006).

Perceptual skill acquisition in ecological psychology

Clearly, it is imperative to understand the informational variables that learners use to guide
action in different performance contexts. The process of learning to attend to relevant envi-
ronmental properties in specific performance contexts has been referred to as the education
of attention or perceptual attunement (Fajen et al., in press). If the process of perception is spe-
cific to informational variables, which are in turn specific to properties of the environment,
then perception needs to be specific to those environmental properties (Beek, Jacobs,
Daffertshofer and Huys, 2003). Informational variables picked up by a performer are
uniquely and invariantly tied to their sources in the environment. This interpretation
implies that informational variables are not ambiguous, indeed they relate one-to-one with
environmental properties (Withagen, 2004). Gibson (1979) termed the tight coupling
between informational variables in the environment and movement as specification.
Specifying variables in the environment provide information on key environmental proper-
ties to support the actions of performers. To exemplify, a well-known proposed specifying
environmental property is the optic variable tau (Lee, 1976). This informational variable
constitutes the inverse of the relative dilation of an approaching object that specifies time-
to-contact (under certain constraints) with an intended target (Savelsbergh, Whiting and
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Bootsma, 1991; Withagen, 2004). By learning to pick up this optic variable, performers in
ball games can time a whole range of interceptive actions such as catching a ball and tack-
ling a moving player in rugby (Williams et al., 1999).

Empirical evidence suggests that certain task constraints can direct performers to rely on
nonspecifying (as well as specifying) variables in their perception of surrounding environ-
mental properties. Nonspecifying variables are less regulatory of actions and do not provide
the same informational constraint as specifying variables. To exemplify, Oudejans et al.
(2000) investigated errors of assistant referees in association football when judging offside
and documented a nonspecifying variable as the relative optical projection of players onto
the assistant referee’s retina. In some circumstances, Oudejans et al. (2000) showed how the
assistant referees’ viewing angle of attacking and defending players may lead to perceptual
errors. An attacking player, in line with a defender, when viewed from the opposite side of
the pitch at an angle, can appear offside when the image of the two players is projected onto
the assistant referee’s retina. Regardless of the abilities of the assistant referee, players in this
position when viewed on the pitch will cause an incorrect decision due to a limitation of
the perceptual system. These findings imply that the process of specification of informa-
tional variables as proposed by Gibson (1979) may actually explain only part of the percep-
tual process that guides action. Oudejans et al.’s (2000) work suggests it is possible that
assistant referees could be trained to find a more reliable informational variable to help
them judge offside decisions, an implication that can be generalized to perceptual training
programmes in sport.

Withagen (2004) argued that not every environmental property may be specified by an
informational variable and that learners, in particular, may have no option other than to
perceive and act upon nonspecifying variables in certain situations, especially early in learn-
ing. This interpretation implies that nonspecifying variables are not necessarily irrelevant
variables for learners. However, they do not support actions as effectively as specifying infor-
mational variables. To summarize, the acquisition of perceptual skill involves learning to
pick up and use specifying variables rather than nonspecifying variables. Practitioners need to
design practice task constraints which allow learners to become attuned to specifying vari-
ables and to acquire skill in picking up these information sources to support their decisions
and actions.

Research has demonstrated that, following an initial reliance on nonspecifying variables,
participants can become attuned to specifying information through practice coupled with
feedback (e.g. Jacobs and Michaels, 2001; Runeson, Juslin, and Olsson, 2000). Jacobs and
Michaels (2000) investigated novices attempting to determine the mass of colliding balls,
under three different practice conditions which all included feedback. It was reasoned that
all individual environment property manipulations would direct participants to seek out
specifying information sources. Practice conditions consisted of: (1) no-variation practice
with repeated exposure to the same colliding ball mass examples; (2) zero-correlation prac-
tice in which nonspecifying variables were uncorrelated with the mass of the colliding balls
rendering the information less effective; and (3) a second type of zero-correlation practice
in which only one of the nonspecifying variables did not correlate with the colliding ball
mass. Their findings indicated that the third condition was the most successful in training
participants to attend to specifying informational variables. In the first condition some par-
ticipants altered the variable used during practice, although they reverted back to the orig-
inal nonspecifying variable in a post-test, depicting the intervention as unsuccessful. The
second condition directed participants to seek out other sources of information, although
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some were unable to perceive the specifying variable, decreasing post-test performance. The
third condition was successful in changing the informational variable used by all partici-
pants, although not all altered their perception of the specifying variable, rather using alter-
native sources of nonspecifying information. The authors suggested that adaptation of
perceptual variables used by learners should be monitored during practice to change the
environmental context accordingly (Beek et al., 2003).

These findings imply that it is important to vary the information presented to learners to
influence the success of such training intervention protocols. Typically, many perceptual
training studies have relied on presenting learners with the same sources of perceptual infor-
mation (e.g., the same video footage), but have varied the length of exposure to the same
clips (e.g. McMorris and Hauxwell, 1997) or given participants differing instructions (e.g.
Farrow and Abernethy, 2002). Through the manipulation of task constraints, coaches can
alter the environment so that athletes are required to attend to varying information in a spe-
cific coaching context. In this way, athletes may learn to differentiate between specifying
and nonspecifying sources of information and thus improve their ability to correctly iden-
tify and satisfy task constraints that offer successful information-movement couplings.

Ecological psychology and perceptual skill in sport: specification
of information at the interpersonal level

As noted, a key point in ecological psychology to guide perceptual training is the represen-
tativeness of task design (Brunswik, 1956). Current design concerns over empirical investi-
gations of perceptual skill in sport include the inability of video projections to accurately
replicate the level of ambient information available in performance contexts and the fail-
ure to afford the tight coupling of perception and action in these environments. A better
understanding of how perceptual skill is acquired in performance contexts, leading to more
relevant training programmes, could be provided by research which replicates the con-
straints of behavioural settings in its design.

The first step of any research design on perceptual training could be to identify the informa-
tional variables present within a specific sports environment, after which perceptual training
programmes can be developed. For example, a key informational constraint guiding perception
and action in team sports is the presence of opponents or team-mates (Aradjo et al., 2004;
Schmidt et al., 1999). Despite theoretical and empirical advances, very little is known about how
the perceptual-motor dynamics of one individual affect another (Marsh et al., 2006). This form
of visual perception is abundant in dynamic team sports where players are required to interact,
perceive and act upon the behaviours of teammates and opponents during skill execution.

In ecological psychology, Marsh et al. (2006) argued that informational constraints
incorporate the mutuality of one person’s perception-action system with another person’s
perception-action system. For this reason it is important to understand the nature of inter-
personal emergent adaptive behaviours in sports, exemplified in 1 v 1 dyadic systems (e.g.,
attacker-defender systems or goalkeeper-penalty taker systems). These theoretical insights
are harmonious with research from a dynamical systems perspective analyzing emerging
interactive processes between opposing competitive players during dyadic exchanges in
sports such as tennis (Palut and Zanone, 2005), basketball (Aratjo et al., 2004), rugby
(Passos et al., 2006), and boxing (Hristovski et al., 2006).

Traditionally, investigations aimed at identifying the information presented by one
player to another in mutually constrained sports environments have largely relied upon

134



ECOLOGICAL PSYCHOLOGY AND TASK REPRESENTATIVENESS

verbally reported data (McMorris et al., 1993; Williams and Burwitz, 1993). Analysis of
visual search behaviours (Savelsbergh et al., 2005; Williams and Davids, 1998) has enabled
experimenters to further understand potentially specifying variables used by experts,
although limitations of these designs include the use of two-dimensional (2D) video projec-
tion images that do not allow perception for action. The need to measure the ‘live’ presen-
tation of informational variables between opponents was highlighted by Shim et al. (2005)
in an analysis of information used by expert tennis players. They examined the anticipatory
performance of skilled and novice tennis players who acted upon observed tennis ground
strokes whilst viewing a point-light display, a full-sized 2D video display, or a three-
dimensional (3D) live action. Each respective presentation condition observed by the par-
ticipants comprised the opponents’ hitting actions which were occluded from the partici-
pant’s view after ball-racquet contact. Participants were required to anticipate shot direction
by initiating a movement to either hit a forehand or backhand shot whilst vision was
occluded. The experts’ anticipatory behaviours became more accurate with the presentation
of more information across conditions, whereas the novices’ accuracy decreased. Significant
differences were noted between groups in both the live and 2D conditions, but not for the
point-light display condition, suggesting that it is essential to measure the fully interactive
behavioural exchanges between opponents in sport. The presentation of kinematic informa-
tion from one player to another was deemed most important for organizing a motor response.

Sports such as tennis, baseball, volleyball, handball, cricket, hockey, and badminton
would benefit from identification of information conveyed by opponents. Identification
of a specifying informational variable implies that the environmental property is always
available for perception by an individual (Fajen, 2005; Gibson, 1979; Withagen, 2004).
For example, empirical evidence on anticipatory information provided by penalty-takers
in association football (Franks and Harvey, 1997; McMorris et al., 1993; Savelsbergh et al.,
2005; Savelsbergh et al., 2002; Williams and Burwitz, 1993) suggests that specifying vari-
ables might include the placement of the non-kicking foot, or the angle of the kicking foot
and hip prior to ball contact. Possible nonspecifying variables could comprise the penalty-
taker’s point of gaze, position of run-up initiation, the arc of leg on approach to the ball, and
the angle of approach or the angle of the player’s trunk at foot-ball contact. Future research
is required to identify the properties of these potential sources of information across a
number of participants with kicks aimed at varying locations. Technological advances now
support the measurement of kinematic variables to record the usefulness of information
conveyed by each variable.

In line with the concept of task representativeness (Brunswik, 1956), in perceptual train-
ing programmes informational variables should be explored by learners in simplified task
conditions (Aradjo et al., 2004). In perceptual training programmes, ‘task simplification’ is
preferred to ‘task decomposition’ which tends to dominate traditional pedagogical
approaches (Aradjo et al., 2004). Task decomposition occurs when skills such as the volley-
ball serve, tennis forehand drive and long jump, are broken up into more manageable
smaller units for the purposes of practice (e.g., the toss and strike components of the serve
or the run-up and jump components of the long jump). Unfortunately, this pedagogical
method also tends to decompose the link between information and movement, breaking up
potential information-movement couplings (Aradjo et al., 2004). Task simplification, on the
other hand, induces manageability by providing more time for learners to pick up and use
key perceptual variables to support actions. This practice strategy ensures that perception-
action cycles remain intact during practice, with key informational variables remaining avail-
able to support actions in simplified task settings. Examples of task simplification include
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badminton or tennis shots fed by a coach as opposed to a ball machine, hitting a baseball
thrown gently to a learner compared to hitting a static ball on a tee, cricket bowlers prac-
tising the run-up by walking towards the popping crease before delivering a ball to a batter,
and young catchers learning to intercept a rolling ball before moving on to a bouncing ball.
Task simplification allows the use of prospective control mechanisms to control actions in
sport. Failure to faithfully reflect ecological constraints in practice design (e.g., use of ball
machines) may provide learners with different informational variables that are not specific
to the performance environment.

It is also important to understand how expert performers learn to converge on specifying
information sources through experience. Every learner will have experienced different per-
ceptual constraints when learning how to regulate movements, and hence, a wide variety of
information-movement couplings is likely to exist between individuals (Savelsbergh et al.,
2004). Indeed, one approach that performers may utilize in gaining information for
movement is through perceptually (re-)tuning to alternative informational variables as task
constraints are altered (Fajen et al., in press). As Jacobs and Michaels (2001) suggested, as
well as the education of attention, perceptual motor skill acquisition also requires the
calibration of the link between an informational variable and movement (see also
Montagne, 2005). This calibration process depends on practitioners implementing
representative task designs so that athletes learn to develop information and movement
couplings in training that are reflective of those experienced during competition. Withagen
(2004) proposed that identification of specifying and nonspecifying variables within the
optic array could be conceptualized as a continuum that accounts for the level of epistemic
contact (expertise of) that each performer has with the environment. Interpreting Gibson’s
(1966) proposal of perceptual learning, Withagen (2004) suggested that the degree to which
performers learn to converge upon specifying variables for a given situation depends upon
the level of direct epistemic contact with the environment. A novice with a low level of
epistemic contact with the environment in a given performance context may initially rely
on nonspecifying variables. With practice they can learn to rely upon specifying informa-
tional variables, thereby increasing their level of epistemic contact with the environment
(e.g. Fajen and Devaney, 2006; Jacobs, Runeson, and Michaels, 2001). A low level of epis-
temic contact with the environment may be one consequence of implementing practice
task designs which are not representative of natural performance environments. Learners
may only be offered a low level of epistemic contact with the environment as a consequence
of practice task designs which decouple the complementary processes of perception and
action. Epistemic action represents a relevant strategy for overcoming perceptually impov-
erished environments.

In many studies using the traditional experimental paradigms highlighted earlier, an
ongoing adaptation of a motor response through the coupled perception and action systems
was not possible, unlike in sport performance environments (Savelsbergh et al., 2006).
Consequently, these experimental designs have been criticized for focusing upon ‘telling
rather than acting’ processes in anticipatory behaviour (Shim et al., 2005). Typically,
required action from participants has consisted of a written or verbal response, pressing a
button (Abernethy et al., 1999), moving a joystick (Savelsbergh et al., 2002) or a simulated
movement response (Farrow et al., 1998). Savelsbergh et al. (2006) attempted to overcome
some of these design limitations when studying spatio-temporal displacements and visual
search behaviours of amateur association footballers during a ball passing task. Following
task completion, participants were assigned to either a low- or high-score group which
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reflected their ability to anticipate ball location. No between-group differences were
observed for visual search behaviours, which may be explained by the impoverished nature
of the 2D video projection protocol used. However, results indicated that only the high-
score group was able to exploit advanced sources of information to predict final ball loca-
tion. Additionally, they continued to detect and interpret information whilst acting on
perceived footage, implying that under those specific task constraints, successful action was
continuously coupled to perceptual information. Future research is needed to verify these
results in different sports.

Conclusion

In this chapter we presented work from ecological psychology as a potential framework for
the design of perceptual motor skill acquisition programmes in sport, which would provide
learners with opportunities to couple their actions to information picked up in the environ-
ment. Ensuring that tasks are representative in design would enable a tight fit between
training and performance environments, enabling learners to pick up relevant environmen-
tal properties to support perception and action. Ecological psychology predicates that infor-
mation in the environment can be specifying or nonspecifying, determining their relative
utility in guiding behaviour. Evidence suggests that initially novices may sub-optimally
guide action using nonspecifying variables and coaches should design task constraints to
enable learners to search the environment for specifying perceptual variables. Experimental
designs in studies of perceptual skill acquisition should offer participants opportunities
for emergent, adaptive behaviour by ensuring that perceptual and movement processes
are enabled to function without being biased by restrictive, arbitrary and artificial task
constraints lacking in representative design (Brunswik, 1956).
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Introduction

Movements originate from forces acting on the human body. For events of short duration,
cinematographic techniques can not be used to estimate the forces and accelerations experi-
enced by the body’s centre of mass (COM) or any one of its parts. Therefore, transducers are
necessary to register forces, accelerations and pressure distributions that occur during human
locomotion. Ground reaction force and centre of pressure information can be determined with
force platforms. These data are important to estimate internal and external loads on the body
during locomotion and sport activities. Ground reaction forces represent the accelerations
experienced by the COM of a moving body. These forces provide little information about the
actual load under defined anatomical structures of the foot. To understand the etiology of
stress fractures, for example, a more detailed analysis of foot loading is necessary. This is only
possible by many separate force measuring sensors that cover the area of contact between the
foot and the ground. Researchers in anatomy and human movement science have been
interested in the load distribution under the human foot during various activities for more
than 100 years. Early methods estimated plantar pressures from impressions of the foot in
plaster-of-Paris and clay. Later techniques included optical methods with cinematographic
recording. Only in recent years, the availability of inexpensive force transducers and modern
data acquisition systems has made the construction of various pressure distribution measuring
systems possible. Force transducers rely on the registration of the strain induced in the
measuring element by the force to be measured. Pressures are calculated from recorded forces
across a known area. Because all force measurements are based on the registration of the same
phenomenon — strain — similar technical characteristics apply to all types of transducers.
Desirable transducer characteristics for biomechanical applications may differ from the char-
acteristics which are advantageous for engineering usage. Measurement of pressure during sit-
ting or lying on a bed requires a soft and pliable transducer mat that will adapt to the shape of
the human body. However, such a transducer will normally not have good technical specifica-
tions concerning linearity, hysteresis and frequency response. Based on different technologies,
several pressure distribution systems are sold today. Most of them are used for the analysis of
the foot to ground interaction as pressure platforms or as insoles for in-shoe measurements.
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Sensor technologies

Pressure is calculated as force divided by the contact area on which this force acts. It is meas-
ured in units of kPa (100 kPa = 10 N/cm?). Force measuring elements are needed to deter-
mine pressures and pressure distributions. There are only a few measuring principles that are
commonly used to measure force. In the following section these principles will be described
and their advantages and disadvantages will be discussed. Electro-mechanical transducers
produce a change in electrical properties when subjected to mechanical loads. Depending
on the type of transducer, forces can create electrical charges, cause a change in capacitance,
modify the electrical resistance or influence inductance. Because inductive transducers are
based on relatively large displacements, they are rarely used in measuring instruments for
biomechanical applications.

Resistive transducer

A variety of different sensor types belongs to the category of resistive transducers.
The electrical resistance of the sensor material changes under tension or compression.
Volume conduction has been used as a method for measuring forces. Silicone rubber
sensors, filled with silver or other electrical conducting particles, were produced in
the past. With increasing pressure the conducting particles are pressed closer together,
increasing the surface contact between the conducting particles and thus lowering
the electrical resistance. These transducers show large hystereses, especially for
higher frequency impact events. Resistive contact sensors work on a similar principle
to the volume conduction transducers (Tekscan Inc., Boston, MA). Typically,
two thin and flexible polyester sheets with electrically conductive electrodes are
separated by a semi-conductive ink layer between the electrical contacts (rows and
columns). Exerting pressure on two intersecting strips causes an increased and more
intense contact between the conductive surfaces, thus causing a reduction in electrical
resistance.

Piezoelectric transducers

Most high precision force transducers use quartz as the sensor material. The electrical
charge that is generated on the quartz surfaces is very low (2.30 pC/N for the longitudi-
nal piezoelectric effect) and charge amplifiers have to be used for electronic processing.
Piezoceramic materials show very small and highly elastic deformations. As compared to
quartz, piezoceramic materials generate approximately 100 times higher charges on their
surfaces when identical forces are applied. The high charge generation allows the use of
inexpensive charge amplifiers. For rapid loads, these transducers combine good linearity
and a very low hysteresis. Whereas temperature has only a minor influence on the piezo-
electric properties of quartz, piezoceramics also exhibit pyroelectric properties.
Therefore, for these transducers, thermal insulation or a temperature equilibrium, as is
normally present inside shoes, is necessary. High precision and inexpensive piezoceramic
materials have been used for pressure distribution measurements (Hennig et al., 1982).
Piezoelectric polymeric films (polyvinylidene fluoride (PVDF)) and piezoelectric rubbers
have also been developed and have been proposed for the measurements of forces.
However, due to large hysteresis effects and unreliable reproducibility, these methods
have been less successful.
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Capacitive transducers

An electrical capacitor typically has two metal plates in parallel to each other with a dielec-
tric material in between. Capacitance varies when the distance between the two plates and
the properties of the dielectric material change. Applied forces can thus be determined by
detecting the change in capacitance through compression of the elastic material (dielectric)
which will result in a reduction of the distance between the two plates. The simple con-
struction and low material costs allow the manufacturing of inexpensive pressure distribu-
tion mats with up to several thousand discrete capacitive transducers (Nicol and Hennig,
1976; Hennig and Nicol, 1978). As compared to the rigid nature of piezoelectric transduc-
ers with very low deformations of the transducer (<1077%), large relative displacements
(>10%) are necessary for capacitive transducers. Large displacements and the viscoelastic
nature of the dielectric limit measurement accuracy. Depending on the elastic properties of
the dielectric, recoil of the material will require time and thus introduces hysteresis effects.
Silicone rubber mats with good elastic characteristics have been used for the production of
commercially available pressure distribution measuring platforms and insoles (Novel Inc.,
Miinchen, Germany). With this technology, capacitive pressure mats show a good accuracy
for dynamic loads under the foot in walking and running. Capacitive transducers can be
built flexible to accommodate body curvatures and contours. Due to their soft and pliable
nature, capacitive transducers can be employed for the measurements of seating pressures
and the registration of body pressures on mattresses (Nicol and Rusteberg, 1993).

Data acquisition and visualization of pressure distribution data

Uniform pressures across a surface are rare for technical applications and uncommon for
contacts of the human with the ground. Many pressure sensors in a defined area are desir-
able for most biomechanical applications. However, sensor costs as well as the amount of
data will limit the desired resolution of pressure mats. Rosenbaum and Lorei (2003) com-
pared the pressure distribution patterns from 27 participants between 2 and 33 years during
gait across two capacitive pressure distribution platforms (Novel GmbH, Munich) with
resolutions of 4 and 9 sensors/cm?. Although they found differences in peak pressures and
contact area values between the two platforms, these differences were for most foot regions
below 10%. The authors concluded that these differences were clinically not relevant,
and that even for the smaller feet of the children a resolution of 4 sensors/cm? appeared
to be sufficient. Even a resolution of 4 sensors/cm? on a 40 cm by 60 cm pressure mat
would result in 9,600 single transducers. At a data collection rate of 100 Hz close to
one million measuring values will have to be recorded in only one second. Therefore, data
reduction techniques and simplified visualization of the data are essential in the use of
pressure distribution information. Graphical representation of pressure distribution is com-
monly achieved through colour-coded matrix graphs, wire frame diagrams or isobarographs
(Figure 11.1). These pressure maps can be obtained for each sampling interval or at specific
instants during the foot-ground contact.

Recently, a program was developed that visually combines three-dimensional (3D) surface
contour data (Figure 11.2) with pressure distribution information under the foot (Hémme
etal., 2007). Data from a 3D Laser foot scanning device (INFOOT, [Ware-Laboratories Inc.,
Minoh City, Osaka, Japan) were combined with pressure distribution information from a
capacitive pressure mat with a spatial resolution of 4 sensors/cm? (Emed ST, Novel Inc.,
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Figure 11.1 Three graphical peak pressure representations for a subject walking across a pressure
distribution platform with a resolution of four sensors/cm?.

Munich, Germany). Both independent sets of data were recorded during standing of a par-
ticipant and through transformations the data were matched to origin, orientation and in size
for the visual representation in a single graph. With the development of dynamic foot scan-
ners this kind of representation may become a standard for gait analysis, because it offers the
clinician a simple tool to recognize shape and function of the foot in dynamic loading.

Pressure variables

As mentioned above, more than 100.000 measuring values are common for the recording of
plantar pressures of a single walking trial, even if the spatial resolution and the measuring
frequency are not very high. Therefore, data reduction becomes important for a meaningful
presentation of results. A peak pressure graphical representation can be used to illustrate
individual foot contact behaviour with the ground. This image is created by presenting
the highest pressures under the foot, as they have occurred at any time during the ground
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Figure 11.2 Visual combination of foot morphology and pressure distribution data from a 3D laser foot
scanning device (LFSD) and a pressure platform.

contact. To include time information, a pressure-time integral graph can also be produced
by time integration of the forces under each single transducer and displaying these impulse
values in a single graph. However, this kind of presentation is less commonly used. For
numerical and statistical analyses a division of the plantar contact of the foot into meaning-
ful anatomical areas (masks) is usually performed.

Within selected anatomical areas different pressure variables can be defined: regional
peak pressures (kPa), maximum pressure rates (kPa/s), regional impulses (Ns), and relative
loads (%). The regional peak pressure during foot contact reveals information about the
highest pressures in this anatomical region. Regional impulses are calculated by determin-
ing the local force-time integral (force (F) = pressure * area) under the specific anatomical
region. These impulse values can then be taken to further calculate a relative impulse dis-
tribution under the foot. Dividing the foot into n different anatomical regions, the follow-
ing equation is used to determine the relative load RL; of the foot region i.

Jrwdc *100
Y [E(vde

j=ln

RL,(%) =

This procedure allows a comparison of the load distribution pattern between individuals
that is less dependent on the participants’ weight and anthropometric dimensions.
Therefore, a better understanding of the load-bearing role of individual anatomical struc-
tures can be obtained using a relative load analysis technique.

Reliability of pressure distribution measurements

Using a Novel Pressure platform Hughes et al. (1991) investigated the reliability of pressure
distribution measurements during gait. These authors concluded from their study that a
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determination of peak pressures can be achieved with a reliability coefficient of R = 0.94, if
the average of 5 trial repetitions is used. More recently, McPoil et al. (1999) also investi-
gated the number of repetitive trials needed to obtain a reliable representation of plantar
pressure patterns. Using plantar pressure data from 20 trials of each of the 10 participating
volunteers, the authors concluded that three to five walking trials are sufficient to obtain
reliable peak pressure and pressure-time integral values, when a two-step data collection
protocol is used.

With 25 participants Kernozek et al. (1996) studied the reliability of in-shoe foot pressure
measurements (PEDAR insole, NOVEL Inc.) during walking at three speeds on a treadmill.
The study revealed not only an effect of walking speed on the magnitude of the plantar pres-
sures under the various anatomical regions of the foot but also a change in load distribution
was found. Therefore, no linear interpolation is possible to correct for differences in walk-
ing speed. The authors emphasize the need to control speed for in-shoe pressure measure-
ments. Depending on the pressure variable, a maximum of eight steps was needed to achieve
an excellent reliability (> 0.90). Whereas peak force, peak pressures and pressure time inte-
grals tended to need fewer trials for a good representation of foot loading, timing variables
tended to be least reliable. Using the same instrumentation (Pedar Insole, NOVEL GMBH,
Munich), Kernozek and Zimmer (2000) found good to excellent test retest reliabilities for
slow treadmill running (2.24 m/s to 3.13 m/s). Depending on foot region and the measure-
ment variable the two day test-Intraclass correlation coefficients (ICCs) ranged from
0.84-0.99. Furthermore, with running speed all pressure variables (peak pressure, peak force,
pressure time integrals) increased. Similar to their previous findings for walking, the authors
emphasize that the control of running speed is essential in obtaining reproducible plantar
pressure results.

Results of plantar pressure distribution studies

Pressure distribution measurement technology was first used by researchers, primarily inter-
ested in the basic function of the foot structure during weight bearing and during various loco-
motion activities. In the area of sport biomechanics pressures have been recorded to analyze
various parts of the body during bicycling, horse riding, skiing, skating, basketball, soccer, and
golfing. Pressure distribution measurements are also widely used in the design and individual
adaptation of seats and mattresses for better sitting and lying comfort. However, the major use
of plantar pressure measurements within the last 20 years has been in medical applications.
The diabetic and rheumatoid feet have been the focus of extensive research using pressure dis-
tribution technology. More recently, the diagnosis of balance control in the elderly, as well as
in patients with neurological disorders, have received considerable attention.

Pressure patterns under adult feet

Using a capacitance pressure distribution mat (1 sensor/cm?), Cavanagh, P. R. et al. (1987)
investigated the plantar pressures under the symptom-free feet of 107 participants during
bipedal standing. They found approximately 2.6 times higher heel (139 kPa) against fore-
foot pressures (53 kPa). The highest forefoot pressures were located under the second and
third metatarsal heads. There was almost no load sharing contribution of the toes during
standing. Furthermore, peak plantar pressures did not show a significant relationship to the
body weight of participants. Using a capacitive pressure distribution platform EMED FO1
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(NOVEL Inc.) with a higher resolution (2 sensors/cm?), Hennig et al. (1993) presented the
pressures during bipedal standing and walking (approx. 1 m/s) under the symptom-free feet
of 49 women and 62 men (Figure 11.3). During both standing and walking the highest pres-
sures under the forefoot were found under the third metatarsal head. The authors concluded
that during weight bearing no transverse arch across the metatarsal heads is apparent from
the pressure data.

Therefore, a tripod theory of foot loading, as it had been advocated in many anatomy text
books, cannot be confirmed by plantar pressure measurements. No differences in plantar
pressures were found between the women and men except for the pressures under the lon-
gitudinal arch. Under the midfoot the women showed highly significantly (p < 0.01)
reduced peak pressures during standing.

Morag and Cavanagh (1999) identified structural predictors of peak pressures under the
foot during walking. This research aimed towards recognizing potential etiological factors
associated with elevated plantar pressures, to identify at-risk patients (e.g. diabetic patients)
early enough to provide preventive measures against excessive plantar pressure develop-
ment. Fifty-five asymptomatic participants between 20 and 70 years participated in the
study. Physical characteristics, anthropometric data, joint range of motion, radiographs,
plantar soft tissue properties, kinematic variables, and electromyography (EMG) data were
compared to the plantar pressure variables during walking. As to be expected midfoot pres-
sure prediction was mainly a function of longitudinal arch structure. Heel peak pressures
were also dependent on arch structure, thickness of the plantar soft tissue, and age. Pressures
under the first metatarsal head could be predicted by radiographic measurement results,
talo-crural joint motion, and EMG activity of the gastrocnemius. Overall, foot structure and
function could only predict approximately 50% of the variance in peak pressures.

Pressures under the feet of children

On radiographs the infant foot skeleton appears as a loose assembly of ossified diaphyses of the
phalangeal and metatarsal bones and the nuclei of the talus and calcaneus. The connection of

400 kPa

[[] Standing
[] Walking

Figure 11.3 Peak pressures (kPa) under the foot of 111 adults during standing and walking.
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the bones to a skeletal structure takes place with the proceeding transformation of cartilage
to bone. At birth the mechanical structure of the foot is predominantly soft tissue. Only by
age six the major structural changes of the foot have been completed, and the appearance is
similar to an adult foot. A plantar pressure study with 15 infants (7 male, 8 female) between
the ages of 14 and 32 months was conducted by Hennig and Rosenbaum in 1991. The pres-
sures underneath the foot were recorded with an EMED FO1 (NOVEL Inc.) pressure platform
during barefoot walking and slow running at self-selected speeds. The children were too
young to adjust to a prescribed speed. The results were compared with data on plantar pres-
sures from adults. Considerably reduced peak pressures in the infant group could be attributed
to a softer foot structure and a lower body-weight to foot-contact area ratio. An almost three
times higher relative load under the midfoot of the infant foot shows that the longitudinal
foot arch is still a weak structure in this age group. Across the age range of the children it was
observed that with increasing age the relative load under the midfoot decreases, while it
becomes more pronounced under the third and fifth metatarsals. Within only a few months
a rapid development of the growing foot towards an adult loading pattern was observed.
Bertsch et al. (2004) studied in a longitudinal study the plantar pressures of 20 male and
22 female infants every three months over a period of one year. The mean age of the infants
at the beginning of this study was 16.1 months. After a few weeks of independent walking,
substantial changes in the foot structure and loading behaviour were observed. The develop-
ment of the longitudinal arch correlated well with reduced midfoot pressures during ground
contact in walking. Even at this early age Unger and Rosenbaum (2004) found differences
between boys and girls with regard to foot shape as well as foot loading behaviour. The boys
had a broader midfoot due to a lower longitudinal arch, and the girls showed a more pro-
nounced loading under the heel and forefoot regions during walking. The authors concluded
that the differences seen in their study should be taken into account by the shoe industry to
provide adequate footwear for young boys and girls. For older children pressure data were col-
lected and compared to those from adults (Hennig et al., 1994). Peak pressures and relative
loads under the feet of 125 children (64 boys, 61 girls) between 6 and 10 years of age were
determined. The school children showed considerably lower peak pressures under all anatom-
ical structures as compared to the adults. These lower pressures could mainly be attributed to
the larger foot dimensions per kg body mass for the children. With increasing age a medial
load shift in the forefoot was observed for the older children. Reduced loading of the first
metatarsal head in the younger children was attributed to a valgus knee condition with
hyperpronation of the foot and a reduced stability of the first ray. No reduction in pressures
under the longitudinal arch with an increase of age suggests that foot arch development is
almost complete before the age of six. Between boys and girls no differences in the peak pres-
sure or relative load patterns were present. Dowling et al. (2004) investigated whether inked
footprints would be good predictors of plantar pressures in children. If this would be the case
large scale screenings of children’s feet would be possible without expensive equipment.
However, in the 51 primary school age children the authors only found weak relationships
between foot data from the ink footprints towards the plantar pressure information from the
pedobarograph. Therefore, the authors suggest that in spite of the costs pedobarographs have
to be used to identify excessive pressures under children’s feet.

Plantar pressures in obese persons

Obesity is a major health problem in many parts of the world. Among numerous other med-
ical conditions, a high incidence of osteoarthrits, painful feet, and symptomatic complaints
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in the joints of the lower extremities are frequently reported for overweight persons. Plantar
pressure analysis may provide additional insight into the etiology of pain and lower extrem-
ity complaints. Hills et al. (2001) investigated the plantar pressure differences between
obese and non-obese adults during standing and walking. Thirty-five males (67—-179 kg) and
35 females (46-150 kg) were divided into an obese (body mass index (BMI) 38.8 kg/m?) and
a non-obese (BMI 24.3 kg/m?) group. A BMI of greater than or equal to 30kg/m? was used
to classify individuals as obese. Using this criterion, 17 men and 19 women were categorized
as obese. All participants were otherwise healthy with no locomotor limitation such as
symptomatic osteoarthritis. During standing and walking data were collected with a capac-
itive pressure distribution platform (Novel Inc., Miinchen, Germany). Pressures were eval-
uated for eight anatomical sites under the feet. The obese participants showed an increase
in the forefoot width to foot length ratio, suggesting a broadening of the forefoot under
increased weight loading conditions. In spite of the increased load bearing contact area of
the foot with the ground, the obese men and women had substantially higher pressures
under the heel, midfoot, and forefoot during standing. For both obese groups the dynamic
peak pressures during walking were also significantly increased under most foot areas, espe-
cially for the women under the midfoot and across the metatarsal heads (Figure 11.4).

In static as well as dynamic loading, the highest pressure increases for the non-obese
group were found under the longitudinal arch of the foot. Increases in pressure under the
mid-foot were higher during standing for the obese women as compared to the obese men.
A strong relationship between BMI and the peak pressures (r? = 0.66) under the longitudi-
nal foot arch is apparent across the 35 women. This relationship is much weaker for the
35 men (r? = 0.26). The clear gender related influence of body weight on the flattening of
the arch may be the consequence of a reduced strength of the ligaments in women’s feet.
The authors concluded that their findings may have implications for lower extremity pain
and discomfort in the obese, the choice of footwear and predisposition to participation in
activities of daily living such as walking.

Dowling et al., 2001 compared the effects of obesity on plantar pressure distributions in
prepubescent children. Thirteen obese children with a body mass index of 25.5 were com-
pared to 13 age and height matched non-obese children (BMI 16.9). Footprints structural
differences were observed between the groups, identifying a lower longitudinal arch, a flat-
ter cavity, and a broader midfoot area for the obese children. For walking the forefoot pres-
sures as well as the forefoot contact area were significantly increased for the obese group.
The authors hypothesized that increased forefoot plantar pressures may lead to foot discom-
fort and may hinder obese children from participating in physical activity.

*
500 kPa s [ Control (n = 16)

3k

I Obese (n = 19)

** P <0.01
*P<0.05

Figure 11.4 Peak pressures (kPa) under the foot of obese and non-obese women during walking.
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Plantar pressures in sports

Pressure distribution measurements have been used to understand the foot loading behav-
iour and to estimate injury risks in many sports disciplines. One of the earliest applications
of pressure distribution measurements in sports was the recording of in-shoe pressures during
downhill skiing (Schaff and Hauser, 1987). Numerous other sports have been investigated
since with pressure distribution technology such as running, bicycling, track and field
events, indoor sports, ice and inline skating and even in horse riding. The two following
studies are noteworthy since they demonstrate the wide spectrum of applications for pres-
sure distribution measurements to prevent overuse injuries in sports. Nagel et al. (2007)
measured barefoot gait of 200 marathon runners before and after a race. They found
increased pressures under the metatarsal heads and lower toe pressures after the race. The
authors speculated that this higher forefoot loading may explain the high incidence of
metatarsal stress fractures in long distance runners. With 17 football players, Ford et al.
(2006) investigated the effect of playing football on natural grass and synthetic turf on foot
loading. They found increased peak pressures in the central forefoot region on the synthetic
turf surface. The authors suggested more extensive research on the load distribution under
the foot to understand specific overuse injury mechanisms on different playing surfaces.

Pressure studies for clinical applications

Depending on the severity of the disease and at a later stage diabetes mellitus may lead to
neuropathic and vascular changes in patients. Sensory neuropathy will result in a progres-
sive, distal to proximal, loss of sensation in the lower extremities, often resulting in ulcera-
tion at locations of high plantar pressures. Ulceration can result in partial or total
amputation of the foot. Numerous studies have proven the usefulness of pressure distribu-
tion measurements for the prescription of therapeutic footwear. As soon as modern pressure
distribution instrumentation became available, research groups realized the potential of this
technology for the diagnosis and treatment of the diabetic feet. Good reviews about the pos-
sibilities and limitations of plantar pressure measurements for the diagnosis and therapy of
the diabetic foot have been published by Cavanagh et al. in 1993 and in 2000. Recently,
Lott et al. (2007) combined pressure distribution measurements with computer tomography
(CT) scans on the feet of 20 diabetic patients with a history of plantar ulcers. They inves-
tigated the effect of therapeutic footwear and custom-made orthotic inserts on pressure and
tissue strain along 16 different points along the second ray of the plantar foot. Correlation
coefficients showed strong relationships between pressure and strain in the barefoot and
shoe conditions. They found that footwear and orthotic devices decreased pressure and soft
tissue strain, and that these two variables were strongly related. The authors concluded that
a better understanding of tissue strain effects in distributing plantar pressures may lead to
better orthotic device designs.

Plantar pressure studies on the rheumatoid foot have also received attention by research
groups for adults (Woodburn and Helliwell, 1996; Otter et al, 2004) and children (Orlin
et al., 1997). Hallux valgus, a fairly common forefoot deformity at the metatarsophalangeal
joint, is more frequently seen in women. Despite congenital factors, poorly fitting footwear
and fashionable high-heeled shoes, worn by many women, are mentioned by many authors
to be the etiologic factor in many cases of hallux valgus. A lateral forefoot load shift in hallux
valgus feet has been described by Blomgren et al. (1991), the effect of high-heeled shoes by
Nyska et al. in 1996. Different orthotic materials were investigated by Brown et al. (1996) to
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demonstrate the beneficial effect of orthotics in relieving high pressures in shoes. However,
as the authors point out, stress relief can only occur at the cost of increasing pressure in
other areas of the plantar surface. Using the centre of pressure path and other pressure vari-
ables, plantar pressure research has also been used in the analysis of postural control (Nurse
et al., 2001; Tanaka et al., 1999) and the analysis of neurological disorders such as
Parkinsonian gait (Kimmeskamp and Hennig, 2001; Nieuwboer et al., 1999).

Conclusion

The foot loading behaviour of the human foot has been the subject of interest for more than
100 years. Different sensor technologies are available today to measure pressure distributions
in biomechanics. The availability of modern transducers, the possibilities of rapid data
acquisition, and an efficient processing of large data volumes have resulted in easy to use,
commercially available pressure distribution instrumentation. Starting from basic research
to understand the mechanical function of the human foot during gait, running and in dif-
ferent sport events, more and more applied studies were performed in recent years. In sport
biomechanics, it is used to analyze the loading characteristics of the human foot in athlet-
ics and understand the etiology of overuse injuries. It is also extensively used in athletic
footwear research for injury prevention and performance enhancement. During recent
years, more and more clinical studies have been performed in the diagnosis and treatment
of foot and lower extremity problems and postural control. Plantar pressure distribution
instrumentation has become a standard clinical tool for diagnostics and therapeutic
interventions.
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Measurement for deriving kinematic
parameters: numerical methods

Young-Hoo Kwon
Texas Woman's University, Texas

Introduction

Kinematics is defined as ‘study of motion’ dealing with a body or system in motion without
reference to the cause (force). The phenomena (motions) rather than the causes (forces)
are the subject of analysis (measurement) in a kinematic study. Kinematic quantities of
interest include position and orientation (attitudes) of the segments, positions of the joints,
and their time-derivatives (linear and angular velocities and accelerations).

The human body is often considered as a linked segment system, a system of rigid bodies
linked at joints. Two observations may be drawn from this consideration. Firstly, the rigid
body assumption simplifies analysis of the segment motions. It reduces a complex segment
motion to two mutually independent motion components: translation of the centre of mass
of the segment and rotation of the segment about its centre of mass (COM). A segment
rarely shows pure translation or pure rotation, but a combination of both. Secondly, since
the joint motions are the building blocks of the whole body motion, the whole body motion
can be decomposed to individual joint motions. The essence of the joint motion is the rel-
ative motion of the distal segment of the joint to its proximal counterpart. (Mechanically
speaking, the term ‘joint motion’ is misleading since joints are not the actors but segments
are.) Thus, the joint motion can be derived from the rigid body motions of the segments,
which are of primary importance in deriving kinematic parameters. The type of segment
motion allowed at a joint is determined by the type of joint: ball-and-socket, hinge, etc.

Analysis methods commonly used to derive kinematic parameters include motion
analysis, goniometry, and accelerometry. The immediate outcome varies from one method
to another. Motion analysis provides coordinates of markers placed on the body. Active
marker systems may also provide the orientation of the motion sensors. The immediate
outcome of goniometry and accelerometry is electric signals representing joint angles
or body accelerations. These immediate outcomes must be converted to meaningful
primary parameters such as position and orientation of the segment (motion analysis),
joint angle (goniometry), and acceleration (accelerometry). Additional parameters may be
derived from the primary parameters based on the mechanical relationships among the
kinematic quantities.
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Among the kinematic analysis methods, motion analysis provides the most comprehensive
set of kinematic parameters, involving multiple steps such as camera calibration, camera
synchronization and reconstruction of the object space coordinates of the markers,
digital filtering, calculation of the kinematic parameters, etc. In goniometry and accelerom-
etry, once the primary data are obtained, the data are treated no differently from those
obtained from motion analysis. Therefore, this chapter will mainly focus on motion
analysis and, more specifically, key numerical methods and procedures of deriving
kinematic parameters.

Camera calibration and reconstruction

Imaging an object point located in the object space with a camera is the process of mapping
the point to a corresponding image point on the image plane (Figure 12.1). The object point
(O), the image point (I), and the projection centre (N) are collinear. There exists a direct
relationship between the object space coordinates, [x,y,z], and the image plane coordinates,
[u,v] (Abdel-Aziz and Karara, 1971; Marzan and Karara, 1975; Walton, 1981):

by (xi —xQ)+ b (yi _yo)+t23 (Zi _Zo)
b (xi _xo)+t12 (b'i —y(,)+t1;(zi —Z”)

uw—u,—Au,=—-Aw, -

t}l(xi_x<7)+t32 (yi_ya)—‘rt}} (Zi_zo) (2)

1Ji _qjo _Avx :_)'vwo ' tll (xi —x“)-'rt]z(yi —yu)+t13(zi _Zo

where i is the control point number, [0,u;v;] and [w,,u,,v,] are the image plane coordinates
of the image point (I) and the projection centre (N), respectively, [x;, vy;, 2] and [x,, ¥,, 2]
are the object space coordinates of the object point (O) and the projection centre, respec-
tively, [Aw;, Av] are the optical errors involved in the image coordinates, and [4,, A,] are the
scaling factors for the unit conversion from the real-life unit to the digitizer unit (DU).

Figure 12.1 Object-to-image mapping in imaging and reconstruction.

157



YOUNG-HOO KWON

t;; — t33 in equations 1-2 are the elements of a 3 x 3 matrix constructed by three attitude
angles (9,0, ) of the camera with respect to the laboratory reference frame:

tr b
T((P,O, 'l/) =ty by
Gy L3 Uy (3)

c@c(y)  s(@)s(@)c(w)+c(@)s(y)  —c(9)s(B)c(w) + s(9)s(w)
=|—c(@)s(y) —s()s(@)s(y)+c(P)c(y)  c(@)s(B)s(y) + s(@)c(y)
s(0) —s(¢)c(6) c(@)c(0)

where ¢( ) and s( ) are the cosine and sine functions, respectively.
Optical errors (optical distortion and de-centring distortion) have traditionally been

modelled

Au, =¢ (KITiZ +Knt + Ko ) +K, (Tiz + 2§iz)+ K, (25"”’) )

Av, =1, (KITiZ +K2T14 + K37}6)+K4 (Zni‘gx )+K5 (Tiz + zniz) (5)

(Marzan and Karara, 1975; Walton, 1981), where:

(& = [u; =, v; = 0, (6)
P =& +n’ (7)

K; - Kj and K, — K5 are the optical distortion and de-centring distortion parameters, respec-
tively. Equations 1 and 2 are essentially functions of 15 independent camera and optical error
parameters, [Xo, Yo, 2oy Uoy Voy Ay doy 0,0, Ky, Ky, K, Ky, K5, where [d,,, d,] = [Aw,, Aw,].
Camera calibration is the process of determining the camera and optical error parameters
based on a set of control points, the object spaces coordinates of which are known.

The direct linear transformation method

The direct linear transformation (DLT) method (Abdel-Aziz and Karara, 1971; Marzan and
Karara, 1975; Walton, 1981) has been one of the most widely used camera calibration
and reconstruction algorithms. The relationship between the object space coordinates and
the image plane coordinates are described by a set of 11 DLT parameters in this method.
The DLT parameters are mutually dependent since 11 parameters are derived from
10 camera parameters (Hatze, 1988; Kwon, 2005).

One definite strength of the DLT method is that it is also applicable to two-dimensional
(2D) studies: 2D DLT (Brewin and Kerwin, 2003; Kwak et al., 1996; Kwon, 1999; Kwon and
Lindley, 2000; Walton, 1981). A total of eight DLT parameters are used in the 2D DLT
method and, for this reason, the ten camera parameters cannot be determined individually.
The 2D DLT method does not require the plane of motion and the image plane to be
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parallel to each other. Multiple cameras can be used with a common calibration frame
(Kwon and Casebolt, 2006; Kwon and Fiaud, 2002).

Modified versions of the three-dimensional (3D) and 2D DLT methods specialized for
analysis of underwater motions are also available: the localized DLT (Kwon et al., 2002;
Kwon and Casebolt, 2006; Kwon and Lindley, 2000). The control volume (the volume
occupied by the control points) is sectioned into multiple distinct or overlapping sub-vol-
umes to minimize the effect of the light refraction in these methods.

The direct solution method

Due to the inter-dependencies among the DLT parameters, the DLT method does not
guarantee an orthogonal reconstruction of the object space. This shortcoming can be
overcome by directly solving Equations 1-2 with respect to the camera parameters
(Kwon, 2005). Equations 1-2 give a set of nonlinear equations:

£i(X)=(& - A, )W, +d,U, =0 (8)

g(X)=(n—Av,)W,+d,V,=0 )
where:

X =[x,,3,,2,,1,,v,,d,,d,,0,6,,K, K, K, K, K, | (10)

W=t (x,—x,)+t, (3 -y )+t,(z-2,) (11)

U=t (x,—x, )+, (v -y, )+ 6, (z-2,) (12)

Vo=t (% = x, )+ 6, (3 =9, ) F 6 (2 - %,) (13)

Expansion of Equations 8-9 for n (=8) control points yields a sufficiently determined
nonlinear system of equations:

F(X) =[. fi(X) g(X).I

Solution of this nonlinear system requires the use of Newton’s method (Press et al., 2002),
for which the Jacobian matrix must be derived:

K I o U o A
ox, dy, &k, o, K, oK, oK, oK,
J(X)= Lo (14)
% % A % % % dg 9
o, dy, ok, ou, K, oK, oK, 0K,
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See the Appendix for a complete set of partial derivatives with respect to the camera and
optical error parameters.
Newton’s method uses an iterative approach:

1. An initial approximation of the unknowns, X©, is required. The output of the DLT
method may be used as the initial approximation.
2. In each iteration, update matrix X:

Xk = X(k=1) _ A(k)
where:
AR = [](X("*U)‘.](X(’H))]’l [_](X("*U)‘.F(X("’“)]

k is the current iteration (k= 1,2,3 ... ), and X*1 is the parameter matrix obtained
in the previous iteration.

3. In each iteration, check the convergence of the camera and optical error parameters.
Stop when all parameters converge sufficiently.

4. Assess the MSE:

MSE:%Wem F'(X): : (X gi(X) :

and X is the converged set of X. The unit of MSE is DU%. Compute the DLT param-
eters from the camera parameters and use them in the reconstruction process.

Matrix T(¢, 6, w) (Equation 3) is always orthogonal in the direct solution (DS) method
(Kwon, 2005). The DS method is not applicable to 2D studies since the camera parameters
cannot be determined individually.

Reconstruction of the object space coordinates is the process of mapping the image points
back to the object point (Figure 12.1). Two or more cameras are required to reconstruct
the 3D object space coordinates. Rearrangement of the terms of Equations 1-2 for n (>2)
cameras yields a sufficiently determined linear system of equations of the object space
coordinates of a marker placed on the body. The object space coordinates can be computed
by using the least square method.

Segmental reference frame

A reference frame is a particular perspective from which the motion of a body or system is
described or observed. A reference frame fixed to the laboratory is inertial while those fixed
to the body segments are non-inertial. The laboratory reference frame is also global
(common) since this frame can be used in describing the motion of any body segments.
A reference frame fixed to a segment is local and is meaningful only in that particular
segment. The object space coordinates of the markers obtained through reconstruction are
‘global’ since they are described in the laboratory reference frame. The acceleration measured
by a tri-axial accelerometer attached to tibia is ‘local’ since it is based on the accelerometer
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reference frame. Local data may be globalized only when the relative orientation and
position of the local frame to the global frame is known.

Definition of the segmental reference frame

A segmental reference frame (SRF), a local frame fixed to the segment, simplifies the analysis
of the segment motion. It is advantageous to align the frame axes with the anatomical axes.
For example, if the axes of the pelvis and thigh reference frames are aligned with their
respective anatomical axes (mediolateral, anteroposterior, and longitudinal), the relative
motion of the thigh frame to the pelvis can be translated to anatomical hip joint motions
(flexion/extension, adduction/abduction, and rotation).

To define a SRE, a set of three non-collinear points on the same segment are required. For
example, the pelvis reference frame (PRF) is typically defined by three markers placed on
the right anterior superior iliac spine (ASIS), left ASIS and the mid-point of the posterior
superior iliac spines (PSIS):

T,

. r -
i = _RAT LA

N
Tra — 114

(rMP “Ta ) X1
|(rMP “Ia ) X 1L|

k, =

o=k xip

where i, j;, k; are the unit vectors of the mediolateral (rightward), anteroposterior (forward),
and longitudinal (upward) axes of the pelvis, respectively, and ra, 114, tpp are the position
vectors. The origin is at the mid-point of the two ASIS. In general, if the markers are close
to each other or one marker is close to the line connecting the other two markers, the
orientation of the reference frame becomes sensitive to the errors involved in the marker
position. For this reason, wands are often used in the thigh and shank to move the lateral
thigh/shank markers away from the surface of the body.

Orientation (attitude) matrix

A rigid segment in the object space has a total of six DoF, three from the position of the
origin of the segmental frame and three from the orientation of the frame. The vector drawn
from the origin of the global frame to that of the segmental frame shows the position of the
segmental frame. The orientation of the segmental frame, on the other hand, is described
by a 3 x 3 orientation (attitude) matrix constructed by the axis unit vectors:

- L .
by by by 1 igei, o, kgeip
_ Nl T = .
Tio=|ty ty &= Ik |Tlleh Jth kg ei, (15)
: : -
G G Uy k, igek, jook, kgek,

where L is the segment, i, j;, k; are the axis unit vectors of the segmental frame, ig, jg, kg
are the axis unit vectors of the global frame, and t;; — t33 are the global coordinates of the
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axis unit vectors. The orientation matrix conveniently combines three axis unit vectors into
one 3 x 3 matrix.

Vector transformation

The global position of the hip joint centre is the vector sum of the relative position of the
pelvis to the global frame (r,) and the position of the hip observed in the pelvis frame (x):

r=r,+x (16)

The local position of the hip joint centre is often expressed as a function of the inter-ASIS
distance (Andriacchi et al., 1980; Bell et al., 1990; Tylkowski et al., 1982), for example:

x = [x,y,,7] = [£0.36,-0.19,-0.30]d

where d is the inter-ASIS distance. Although r, in Equation 16 can be computed from the
global positions of the ASIS markers, the global position of the hip joint is not readily avail-
able because x and r, are described in different reference frames. To compute r, both vectors
must be described in the same reference frame and a vector transformation is necessary.
A vector transformation does not alter the vector itself, but alters the vector coordinates.

Multiplication of the transpose of matrix T (Equation 15) to the local coordinates of
x yields:

X, (xLiL+ijL+szL)-iG Xeig X

t R . . .
TL/G O[T (XLIL +y.0 +ZLkL). I [T X°)g [T Ys
93 (xLiL +30; +szL).kG xokg %G

or:
X(G) = TL/Gt.X(L) (17)

where [xg,Y6,25] are the global coordinates of x, and x() and x(@ are vector x described in
the local and global frame, respectively. The inverse transformation from the global to the
local frame gives:

X(L) = TL/G.X(G) (18)
Equation 16 can be translated to more workable forms:

©) 2O 4 T, ¢

0

T

The orientation matrix of frame L with respect to the global (T} g) is also called as the
transformation matrix from the global frame to frame L.
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Equations 15, 1718 essentially show:
TG/L = TL/(;1 = TL/Gt (19)
TL/G 'TL/GL = TI_/Gt 'TL/G =1 (20)

where I is the identity matrix. A transformation matrix is orthogonal (Equation 20) since
its inverse is equal to its transpose (Equation 19). Multiple sequential transformations of
a vector are equivalent to a single direct transformation from the first frame to the last frame:

v = Tesp v = Tess '(TB/A 'V(A)) = (TC/B 'TB/A)'V(A) =Ty v
TC/A = TC/B ’TB/A

Thus, the transformation matrix from one local frame (A) to another (B) can be derived as

TB/A = TB/G 'TG/A = TB/G 'TA/GL (21)

Ty ashows the relative orientation of segment B to segment A.

Orientation angles

The relative orientation matrix of the thigh frame to the pelvis frame can be decomposed
into three successive rotation matrices about selected axes of the pelvis and thigh frames
and intermediate frames. Six Cardan rotation sequences are possible in this process (XYZ,
YZX, ZXY, XZY, YXZ, and ZYX); Figure 12.2 uses the XYZ (mediolateral-anteroposterior-
longitudinal) sequence. The pelvis frame (A) first rotates about its X axis (mediolateral
axis) (X4) by ¢, then about the Y axis (anteroposterior axis) of the first intermediate frame
(Y") by 6, and finally about the Z axis (longitudinal axis) of the second intermediate frame

Z
gz A
¢

v
Ya

¢

XA=X,

Xa, Yo, 24 = X, Y, 27 X,Y, 2 - XY, 2" XY, 2" = Xg, Y, Zp

Figure 12.2 Orientation angles (XYZ rotation sequence).

163



YOUNG-HOO KWON

(Z") by W to reach the thigh frame (B). These three rotation angles (¢,6,y) show the
relative orientation of the thigh frame to the pelvis frame, and are called orientation angles.

The three successive rotations shown in Figure 12.2 are essentially equivalent to

[ c(y) s(w) O][c(@ 0 -s@]1 0 0

BlA = =s(y) cly) Of O 1 0 0 c(g) s(¢)
0 0 1|[s(@ 0 cO |[[0 —s(¢) c(o)

c@c(y)  s(@)s(@)c(w)+c(@)s(y)  —c(9)s(B)c(w) + s(9)s(w)
= =c(@)s(y) —s(9)s(8)s(y)+c(P)c(y)  c(9)s(O)s(w) + s()c(w)
s(6) —s(¢)c(6) c(¢)c(0)

where Ty, is the known relative orientation matrix of the thigh to the pelvis (Equation 21).

If 161 #m/2, Equations 15 and 22 yield:

(23)

(24)

Equations 23-27 provide two solutions: (¢,,6,,,) and (¢, + 7w, = 7 — 6,,¥, £ 1), where
|6,] <7m/2. Hinge joints typically have small |6| values, thus resulting in one solution. In
ball-and-socket joints, particularly the shoulder, however, it is possible for |@] to exceed
7/2 and the correct angle combination must be selected between the two candidates. Since
the two solutions differ in ¢ and ¥ by 7, respectively, the angle combination giving smaller

changes in these angles from the previous values must be selected.
If 6 =+n/2, Equation 22 reduces to:

TB/A cloty) s(@ty) |=|t, 6, ty
+1 0 0 ty by by

c(pxyP) =1,

s(p£P) =153
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This is the so-called gimbal-lock problem in which angles ¢ and ¥ must be computed
collectively as ¢ + w. When the distal segment approaches to the gimbal-lock position (c(6) = 0),
angles ¢ and ¥ become sensitive to the experimental errors as well (Equations 24-27).
One potential solution for the problems at/near the gimbal-lock position is to treat the
orientation angles as missing and generate them through interpolation.

The main strength of the orientation angles is their intuitiveness. In the XYZ rotation
sequence shown in Figure 12.2, for example, the first rotation shows the rotation of the
distal segment (thigh) in the sagittal plane of the proximal segment (pelvis), while the
second rotation quantifies the deviation of the thigh from the sagittal plane of the pelvis.
The third rotation is about the longitudinal axis of the thigh. Although these angles are
slightly different from the conventionally defined joint motions based on the anatomical
reference position (such as flexion/extension, adduction/abduction, and rotation), orienta-
tion angles do provide intuitive orientation information of the segment. Alternatives to the
orientation angle approach are also available (Cheng et al., 2000; Coburn and Crisco, 2005;
Ying and Kim, 2002).

Orientation angles are sequence-specific, meaning different rotation sequences result in
different sets of orientation angles. For this reason, comparing two data sets based on different
rotation sequences must be avoided. The rotation sequence chosen must be physically and
intuitively meaningful. There is no set rule concerning the selection of the rotation
sequence, but the following will serve as guidelines:

In general, it is not recommended to place the longitudinal (Z) axis between the other
two axes. Angular motion of a segment can be decomposed into two component rota-
tions: the rotation of the longitudinal axis (transverse rotation) and the rotation of the
segment about the longitudinal axis (longitudinal rotation). The transverse rotation
comes from the rotations about the mediolateral (X) and anteroposterior (Y) axes.
Placing the longitudinal axis between the other two axes (YZX and XZY) makes the two
rotation planes not perpendicular and, thus, can exaggerate the rotations substantially.

Between the mediolateral and anteroposterior axes, placing the mediolateral axis first
is more intuitive and meaningful. This is because the sagittal plane is the symmetry
plane of the central segments and sagittal plane motions are the main joint motions
in the limbs. The hinge axes are generally aligned with the mediolateral axes of the
segments. This excludes the YXZ and ZYX sequences as well.

There are only two remaining sequences out of the six possible sequences: XYZ and
ZXY. If the longitudinal rotation of the segment is the centrefold of the analysis,
placing the Z axis after the X and Y axes (XYZ) is more intuitive and meaningful.
This is because the focus of the analysis is the longitudinal orientation with a given
transverse orientation. If the focus of the study is the transverse orientation with a
given longitudinal orientation, the ZXY sequence is more meaningful. The central
segments such as the trunk (thorax, abdomen, and pelvis) and the head are the
potential clients for the ZXY sequence, but the nature of the investigation must be
considered carefully in the selection process.

The orientation angle approach is not applicable to the net motion of a segment from one
time point to another although it is still possible to compute the relative orientation matrix of
the segment of one time point to the previous and, subsequently, the relative orientation angles:

T1+1/i = T[+1 ’Tit = (¢i+l/i’01+l/i’l//i+l/i)
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where T, is the orientation matrix of the segment at time point i, Ty, is the relative
orientation matrix of time point i + 1 to time point i, and @ ;11,0 i1 W1y are the relative
orientation angles computed from T}, ;. The relative orientation angles of one time point
to another must not be added to the previous orientation angles of the segment to update
the orientation:

¢i+1 ¢,~ ¢i+l/i
6, |#|6 |+ 06

i+l i+1/i

I/Iiﬂ Wi ll/i+1/ i

where ¢ ,,0;,y; are the orientation angles of the segment at time point i. The rotation of the
segment must be analyzed with the time history of the orientation angles (¢,0 ;, ), not by
the relative orientation angles between time points (¢ iy1;,0 i1 Wir1/)-

Angular velocity

The relative angular velocity of a rigid segment to its proximal counterpart is the vector sum
of the angular velocities of the three successive rotations (Figure 12.2) (Kane and Scher,
1970; Ramey and Yang, 1981):

@y, =i, +6j+yk" = di'+ 0"+ yrk, (28)

where [¢, Q,W] are the first time-derivatives of the orientation angles. The relative angular
velocity must be described either in frame A or B:

o] [1 0 0o Jfo] [1 o 0 Tc® 0 s670
®,, Y =0[+0 c(@) -s(9)|[6]+|0 @) —sp)|| 0 1 0 ||0
0] [0 s(¢) c(@) ||O] |0 s(@) (@) ||[-s(6) 0 c(0)] v

10 s ¢
=10 c(@) -s(¢)c(6)] 6
10 s(@) c(o)c(O) ||y

Cc(y) sty) O[c6) 0 —s0)][ o] [clw) stw) 007 [0

@y, " =|=s(y) cy) O 0 1 0 [[O]+|-s(y) c(y) 06|+ 0
| O 0 1][s(@ 0 <O |0 0 0 1{0 W
dO)cy) sy) 0] [ cOcw)d+sw)i (29
= =cOsy) cw) 0| 6 |=|-cO)s)d+cw)i
s(0) 0 1|y s(0)p+yr

Equation 29 shows that the transverse angular velocity is not affected by , but
¢ contributes to the longitudinal angular velocity. This is because the first and third
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rotation planes are not perpendicular to each other. The angular velocity of segment B is
the sum of its relative angular velocity to segment A and the angular velocity of segment A:

(4) t (B)

— (G) t _ (G)
0, =0, +TA/G 'mB/A =0, +TB/G 'mB/A

where @, and @ are the angular velocities of segments A and B, respectively.
An alternative method of computation of the angular velocity can be derived from the
linear velocity of a point on a rotating body:

V= é =WXr
de
o '(TL/Gr 'rm) = i(TL/G[ 'r(L)) (30)

dt

where ® is a 3 x 3 angular velocity matrix for the cross product operation:

0= o 0 -o.

Since the local position (r) of the point is constant, Equation 30 gives:

@7 = %(TL/Gt ) : TL/G

Thus, angular velocity can be computed directly from the orientation matrix of the segment.

Rigid body method

Motion of a segment can also be described by the collective motions of the markers (=3)
attached to the segment. The rigid body method is useful where the relative positions of the
markers with respect to each other must be known. Common applications of the rigid
body method include generation of the coordinates of hidden markers, computation of
the joint centre locations in the motion trials based on a static trial, and computation of the
instantaneous axis of rotation.

Motion of a rigid body from one time point to another

The motion of a marker attached to a rigid segment from one time point to the next can be
expressed in terms of a rotation about a helical (or screw) axis and a translation along the
axis (Figure 12.3) (Challis, 1995; Spoor and Veldpaus, 1980; Woltring et al., 1985):

T, r :R1+1/i~(r —ro)+L (31)

i+l,j Yo i\j
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Figure 12.3 Rigid body motion about and along a screw axis.

where 1, is the global position of marker j at time point i, r, is the position of a point on the
axis of rotation, R,y is the rotation matrix from time point i to i + 1, and L is the translation
vector. Averaging Equation 31 for all markers gives:

r

t,-r,=R_, (f-r)+L (32)

where T, and T, are the positions of the centroid of the markers (C in Figure 12.3) measured
at time points i and i+ 1, respectively:

N
I
Z |~

Subtracting Equation 32 from 31 yields:

X = Ri+1/i ‘X (33)
where:
X . =Tt .—T
ij ij i

x;; is the relative position of marker j to the centroid.
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Complex motions of markers attached to a rigid segment from one time point to another
can be decomposed into the translation of the centroid (C in Figure 12.3) and the rotation
of the marker about the centroid:

=T+(5, -F)+ Ry

L, i+l

i+1,j

X, (34)

If rotation matrix Ry, is known, Equation 34 can be used to compute the position of a point
observed at time point i but hidden at time point i + 1. Equation 34 is also applicable to the
static-dynamic trial setting where time point i represents the static trial and time point
i+ 1 represents a given time point in the motion trial (Schmidt et al., 1999).

Computation of the rotation matrix

The rotation matrix from one time point to another can be derived from Equation 33
through a simple least square procedure (Challis, 1995):

¢ ¢ i
;z(xm,]‘ -R. 'xi,j) (xi+1,j -R. 'xi,j) = min (35)
=1
where n is the marker count. Equation 35 essentially reduces to:

1 N
NZ(XHIJ[ 'R1+1/i ) xi,j) = max

j=1
or:
Tr(RiH/f -C) => max (36)

where:

1 N
_ . t
C——N El S
=

Tr( ) is the trace function. Singular value decomposition (SVD) of the correlation matrix
C yields

C=U.W.V! (37)

where U and V are 3 x 3 orthogonal matrices, and W is a 3 x 3 diagonal matrix containing
the singular values of C. The diagonal elements of W are either positive or zero.
Equations 36-37 give:

Tr(C'.W) = max (38)
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where:

C'=V' R, - U=I (39)

C' is orthogonal since all three matrices involved are orthogonal (Equation 39).
Moreover, C' must have the largest positive diagonal elements to suffice Equation 38. This
forces C' to be an identity matrix. Equation 39 further yields

R.,=U-V' (40)

i+1/i

To obtain an accurate estimation of the rotation matrix, it is important to distribute the
markers throughout the segment with no apparent symmetry in shape. With existence of
symmetry, Equation 40 may not provide an accurate rotation matrix and reflection may
occur instead of rotation. In the case of reflection, the determinant of Ry, is equal to —1.

Helical axis

As shown in Figure 12.3, motion of a segment from one time point to another can be
expressed in terms of a single rotation about, and a translation along, the helical axis.
To describe the complete screw motion of the segment, the unit vector of the rotation axis,
rotation angle, and the location of the axis must be computed. A rotation about an arbitrary
axis gives a 3 x 3 rotation matrix of the following form (Cheng et al., 2000; Spoor and
Veldpaus, 1980):

R((p,n)z(l—cos(p)n‘nt + cos @l +sin P

(41)
where n is the unit vector of the rotation axis, ¢ is the rotation angle (0<¢<r), and
0 -n n
i=|n 0 -n (42)
-n, n, 0
The following additional properties of R can be derived from Equation 41-42:
R’ =(1-cos¢)n-n" +cos gl —sin pn (43)
R-R’ =2sinpn (44)
%(R+Rt)—cos(plz(1—cos(p)n-nt (45)
I-R= (1—cos(p)(1— n-nt)—sin(pflz (1-cos@)f' -fi—sinpn (46)
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If R is known (Equation 40), from Equations 41 and 44, the rotation angle can be computed:

TT(R)—I
2

cosQ =

) 1
Sm(P=E\/(T12 T )2 +(Tz3 _Tsz)z +(Tn _’”13)2

where r;; — 33 are elements of the rotation matrix.

All columns of the right-side matrix of Equation 45 are multiples of n, so the unit vector
of the rotation axis can be obtained from any column of the left matrix, but preferably from
the one with the largest magnitude. In addition, Equation 32 gives:

(I—R)-rg+Ln=fi+l -R-T

’ (47)
where L is the translation along the helical axis. Multiplying n* to both sides gives:
L=n"(7,-R'T)
Rearranging of the terms in Equation 47 gives:
(I-R)r,=(%,-R-T)-Ln (48)

If we assume r, to be perpendicular to n for a unique solution, Equation 48 reduces to

1—cos@)l—sinen |-t =(T,,—R-T)-Ln
0 i+]

o

which provides a unique solution for r,. The helical axis method is used to find the
instantaneous joint axis of rotation.

Joint centre and axis

A joint is where two adjacent segments are linked to each other. Mislocation of the joint
centre directly impacts kinematic and kinetic parameters significantly such as joint angles
and resultant joint moments (Stagni et al., 2000). In addition, misalignment of the medio-
lateral and anteroposterior axes of the limb segments can substantially distort kinematic
parameters such as knee valgus angle (Schache et al., 2005).

Centre of rotation: ball-and-socket joint

Determining the hip joint centre is an essential but error-prone process. Although estimation
methods have been the main stream (Andriacchi et al., 1980; Davis III et al., 1991; Seidel
et al., 1995; Tylkowski et al., 1982), the estimated location can vary significantly from its
true location, and from one method to another (Bell et al., 1990; Kitkwood et al., 1999).
An alternative to the estimation methods is the functional method, a set of numerical
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procedures based on marker coordinates (Bell et al., 1990; Gamage and Lasenby, 2002;
Halvorsen et al., 1999; Leardini et al., 1999).

Figure 12.4a shows a set of markers placed on the thigh. The hip joint serves as the
common centre of rotation for the markers and the distance from the joint centre to a given
marker remains constant throughout the course of motion. Application of this assumption
to the hip and thigh markers gives:

f.(rC,Rl,“.Rn): (rc—rv.)t(rc—rv.)—R:O (49)

u

where i is the time point, j is the marker, r is the pelvis-frame position of the hip joint
centre, R; is the constant distance from the joint centre to a marker, n is the total marker
count, and r; is the pelvis-frame position of each marker at each time point. The partial
derivatives of f; (Equation 49) are:

afij afij Eb[ij _i _ _ —
{E EN az_c}_d_[xc Xj Ye 7Y e z[j] (50)

L

(a) (b)

Figure 12.4 Joint centre and axis of rotation: the relative motions of the thigh markers to the hip joint
centre (a); and motion of a shank marker about the knee axis (b).
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(Gander et al., 1994). Equations 49-50 provide a nonlinear system of equations:

X=[xcyerze Ry R, | (52)

F(X)=[ f ]f (53)
[ XCCZIXH yc(ilyn ZCd_HZIl 1.0 - 0 |

J(X)= "Cd‘u"” yc;ﬁy” N duz” 0 - -1 -0 (54)
e e L

where m is the total time point count (video frames). Newton’s method can be used to
obtain a set of converged hip joint coordinates and joint-marker distances. An initial
approximation must be provided, for example:

Other functional method algorithms are also available (Gamage and Lasenby, 2002;
Halvorsen et al., 1999; Piazza et al., 2004).

Note that this method is not suitable for the shoulder joint since it is difficult to isolate
the relative motion of the upper arm to the scapula. The rigid body method with a set of

upper arm markers and the shoulder joint centre location obtained in a static trial is more
practical (Schmidt et al., 1999).
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Axis of rotation: hinge joint

Shank markers rotating about the knee axis form circles perpendicular to the knee axis
(Figure 12.4b). Thus, the displacement from one time point to another is perpendicular to
the rotation axis (Halvorsen et al., 1999):

(., -t,) -n=0 (55)

where r;; and r;,;; are the thigh-frame position of marker j at time points i and i+,
respectively, and n is the unit vector of the axis. Application of the least square method to
Equation 55 yields:

E=n"-C'n = min (56)

where:

s [
C: m (ri+1,j - ri,j).(rﬁl,j _ri,/)

=1 i=1l

m is the time interval count, and n is the maker count. Multiplication of n to Equation 56
and rearrangement of the terms gives:

(C-EI)'n=0 (57)

where E is essentially the smallest Eigen value of matrix C with n being the corresponding
eigenvector.

This method differs from the helical axis approach in that the knee has a common axis
of rotation throughout the entire motion. Unit vector n obtained in Equation 57 can be
used to re-orientate the mediolateral (X) axis of the thigh reference frame. This allows
investigators to use a functional reference frame instead of the conventional anatomical
frame. Failure to correct the mediolateral and anteroposterior axes may cause devastating
results such as amplified variability in the thigh rotation and knee valgus angle and exagger-
ation of the knee valgus angle (Schache et al., 2005). With the anatomical frame, the valgus
angle can increase as a function of knee flexion angle, resulting in large non-anatomically
possible values. The method outlined in this section is not suitable for the elbow joint since
the forearm motion is a combination of both flexion/extension and pronation/supination.

The location of the axis can also be found. The vector drawn from a point on the
rotation axis to the mid-point of the two consecutive marker positions suffices

t ri+1,j+ri,j _O
(f, =) |75 |= (58)

where r, is the thigh-frame coordinates of point O (Figure 12.4b) on the axis.
Rearrangement and expansion of Equation 58 for all markers and intervals yields:

Ar,=B
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-1

r,=(A"A) -(A"B)

where:
A= X X5 Vi T R TRy

)f . L, +T,

B=|- (r‘ I >

i+1,j - ij

Digital filtering and differentiation

The raw position and orientation data calculated from the marker coordinates inevitably
contain random experimental errors. Failure to treat random errors properly results in ampli-
fied and noisy velocity and acceleration data. The Butterworth low-pass filter is one of the
most commonly used digital filters; a second-order filter gives the following filter function:

’_ ’ ,
X/ =apx; +ax,, tax, —bx/, —bx/, (59)

where x; is the raw data at time point i, X/ is the corresponding filtered data, and

i

[ao,al,az,bl,bz] are the filter coefficients which suffice:
a,+a,+a,—b -b, =1

An even-order Butterworth low-pass filter can be broken down to a cascade of second-order
filters. For example, passing the data through a fourth-order Butterworth low-pass filter is
equivalent to passing through two second-order filters consecutively. The filter coefficients
of the k-th second-order filter are functions of the cutoff-to-sampling frequency ratio and

the filter order (Oppenheim and Schafer, 1989):

Q 2

Ao = Ay :?
ay =2ay

2(Q7-1)
bkl C

1—2cos( — ﬂ)-QC+QZ

n

bkz =

175



YOUNG-HOO KWON

where:

Q = tan(nf{—cJ (60)

s

n

C=1+2cos(2§ n)-QC +Q

n is the order of the filter (n = 2,4 ... ), f, and {, are the sampling and cutoff frequencies,
respectively, and k = 1,...,n — 1. As the order increases, the transition from the pass band to
the stop band becomes steeper, more closely approximating the ideal filter.

There are two issues to consider in using a Butterworth filter. Firstly, without knowing
x[1] and x2], it is impossible to use Equation 59, because the prior filtered data are
unknown. This problem is usually solved by providing an initial guess for the unknown
values:

x[1] = x[1]
x’[2] = x[2]

Due to the recursive nature (IIR filter) of the Butterworth filter, this initial guess affects all
subsequent data. The effects, however, diminish rapidly as i in Equation 59 increases. The
strategy often used is to pad sufficient additional data to each end of the data set and make
the initial guess in the padded section so that the effects on the actual data become
negligible (Giakas et al., 1998; Smith, 1989).

Secondly, a Butterworth filter introduces phase delay to the data. One popular method to
treat this problem is to pass the data twice, forward first and then backward, through each
second-order filter (Winter, 1990). Using a second-order filter twice essentially gives a
fourth-order filter (zero phase-lag filter) but its frequency response curve is slightly different
from a normal fourth-order filter. With the double pass strategy, Q. in Equation 60 must be
corrected to:

Q = ! tan nL
° 0.802 1,

Numerical differentiation of any kinematic data can be performed by using the average
difference method (Winter, 1990):

%=xi+l_x

dt 2-At

i1

2
d*x  x,, —2x,+x

e At

where At is the time interval between two consecutive time points.

176



MEASUREMENT FOR DERIVING KINEMATIC PARAMETERS: NUMERICAL METHODS

Conclusion

This chapter focused primarily on the numerical methods and procedures for deriving
kinematic parameters in motion analysis. Segments and joints are the focal points in
kinematics of human motion since rigid segments are linked at the joints forming a linked
segment system. The types of motions allowed at a joint are determined by the joint type.
For this reason, the segment motions must be assessed in reference to the joint type and such
properties as the joint centre and axis. Kinematic parameters can be derived based on the
segmental reference frame properties or the collective motions of the markers placed on
the segments.

Appendix: The DSM

Partial differentiation of Equation 3 with respect to the attitude angles yields:

oy, o, o,
aa;p ;9 gtv/ 0 —=sOcly) 1,
a_1z a_lez a_ll =(—-t; s(@)cO)cly) ¢,
o v t, —c(@)c@)c(y) ¢t
O Oy Oy
ERraaa
R
§¢ aat@ gt‘V 0 sOsy) -t
azz a_zez 822 =|=t;; —=s()c@)s(y) -t
P v t, c(@cOsw) -—t,
Oy Oy Oy
dp 00 Oy
(o, oy 0ty
0P 00 Jy 0 «(6) 0
% % ? =|-ty; s(@)s(6) O
9 Vi, —c(9)s(6) 0
Oy Iy Oy
09 00 Oy |
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The partial derivatives of functions f; and g with respect to the camera and optical error

parameters can be obtained from Equations 3-13:

where:

I _ TzzK1+Ti4Kz+TxéK3
J.] | 2K, +47°K, + 61K,
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and:
W] [y ey, Y,
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U %y e Py oy ) Py
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Introduction

Alpine skiing, ski jumping and cross country skiing are outdoor sports typically
performed on natural or artificial snow. The literature review shows that in all three dis-
ciplines many studies on biomechanical issues have been performed and published.
However, due to the challenge of data collection in the field and the time-consuming
data processing, several biomechanically based aspects have not yet been answered.
Additionally, biomechanical field studies in Alpine and Nordic skiing have to withstand
the large spatial range, exposed field conditions, low temperature, existence of appropri-
ate measuring equipment (lightweight, mobile, temperature and moisture resistant), etc.
Several research groups have developed specific and appropriate measuring devices as
well as sophisticated methods for data analysis. Further developments and improvements
are necessary to answer the research questions in Alpine and Nordic Skiing that are yet
to be addressed.

The following sections give a short overview on the methods used in the published stud-
ies, present applications of these methods and provide perspectives and suggestions for
further developments.

Alpine skiing

The literature that addresses the biomechanics of alpine skiing can be divided into three
phases. Papers of the first phase primarily concentrate on the physical aspects of the gliding
movements on snow and the forces involved in skiing. The monographs of Brandenberger
(1974), Howe (1983) and Lind and Sanders (1997) are especially significant. The second
phase has been characterized by specific measurements of alpine skiing movements using
biomechanical methods. The first study of alpine skiing techniques under field conditions
was that of Méser (1957). Since the 1970s, several quantitative results of alpine skiing tech-
niques have been reported by Fukuoka (1971), Nigg et al. (1977), Miiller (1994), Raschner
et al. (2001) and Miiller and Schwameder (2003).
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Key variables of alpine skiing techniques have been detected in the third phase that
started in the beginning of the 1980s. Nachbauer and Kaps analyzed aerodynamic aspects of
the standing position of the skier during ski races (1991). Especially significant are also stud-
ies which deal with the relationship between ski geometry and run line (Casolo et al. 1997,
Maéssner et al. 1997, Niessen and Miiller 1999). Miiller et al. (1998) analyzed kinematic key
variables of different ski turn techniques of experienced and inexperienced skiers.

The main reason why only very few biomechanical analyses of alpine skiing have
been published so far lies in the already mentioned difficulties experienced undertaking
biomechanical investigations in the alpine environment. These movements are three-
dimensional (3D) in nature and take place over fairly large areas. To develop a fundamen-
tal understanding of alpine skiing techniques complex study designs using kinematic,
kinetic and electromyographic methods are desirable. So far only very few such complex
studies are available (Miiller et al. 2005).

Biomechanics methodology and applications in Alpine skiing
Kinematics

In recent years some 3D studies have been published by the working group from the University
of Salzburg, Austria (Raschner et al. 1997, Miiller et al. 1998, Miiller et al. 2005, Schiefermiiller
et al. 2005, Klous 2007). In all of these studies very similar methods were used to get as accu-
rate 3D data as possible. Depending on the main research questions specific skiing slopes were
prepared. Close to the run up to five camera platforms were mounted. The prepared run was
marked out with 30-50 rigid calibration poles, situated about 1.5 m apart. The poles were pro-
truded at different heights from the run. The point digitized on each pole for calibration pur-
poses was a dark green tennis ball at the top of the pole. In addition a calibration frame was
placed approximately in the centre of the calibrated area. The 3D coordinates of each of the
calibration spheres on the top of the calibration poles and the coordinates of the calibration
points on the calibration frame were obtained using a theodolite and standard surveying meth-
ods. The calibration frame was used to aid accurate computation of the internal camera orien-
tation and DLT parameters. These parameters were then used to perform 3D object space
coordinate reconstructions from the various sets of image space coordinates (Drenk, 1994).
The pan and tilt angles were calculated from the digitized image space coordinates of at least
three calibration spheres for each camera. The skier wore a tightly-fitting black and white ski
suit that had been specially adapted with black and white markers which helped to aid the
identification of the axes of rotation of the joints studied. The skier’s movements were then
recorded by up to five synchronized video cameras. While the skier was performing the run the
camera operators panned and tilted the cameras to ensure the best possible positioning of the
skier in the centre of the image (Figure 13.1). The interaction angle between the optical axes
of the two cameras varied from about 90° to 130° during each turn.

Digitizing of the up to five synchronized video sequences was performed, using either the
peak performance (PP) or the SIMI system. The 3D object space coordinates of the 20 (or 27)
points, defining a 14 (or 21)-segment performer model, plus the tip and rear of each ski and
the end of each pole, were reconstructed from the various sets of image coordinates using the
algorithm of Drenk (1994). Using this method very high inter-operator reliability of equal or
better than 0.9 for the variables analyzed could be achieved. Klous et al. (2006) analyzed the
distance of measured and calculated values like the length of the shank of the skier and found
that the error margins are in the range of I-2 cm on a measurement range of 15 m.
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Figure 13.1 Skier on the prepared ski slope with calibration poles.

Dynamics

The determination of ground reaction forces in alpine skiing is extremely important, to be able
to understand the movement techniques but it is also a very challenging task. Within the last
25 years various ground reaction measurement systems have been developed. In the 1980s
Miiller (1994) used a system which was able to measure normal load on the skis by means of
eight strain-gauge sensors. The sensors could be attached between the ski and the boot in a
manner that would not impede the skier’s movements. Four sensors were fixed on each ski in
such a way that the forces normal to the ski could be measured independently at the heel, at
the ball of the foot, and both at the inner and outer sides of the foot. The sensors were
calibrated within a range of 0 to 1200 N. The strain-gauges were temperature-compensated.
The quality of measuring ground reaction forces in alpine skiing was further developed in the
1990s. Synchronous measurement of ground reaction forces and pressure distributions on the
plantar surface was achieved by implementing bilateral insoles from Novel, Munich, each with
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99 capacitive sensors. These insoles were specially adapted and were inserted into the skier’s ski
boots. The recording frequency was 50 Hz. The data were stored during the test runs in the
Pedar mobile system on an exchangeable memory card, worn in a specially adapted belt around
the skier’s waist. Measurement errors occurred during the experiments as a result of forces which
are deflected over the leg of the ski boot and are, therefore, not registered (Raschner et al., 1997;
Miiller and Schwameder, 2003). Additional disadvantages of this system are, however, that
forces are only measured in one direction and the often limited sampling rate.

It turned out that for a 3D performance analysis in alpine skiing, knowledge of force time
and torque time courses in each spatial direction is necessary. Therefore, the research group
at the University of Salzburg developed and validated, together with the Swiss company
Kistler Instruments, a new system (Stricker et al., 2007). The measurement system consists
of four, six-component dynamometers that are capable of measuring forces and calculating
torques in all three spatial directions (Figure 13.2). Each dynamometer weighs 0.9 kg and
has a height of 36 mm. It comprises a top and bottom plate, which are connected via three
3D force sensors consisting of piezoelectric elements. The amplifiers, their power supply and
the data loggers are located in a separate supply box, which is carried in a backpack by the
skier. One dynamometer is mounted under the toe and one under the heel part of the
binding on both skis. The system was validated under laboratory and field conditions.
An accuracy of +/-3 per cent was determined for measuring the forces. The torques can be
determined with an accuracy of +/-8 per cent.

Perspectives in Alpine skiing biomechanics methodology research
In future Alpine skiing biomechanics should focus on the following developments and

improvements with respect to basic and applied methods:

development of automatic tracking 3D kinematic systems;
improvement of portable force measurement systems;

Figure 13.2 Six-component ground reaction force measurement system.
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developments and improvements of methods to assess the effect of equipment modi-
fications on performance and safety; and
improvement of methods to determine joint loading.

Ski jumping

Ski jumping is primarily a competitive sport and requires a sophisticated infrastructure.
The main competitive season is the winter world cup from November to March; however,
competitions are also performed in summer (Summer Grand Prix). Due to the competitive
nature of ski jumping, it can be assumed that only a limited number of the biomechanical
studies which are conducted are in fact published. The ski jumping movement sequence
can be divided into the following six phases: in-run; take-off; early flight; stable flight;
landing preparation and landing phase. Each has a specific function which contributes to
enhancing performance by maximizing both the length and the technical quality of
the jump.

Biomechanical ski jumping studies cover both simulation jumps (lab tests) and hill
jumps (field studies). The large spatial dimension and the main request on non-reactive
methods create many challenges to biomechanical studies. The main issues covered in
biomechanical research papers are the aspects of performance enhancement (limiting
factors of the take-off, specific training and conditioning, aerodynamics), injury prevention
and safety.

Biomechanics methodology in ski jumping
Kinematics

Despite the methodological challenges, kinematics has been the most frequently used
method in published ski jumping studies (Schwameder et al., 2005). Kinematic methods
have been developed for both simulated (dry land) jumps and hill jumps. Since kinematics
is a non-reactive method, it can be used both during training and competition.

The methodological approaches are manifold and diverse. In simulated jumps, standard
two-dimensional (2D) kinematics with fixed cameras is used to analyze the take-off
movement in the sagittal plane. Usually these studies combine kinematics with methods
measuring ground reaction forces andfor muscle activity (Schwameder et al., 1997;
Virmavirta and Komi, 2001).

Hill jump methods must be approached more carefully due to the large space covered.
Even the restriction to the take-off needs a spatial view of at least 10 m, which hardly
can be covered by one single camera without sacrificing accuracy. In this situation a
standard PAL video format would lead to a spatial resolution of less than 13 mm. The
simplest approach to study sagittal plane motion in ski jumping over a large spatial range,
is recording with several synchronized cameras located perpendicular to the flight path.
At first the single recordings are analyzed independently and are then transferred into
the global coordinate system using specific mathematical solutions. This approach has
successfully been used for many years and proven reliable (Komi et al. 1974, Schmolzer
and Miiller 2005).

Advanced and more sophisticated approaches are the kinematic methods using panned,
tilted and zoomed cameras to determine 3D coordinates of body landmarks. The advantage of
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these methods is the combination of covering a large spatial range (up to 50 m) along with a
relatively high spatial resolution (4—10 mm/pixel) of 3D coordinates. The methodological chal-
lenge of this approach is the reconstruction of the body landmark coordinates by using panned,
tilted and zoomed cameras. This procedure must provide the panning and tilting angle and the
zoom factor of the camera for each recorded image. Two different methods have been presented
in the literature. The first approach refers to camera tripods equipped with electronic goniome-
ters for measuring the panning and tilting angle of the camera (Virmavirta et al., 2005). During
filming this data is stored on the two audio tracks of the video tape. The global coordinates of
selected body landmarks are then reconstructed based on this information. In using this
method, zooming of the camera is not permitted. The second approach is based on computer
software that relies on reference markers for calibration during data analysis (Schwameder and
Miiller, 1995; Schwameder et al., 2005). The coordinates of the reference markers are deter-
mined in the global coordinate system using a theodolite. Along with the referred body land-
marks, at least three calibration markers are digitized during the data analysis procedure. The
software calculates the panning and tilting angle as well as the zooming factor of each camera.
The software finally reconstructs the global coordinates of the body landmarks (Drenk, 1994).
Both methods require the data acquisition from at least two synchronized cameras; however,
they provide the calculation in three dimensions. In the research to date, the 3D kinematics
approaches that are described above have been used to calculate the position of joint centres
in space over time. This allows the calculation of specific body and segment angles, but misses
other aspects of kinematics, such as torsion of the segments. So far, these aspects have not been
tested and measured in research, which would provide the information needed to model the ski
jumper and his equipment for 3D inverse dynamics calculations.

Dynamics and aerodynamics

Methodology measuring the dynamics during ski jumping is widely used both in simulated
and hill jumps. Ground reaction force data during simulated jumps can easily be collected
using force plates in a laboratory. These methods are primarily used in performance diagnos-
tics to study basic and applied aspects of technique, power and conditioning.

The most frequently used method to measure ground reaction forces in hill jumps utilizes
force plates installed in the take-off table. This method, with its first attempts in the late
1970s, is still in use at several jumping hills in middle Europe. Some of these plates only meas-
ure resultant vertical forces, while others measure each of the tracks independently in two or
three directions (Virmavirta and Komi, 1993). This offers the possibility to determine the
magnitudes of the force components and the direction of the resultant force for the left and
right skis individually. This method provides researchers with the advantage of collecting
dynamic data without interfering with the jumper’s performance in any way, opening up the
possibility of data collection during competition. However, only the last part of the in-run and
the take-off (~12 m) can be measured. Studies using these systems have yet to be published.

Another option for measuring ground reaction forces during hill jumps is by imbedding
transducers between skis and boots (Tveit and Pedersen, 1981). Pressure insoles are a more
differentiating and precise system to measure force, force distribution and the force applica-
tion point over time. Systems with 85 (Pedar, Novel) and 16 sensors (Paromed) have
successfully been used in several studies (Schwameder and Miiller, 1995; Virmavirta and
Komi, 2000). With these mobile systems the entire sequence from in-run to landing can be
monitored; however, they cannot be used during competitions.

The aerodynamic forces acting on the ski jumper cannot be directly measured during hill
jumps. Wind tunnel measurements are used to study the effect of individual flight positions
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on aerodynamic forces. The measured aerodynamic and kinematic data serve as input for
appropriate computer simulations for optimizing the lift/drag ratio with the purpose of
increasing flight length (Hubbard et al., 1989; Schmélzer and Miiller, 2005). Wind tunnel
measurements are also used to investigate the effect of lift and drag on the in-run position
and the take-off movement (Virmavirta et al., 2001).

Electromyography

Electromyography is not used very intensively in ski jumping biomechanics research.
With hill jumps, subjects are required to carry the storage device during the entire event.
This may present difficulties during the in-run and flight phases, restricting the acquisition
of data to training jumps. Hence, muscle activation patterns are studied more thoroughly
during simulated jumps in the laboratory. The contribution of electromyography (EMG),
however, is limited to basic descriptions of muscle activity and coordination patterns during
the entire jump sequence and to comparisons between hill and simulated jumps (Virmavirta
and Komi, 2001).

Additional methods

Other available methods only play a minor role in ski jumping biomechanics research. Inverse
dynamics approaches, based on kinematic and anthropometric data, are used to study the pro-
portion of torque, power and energy produced by the structures around the hip and knee joints
during hill take-offs (Sasaki et al., 1997). Computer simulation is primarily used to study the
ballistic and body position variables on the flight path, as well as the lower extremity joint
torques needed to maintain the in-run position. Ski jumping related anthropometry, balance
ability, strength and power (Hahn et al., 2005) and variability are studied using specific methods.

Application of methodology in ski jumping biomechanics

One of the key issues in ski jumping biomechanics is the ability to produce a detailed bio-
mechanical description of motion regarding kinematics, dynamics and muscle activation
patterns. This is covered both in simulated and hill jumps using 2D and 3D kinematics (Arndt
et al., 1995; Schwameder and Miiller, 1995; Schwameder et al., 2005; Virmavirta et al., 2005),
measuring ground reaction forces (GRFs) with force platforms integrated into the take-off table
(Virmavirta and Komi, 1993), pressure distribution insoles (Schwameder and Miiller, 1995;
Virmavirta and Komi, 2000), and muscle activation pattern (Virmavirta and Komi, 2001).

Based on the biomechanical description, researchers consequently focus on the investi-
gation of performance-related factors in ski jumping (Arndt et al., 1995; Schwameder and
Miiller, 1995; Virmavirta et al., 2005; Schwameder et al., 2005).

Further biomechanical considerations are:

The effect of wind conditions on the take-off dynamics in simulated jumps
(Virmavirta et al., 2001).

The effect of the in-run position on take-off parameters (Schwameder et al., 1997).
The effect of hill size on plantar pressure patterns and muscle activity (Virmavirta
etal., 2001).

Comparison between hills and simulated jumps regarding plantar pressure and muscle
activity (Virmavirta and Komi, 2001).

Ski jumping specific performance diagnostics (e.g. Schwameder and Miiller, 1997;
Bruhn et al., 2002; Hahn et al., 2005).
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Perspectives in ski jumping biomechanics methodology research

Building upon the biomechanics research methods already presented and considering key
issues in the sport, it is suggested that the following methods should be improved or developed:

Development of automatic tracking (2D and 3D kinematics) — short-term feedback
device for coaches and athletes.

Development of portable GRF feedback systems for hill jumps.

Methods to assess the effect of equipment modifications on ski jump flight to improve
safety.

Feedback system on explosiveness and effectiveness of take-off.

Cross country skiing

Cross country skiing is one of the most demanding sports, demonstrating a large variety
and a multiplicity of determinants of performance. There are two basic skiing techniques,
the classical style and the skating style, including up to five sub-techniques, each applied
at different terrains during a race. The mechanics involved in the differing techniques of
cross country skiing locomotion include a complex interaction between the following
structures: Firstly, the kinetic relationships of both the upper and lower body driving the
motion, secondly, the characteristics of muscle activity generating propulsive forces, and
thirdly, the kinematic characteristics of the specific movement patterns. The understand-
ing of these interactions and the complex function mechanisms of the numerous cross
country skiing techniques requires the use of kinetic, EMG and kinematic movement
analysis. In addition to the diversity in skiing techniques, there is a large spectrum in
competition forms, with different race distances (1 k=50 k) and modes (e.g. single start,
mass start, and sprint). Another crucial factor exists in the equipment that is used. The
varying nature of cross country skiing constitutes a challenge for athletes, coaches and sci-
entists, and provides a wide scope for research. However, only 11 per cent of the 350
international research papers on cross country skiing focus on biomechanical aspects and
only 4 per cent follow a mixed physiological-biomechanical study design. The enormous
effort for biomechanical data collection and processing, as well as restrictions of the meas-
urement equipment, might count for fewer publications compared to the physiological
studies that are actually conducted.

Biomechanics methodology in cross country skiing
Kinematics

Kinematic analysis of how a cross country skier moves through space is of interest for compar-
ing individuals or techniques in relation to whole body characteristics (cycle velocity, cycle
rate, cycle length), or more detailed aspects, such as angle or centre of gravity parameters.
Kinematic analyses in cross country skiing were developed in the late 1970s, starting with 2D
single camera high speed film-analyses, investigating the relatively planar classical techniques
(Marino et al., 1980; Ekstrom, 1981; Komi et al., 1982; Gervais Wronko, 1988; Norman et dl.,
1989). Disadvantages of 2D video analyses in cross country skiing research are: (1) the restric-
tion to classic techniques (quasi 2D movements); (2) restricted measurement space with fixed
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camera setting; (3) increase of perspective error at larger camera distances towards the object;
and (4) decrease of digitizing accuracy at larger focal width but smaller object size on the screen.
Nevertheless, depending on the aim of a study and the choice of kinematic parameters, a 2D
video analysis can be well used when performing the investigation roller skiing on a treadmill
in the lab. Video analysis from the back or side view can sufficiently be used for determination
of cycle characteristics (poling phase, recovery phase, cycle time, poling frequency, cycle
length). Additionally, the usage of electro-goniometers easily allows for determination of single
joint movements and angular displacement (Holmberg et al., 2005; Stoggl et al., 2006a).

Three-dimensional analysis has been essential for the skating techniques introduced in
the 1980s. The corresponding research method is much more sophisticated and requires a
multiple-camera setup even for ‘unreal’ (without analyzing segmental torsion, etc.) 3D
analyses (Smith et al., 1989; Leppévuori et al., 1993; Gregory et al., 1994; Smith and Heagy,
1994; Bilodeau et al., 1996; Lindinger, 2006). For expanding the measurement space, with-
out reducing the spatial resolution of the image, systems with tilting and zooming cameras
have been successfully introduced in cross country skiing research (Lindinger, 2006). The
use of at least two cameras under often difficult environmental conditions, 3D calibration
of the measuring space and the time-consuming digitizing of two or more camera views dra-
matically increases time and effort for such field analyses and prevents a quicker processing
of data and a direct transfer of results to practice.

Modern and highly accurate motion capture systems, working with passive markers and
infrared cameras for automatic marker recognition, have been developed primarily for
lab applications (e.g. Vicon, UK; Qualisys, Sweden). These systems enable a quick and
direct recording of 3D coordinates with high temporal resolution; however, they are not yet
reliably usable under field conditions in winter due to different hardware and technology
problems (temperature resistance, etc.). With advancing developments in equipment, it is
likely that the reduction, or even elimination, of these existing problems is possible. As a
result, data collection and processing could be accelerated in the area of cross country skiing
field analyses. This would consequently achieve a substantial progression in kinematic data
acquisition in the field. There will still remain, however, several restrictions by using these
systems, such as high financial costs, data collection during the night using artificial light,
inability of analyses during competition, night conditions.

Kinetics

The measurement of forces applied to skis and poles is an important element to understand
cross country skiing locomotion but, compared to kinematics, this aspect is reported in less
than half of cross country skiing publications.

Leg force systems
Several 2D force measurement systems (vertical and longitudinal leg forces) have been
introduced by Ekstrom (1981) in the early 1980s using a portable load-cell system mounted
on the skis. This was followed by several other portable 2D force-systems for skis or roller
skis, mostly based on strain gauge or beam load cell technology (Komi, 1987; Pierce et al.,
1987; Bellizzi et al., 1998). These systems allow force measurements during numerous con-
secutive strides. Unfortunately, they have not been further developed and adapted to
modern shoe and ski material.

Babiel et al. (1997) presents a portable 3D force measurement binding consisting of one
unit to measure vertical forces, and a second one for longitudinal and medio-lateral forces.
The description, however, lacks details regarding accuracy, weight, practical usability, etc.

190



METHODOLOGY IN ALPINE AND NORDIC SKIING BIOMECHANICS

Figure 13.3 Pedar insoles and data storage unit.

In some studies pressure distribution insole-systems (Pedar, Paromed) are used to analyze
forces, force distribution and force application points at the foot sole (Figure 13.3). The
main limitation of these systems is the restriction to only measure one direction (vertical).
The benefit of the system is its low weight and the fact that the subjects can use their own
ski and boot material (Lindinger, 2006).

Another approach for 2D force measurements has been described by Komi (1987). A
force plate array buried under the snow surface measures vertical and longitudinal pole and
leg forces in classical techniques. The main limitations of this system are calibration diffi-
culties for the horizontal force component and the short length of the force plates (6 m).

Leppivuori et al. (1993) introduces a 3D force measurement platform (2.2 m) composed
of 20 separated beams buried under the ski track. Vertical, cross and longitudinal horizontal
force components during skating can be measured with strain gauge bridges separately on
each beam at 90 Hz; however, the short length of the system does not allow measuring
several consecutive strides.

Pole force systems

Two different concepts are presented in the literature to measure pole forces. The first one is
based on strain gauges mounted on the shaft of the poles (bending moment compensated) to
measure axial compression. This system has the advantage of being lightweight. (Ekstrom, 1981;
Komi, 1987; Pierce et al., 1987; Bellizzi et al., 1998). The second concept is based on force trans-
ducers (piezoelectric or strain gauge load cells) mounted directly under the pole grip (Millet,
G.P et al., 1998; Millet, G.Y. et al., 1998; Holmberg et al., 2005; Lindinger, 2006; Stoggl et al.,
2006b). The difficulties of strain gauge systems lie in the calibration process and the measure-
ment of incorrect force data, both of which result from the inhomogeneous bending of the poles
during the poling phase. Lindinger (2006), Holmberg et al. (2005) and Stoggl et al. (2006b) use
a telescope pole force system based on strain gauge load cells mounted directly below the pole
grip and bed into an aluminium body for measuring axial pole forces (Fig. 13.4). The system
showed mean differences of 3.8 per cent over the entire pole ground contact and —8 per cent
(=20 N) regarding maximal forces compared to a commercial force plate (AMTI, USA).
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Figure 13.4 EMG, goniometers, pole force measurement device.

Electromyography (EMG)

Although knowledge on EMG activation patterns could enable a microscopic view on spe-
cific muscle activation modes (e.g. stretch-reflex behaviour during stretch-shortening
cycles — (SSC)), surface EMG is the most infrequently used method in biomechanical cross
country skiing research.

The lack of information concerning muscle activation patterns leaves a significant deficit
in the overall knowledge and understanding about cross country skiing techniques. Few
studies have discussed the occurrence of SSC, mainly focusing on specific muscle groups
during classical (Komi and Norman, 1987; Holmberg et al., 2005) or skating techniques.
Although the switch-on and switch-off patterns, including activation intensity of several
upper and lower body muscles, have been recently analyzed for the double poling technique
and a double poling imitation device (Figure 13.4), muscle interaction patterns (muscle
sequencing) during cross country skiing remain largely unexplored.

Application of methodology in cross country skiing biomechanics

In the internationally published biomechanical cross country skiing literature, biome-
chanical technique descriptions and functional analyses of both skating and classic
techniques have been reported to a similar extent. To date, more complex biomechanical
studies exist only for double poling (Holmberg et al., 2005; Stoggl et al., 2006a, b). The
introduction of the sprint discipline led to technique innovations such as a jumped V2-
skate named ‘double-push’, with two push-offs performed by each leg in one cycle
(Stoggl and Lindinger, 2006). Because complex kinematic-kinetic-electromyographic
study designs have rarely been implemented in cross country skiing science, there
are many shortcomings in sub areas of all techniques. An essential key issue is the
performance-related variables in cross country skiing. Numerous studies had a special
focus on relationships between biomechanical data and performance (lab, field, and
race). For example, Holmberg et al. (2005) suggested that the fastest athletes used a more
sprinter-like double poling strategy, characterized by higher peak pole forces, and higher
impulse of forces. This more explosive pattern led to shorter relative poling times and
longer relative recovery phases. Several studies have shown that cycle length is a critical
determinant of diagonal stride, skating and sprint performance (Smith et al., 1989;
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Bilodeau et al., 1996; Rundell and McCarthy, 1996; Stoggl et al., 2006a). The faster skiers
created longer cycle lengths compared with slower ones, whereas cycle rate
was similar.

Further biomechanical issues are:

development and investigations on efficiency of cross country skiing equipment;
joint loading and orthopaedic questions, with a special focus on sprint techniques; and
mechanical optimization and evaluation of specific imitation drills for training and
testing.

Perspectives in cross country skiing biomechanics methodology research

Based on the presented biomechanical research methods and applications, the following
methods should be improved and open questions answered:

Determination of performance-related variables and muscular demands in snow
conditions to get exactly defined technique models for technique training.
Optimization of both pole force and leg force measurement systems regarding
accuracy, weight and flexible application in elite cross country skiing. The ultimate
goal is a portable 3D force measurement system.

Development of kinematic based energy analyses (inverse dynamics) methods to
study biomechanical and physiological efficiency.

Comparison of cross country skiing and roller-skiing with respect to technique aspects.
Integrative approach to study the biomechanical-physiological interaction in cross
country skiing techniques (economy and efficiency).

Conclusion

In all three ski disciplines a fairly high standard regarding biomechanical methods, both in
laboratory and field study applications, has been reached. This is quite impressive consider-
ing the challenging conditions specifically in snow sport field studies. The perspectives in
each of the disciplines have been outlined before. Substantial improvements can be
expected based on the developments of sensor systems technology, specifically applicable in
field studies, as well as data storage and signal processing.
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Measurement and estimation of human
body segment parameters

Jennifer L. Durkin
University of Waterloo, Waterloo

Introduction

The accurate determination of human body segment parameters has been a long-standing
challenge in biomechanics. Body segment parameters are needed for inverse and forward
dynamic modelling of human motion, but are also used in the development of crash-test
dummies (Kim et al., 2003) and in specialized applications such as cockpit design (Hanavan,
1964). Several methods for measuring or estimating body segment parameters have been
developed; however, limitations in these procedures have led to continued efforts for
obtaining reliable measures (Cheng et al., 2000; Durkin et al., 2002; Martin et al., 1989).

Until the early 1970s, cadavers were most often used to obtain reasonable estimates of
body segment parameters. Volumes, masses, centre of mass (COM) locations, and moments
of inertia (MOI) were measured directly from the segmented limbs of specimens (Braune
and Fischer, 1889; Clauser et al., 1969; Dempster, 1955). Predictive equations were then
developed to allow the data to be applied to a living population.

More recently, researchers have measured body segment parameters directly from living
humans. Techniques such as water immersion (Drillis and Contini, 1966), stereopho-
togrammetry (Young et al., 1983), and quick release (Drillis and Contini, 1966) have been
used to estimate segment volumes, masses, COM locations and MOI. Further, an increased
availability of medical imaging technology has led to direct measurements of body segment
parameters being made on living human participants using computed tomography (CT)
(Pearsall et al., 1996), magnetic resonance imaging (MRI) (Martin et al., 1989), gamma-
mass scanning (Zatsiorsky and Seluyanov, 1983) and dual energy x-ray absorptiometry
(DEXA) (Durkin and Dowling, 2003). The medical imaging techniques available provide
the most accurate and reliable means of obtaining individual-specific body segment param-
eters to date.

Many of the measurement methods for body segment parameters discussed above have
involved the development of predictive equations so that estimates can be made on research
populations. Mathematical models have also been developed independent of these measure-
ment techniques for the same purpose (Hanavan, 1964; Hatze, 1980). All of the methods
discussed present challenges in determining accurate information about body segment
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parameters that can be obtained efficiently and cost-effectively. Research in this area
continues with some interesting directions that combine the use of medical imaging
technology and modelling techniques.

Methods of body segment parameter measurement

Cadavers

Harless (1860) and Braune and Fischer (1889) performed three of the earliest in-depth stud-
ies involving the measurement of body segment parameters. Segment volumes, masses and
COM locations were measured on two (Harless, 1860) and three (Braune and Fischer,
1889) male cadavers. Harless (1860) also measured limb MOI from these specimens and in
a following study defined segment volumes, absolute and relative lengths on five male and
three female cadavers (Drillis and Contini, 1966). Regression equations were then devel-
oped from these measurements for the prediction of body segment parameters (Drillis and
Contini, 1966).

Research increased in the 1950s when the US Air Force began investigating human seg-
mental and whole body inertial properties. In 1955, Dempster conducted one of the most
extensive cadaveric analyses of human body segment parameters to date (Drillis and
Contini, 1966). Dempster (1955) examined eight male cadavers who were deceased
war veterans. Segment masses were obtained through weighing and COM locations were
measured using a knife-edge balance technique. Segmental MOI were measured using a
pendulum method combined with parallel axis theorem. From the data, regression equations
were developed for the prediction of these body segment parameters.

In 1969, Clauser et al. measured segment volumes, masses and COM locations on 13 male
cadavers. Following this, Chandler et al. (1975) measured segment masses, COM locations
and MOI on six male cadavers. Both studies developed regression equations for the predic-
tion of these body segment parameters.

While cadavers provide a great opportunity to directly measure the body segment param-
eters of humans, difficulty in obtaining specimens of varying age and sex, as well as the cost
and intricacy of the methods, preclude the analysis of large numbers of participants. The age
and mass ranges of Dempster’s (1955) eight specimens were 52 to 83-years-old and 51.4 and
72.5 kg, respectively. Further, Clauser et al. (1969) examined 13, and Chandler et al. (1975)
dissected only six male specimens. These small sample sizes, most of which were elderly
Caucasian males, make extrapolation of the results to other populations difficult. Further,
the data from the various studies cannot be pooled as the segmentation methods varied
between most studies, sometimes drastically, limiting the ability to compare data and pre-
dictive equations.

Using cadavers to measure human body segment parameters offers additional limitations
such as fluid and tissue losses during segmentation and differences between the properties of
living and deceased tissue. Harless (1860) used decapitated specimens, likely causing large
losses of fluid and thus altering mass and COM measurements (Reid and Jensen, 1990).
Braune and Fischer (1889) froze their specimens to prevent fluid losses; however, the result-
ing changes in volume may have altered segment inertial properties (Reid and Jensen,
1990). Dempster (1955) reported average segment density values in his results, but there has
been some question with regards to the differences between cadaveric tissue properties and
those of living tissue (Pearsall and Reid, 1994). Further, the pendulum technique that
Dempster (1955) used to determine segmental MOI has been found to have a large amount
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of uncertainty when the objects are oscillated about an axis that is greater than the radius
of gyration of the segment (Dowling et al., 2006).

Living humans

Direct measurement techniques

The limitations of using cadavers for the measurement and prediction of body segment
parameters prompted researchers to measure body segment parameters directly from living
humans. Methods such as water immersion, reaction change, quick release, compound pen-
dulum and stereophotogrammetry were used to approximate human body segment parame-
ters in a non-invasive manner.

Drillis and Contini (1966) measured body segment parameters on 20 living males aged
20- to 40-years-old. Segment volume and density were measured using water immersion and
reaction change methods and segmental MOI were measured using a compound pendulum
method and quick release. Water immersion methods require the application of constant
density values to estimate segment masses and COM locations. These density terms are
obtained from cadaveric data and there has been some debate as to whether significant dif-
ferences exist from living tissue properties, particularly for trunk density values (Mungiole
and Martin, 1990). Further, the compound pendulum method assumes that the MOI about
the longitudinal axis is negligible compared to the transverse axis and the quick release
method assumes that muscle contraction is absent, that the point of release is clean and
noise-free, and that all joints are frictionless (Pearsall and Reid, 1994).

Plagenhoef (1983) conducted a study that compared the values from Dempster (1955) to
135 living participants (35 males, 100 females). Segment masses and COMs were calculated
using water immersion and plaster models of participants’ limbs were developed to measure
radii of gyration. Plagenhoef (1983) also used one male cadaver to determine the inertial
parameters of the trunk segment. By using a cadaver for trunk inertial calculations, it was
assumed that the properties of the tissue sampled approximated those of living tissue.

In 1983, Young et al. measured 46 living females for segment volumes, masses, COMs,
and MOI using anthropometric and stereophotometric methods. From photographs, surface
areas were reconstructed and anthropometric values were applied to arrive at these segment
parameters. This process required that constant density be assumed for each segment.

The number of studies conducted on living humans is large and the limitations of the
methods are well known. A detailed analysis of both cadaveric and living human studies,
along with the methods used for measurement of body segment parameters and the limita-
tions associated with each technique, is well documented by Pearsall and Reid (1994).

Medical imaging techniques
The limitations inherent in the cadaveric and direct measurement techniques mentioned
previously, along with increased availability of medical imaging technology, have led to a
greater use of these techniques for directly measuring body segment parameters on living
humans. Technologies such as gamma mass, CT, MRI and DEXA are all known to produce
accurate results and, with the exception of gamma-mass scanning, are widely available.
Zatsiorsky and Seluyanov (1983) used gamma-mass scanning to measure segment inertial
properties on 100 young Caucasian males. The technology is based on the attenuation of an
incident gamma-radiation beam as it passes through a sample of tissue. The attenuation of
the beam provides information regarding the surface density of the mass in its path. Knowing
the location of the mass element and the calculated surface density, mass distribution
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information can be obtained. Zatsiorsky and Seluyanov (1983) reported segment masses,
COM locations and MOI about 3 axes for 16 body segments. Validation of COM and MOI
calculations were possible in the frontal plane only as the other two axes were estimated
from surface density calculations using a constant density parallelepiped model for each
scanned element. In 1990, Zatsiorsky et al. used the gamma-scanner technique to develop
geometrical models and regression equations from 100 male and 15 female participants.
Evaluation of the two prediction methods revealed that error from the geometric models
was 1.5 times larger than those from the regression equations.

Erdmann (1997), Huang (1983) and Pearsall et al. (1996) used CT to measure body seg-
ment parameters directly on humans. Axial scanning of biological tissue produces CT data
proportional to tissue density on a pixel-by-pixel basis. These tissue densities can then be
applied to the digitized pixel volumes to determine segment mass distribution information.
Huang (1983) used CT imaging to measure the body segment parameters 