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Preface

The recent proliferation of dictionaries and encyclopaedias of philosophy has re-
sulted in no shortage of companionship for the philosophical tourist whose desire is
merely for a short excursion. Qur Companion is intended as a guide for a more
determined and ambitious explorer. Thus this is no alphabetized compendium of
brief statements of the principal theoretical positions, concepts and protagonists in
recent and contemporary philosophy of language, but comprises, rather, twenty-
five extended essays on a nucleus of the most central issues in the field, each of
which has seen and continues to see important work.

All of our contributors are active in research on their selected topics. Each was
invited to contribute an essay somewhat along the lines of the State of the Art series
which Mind initiated in the mid-1980s: a survey and analysis of recent trends in
work on the topic in question, offering a bibliography of the more important litera-
ture and incorporating a substantial research component. Accordingly these are
essays for a philosophically experienced — advanced undergraduate, graduate or
professional — readership. Each essay is, however, written so as to presuppose a
minimum of prior knowledge of its specific subject matter, and so offers both a self-
contained overview of the relevant issues and of the shape of recent discussion of
them and, for readers who want it, an up-to-date preparation for extended study of
the topic concerned. There are, naturally, numerous points of connection among
the essays, some of which will be obvious enough from their titles or from a quick
glance at their opening sections; others have been indicated by explicit cross-
referencing. We have attempted, in the Glossary, to provide concise explanations of
all of the more important technical or semi-technical terms actually employed in
the various essays, and of a good number of other terms of art which, though not
actually used by any of our contributors, figure centrally in other published work
on the issues. The result, as we hope, is an anthology which will both stimulate
research in the philosophy of language and provide an up-to-date textbook for its
advanced teaching for many years to come.

Few would now subscribe to the idea which prevailed for a while in some Anglo-
American philosophical circles during the 1970s, that the philosophy of language
is First Philosophy, and that great issues in, for instance, metaphysics, epistemol-
ogy and the philosophy of mind, are to be resolved by, in effect, recasting them as
matters for treatment within the theory of meaning. But there is no doubt that
philosophy of language continues to occupy a position of central importance in
contemporary philosophy, nor that some of the best and most influential philosoph-
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PREFACE

ical writing of the latter half of this century, by some of the foremost philosophical
thinkers of our time, has been accomplished in this area. The threefold division into
which we have organized the chapters closely reflects the landscaping which these
leading authors have given to the subject. Part I, on Meaning and Theories of Mean-
ing, comprises essays which are all concerned, in one way or another, with issues
connected to the nature of language mastery that have loomed large in the writings
of Davidson, Dummett and Grice. Part II, on Language, Truth and Reality, pivots
around more metaphysical issues to do with meaning: with the ongoing debate
about meaning-scepticism that has drawn on the writings of Kripke, Putnam,
Quine and Wittgenstein, and with the connections between issues to do with mean-
ing and the various debates about realism, whose excavation has been led by
Dummett. Finally, Part III, on Reference, Identity and Necessity, focuses on issues
which take centre stage in — or at least, loom large in the stage-setting for — Kripke's
Naming and Necessity. Together the three parts cover almost every topic that any-
one familiar with contemporary work in the philosophy of language would expect
to receive extensive discussion in a volume of this kind. There are nevertheless
some vacancies which we would have liked, ideally, to have filled. There is, for
example, no essay focusing on the concept of a criterion which the first generation
of commentary elicited from Wittgenstein's Philosophical Investigations, nor —
perhaps more grievous — did we succeed in the end in commissioning a suitable
study of semantic externalism or of notions of supervenience.

It remains to express our gratitude to our contributors, both for their patience
with our editorial suggestions and for the excellence of their contributions and
valuable assistance with glossary entries; to our publishers for bearing with us
while we put together a volume which has been inevitably subject to many delays;
to the secretarial staff of the Philosophy Departments of the Universities of St
Andrews and Glasgow for assistance with the preparation and standardization
of typescripts; and to each other.

Bob Hale and Crispin Wright
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PART I

MEANING AND THEORIES OF
MEANING



1

Meaning and truth conditions: from
Frege’'s grand design to Davidson’s

DAVID WIGGINS

1. However close it may have lain beneath the surface of some earlier specula-
tions about language, the idea that to understand a sentence is to have grasped its
truth-condition was first made explicit by Frege, for whom it was simply an unem-
phasized consequence of his general approach to questions of meaning. In the
transition from logical positivism to modern analytical philosophy, the idea came
near to being mislaid entirely. It was brought back into a new prominence in the
late 1960s by Donald Davidson. Having rediscovered the idea for himself and in his
own way, Davidson pressed its claims as a principle in the philosophy of mind and
meaning, and as the only proper basis on which to conduct serious semantic
investigations. ‘

In advance of considering more recent claims about meaning, it will be useful to
mark certain moments in the formulation and reformulation of the original insight
of the truth-conditional theory. In a historical framework, even the bare skeleton of
one furnished here, truth-conditional notions may be expected to transcend our
more immediate sources of information about them as well as our more ephemeral
disputations.

2. What is it for a declarative sentence to mean something, or have a sense?
For Frege, to answer such a question was not, as it was later for Carnap or his
inheritors, an all-important end in itself. Nor was answering it part of a com-
prehensive effort to arrive at a philosophical account of the relation of language
to mind, as it is for Davidson and his inheritors. For Frege, it was a means, a
propaedeutic for the understanding of the specific thing whose status and nature
centrally concerned him, namely arithmetical judgements. Nevertheless, despite
the special character of this original interest, Frege saw the question of the meaning
of a declarative sentence as a general one, requiring not so much the introduction
of a calculus ratiocinator (he said) as the creation of something more resembling a
Leibnizian lingua characteristica. (“My intention was not to represent an abstract
logic in formulas, but to express a content through written signs in a more precise
and clear way”).! What Frege took the answer to his question to require was a
general notion of meaning that could be correlative with the general idea of the
understanding of a sentence. The conception he formed was of the Sinn or sense of
a sentence that was to be understood thus or so, the sentence itself being seen as
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something built up by iterable modes of combination from component words,
each of which had its own contributory sense. The senses of part and whole
were to be such that the latter could be determined from the former (plus an
account of the modes of grammatical combination involved in the construction of
the sentence).

The culmination of Frege’s efforts may be found in Volume 1, Section 32 of the
Grundgesetze der Arithmetik,” where he declares that there is both sense and refer-
ence for every sentence of his ‘concept-writing’ or ‘ideography’, his Begriffsschrift.
The Begriffsschrift is the constructed language whose operations are to shadow the
workings of natural language and, in matters of difficulty like the foundations of
arithmetic, to regulate or supplant natural language. The reference of a sentence of
Begriffsschrift is its truth value, and the sense of the sentence is the thought that the
sentence expresses.

But how exactly does a thought attach to a sentence? And what is a thought?
Well, which thought it is that a sentence expresses and how the thought attaches
to the sentence will depend upon nothing other than this: under what conditions is
the sentence to count as true? Or, as Frege describes the matter for the artificial
language he has just finished constructing,

It is determined through our stipulations [for the linguistic expressions and devices
comprising the language of Begriffsschrift] under what conditions [any sentence of
Begriffsschrift] stands for the True. The sense of this name [of a truth-value, i.e. the
sense of this sentence], that is the thought, is the sense or thought that these condi-
tions are fulfilled. The names [expressions], whether simple or composite, of which the
[sentence or] name of a truth-value is constituted contribute to the expression of a
thought, and this contribution [of each constituent] is its sense. If a name [expression]
is part of the name of a truth value [i.e. is part of a sentence], then the sense of the
former, the name [expression], is part of the thought expressed by the latter [the
sentence].

This statement comes at the end of Frege’s detailed explanations of Begriffsschrift.
But its import is potentially perfectly general, and the stipulations of sense for the
expressions of his invented language simulate what it is for the expressions of a
natural language to have a given or actual (not merely stipulated) sense. The
institution of the Begriffsschrift — a project Frege had begun in preparation for his
books on the foundations of arithmetic (1884,> 1893*) and published in part in
1879,° but then resumed and substantially corrected in the work of 1893, from
which we have just quoted — at once illuminates natural language, albeit only in
microcosm, and extends it. It illuminates it by displaying clearly the workings of a
distinct language abstracted from natural language, namely the concept-script in
which Frege hoped to make newly perspicuous all questions of “inferential se-
quence”. The purposes this serves are akin to the practical and theoretical purposes
that the construction of an artificial hand with a specialized function might have
for a community of beings whose normal members had natural hands with less
specialized functions.

4




MEANING AND TRUTH CONDITIONS

3. Given Frege's concern with “a formula-language for pure [i.e. non-empirical]
thought”, it is unsurprising that, as he said, he “confined [him]self for the time
being to expressing [within it] relations that are independent of the particular
characteristics of objects” (Begriffsschrift, 1879, preface). Properties and relations
that were not so independent registered in the Begriffsschrift only in the form of
generality-indicating letters such as @ or ¥ that prescinded from all particular
content.’ Nevertheless, Frege did envisage successive relaxations of this ordinance,
and he spoke of possible extensions of his formula language to embrace the sciences
of geometry, motion, mechanics and so on.

Given the universality and generality of the insights that originate with Frege,
what we now have to envisage is the final extension of Begriffsschrift, namely the
extension which, for purposes rather different from Frege’s, will even furnish it with
the counterpart of such ordinary sentences as “the sun is behind cloud” (say). In
the long run, the extended Begriffsschrift might itself be modified further, to approx-
imate more and more closely to the state of some natural language. In the interim,
however, in the transition from Frege's to our own purposes, it stands as an illustra-
tive model of something more complicated.

In such an extension as the one we are to imagine, a sentence like “the sun is
behind cloud” will have a sense if and only if it expresses a thought. For the
particular thought that the sun is behind cloud to attach to this English sentence
(for it to attach to such a social artefact as this, produced and held fast in its
temporal, historic and social setting, Frege need not forbid us to say) will be for the
sentence to be so placed in its total (historical and customary-cum-linguistic) con-
text that it stands [in some situation] for the True just in case [in that situation] the
sun is behind cloud. Putting the matter in a way that is not Frege’s but will readily
consist with his way, he who understands the sentence is party to a practice that
makes this the condition under which the sentence counts as true.

Once so much is said, what mystery remains about what a thought is? The
thought expressed by a sentence is expressed by it in virtue of ordinary linguistic
practices (the practices that we have imagined will be encapsulated in the defini-
tions or elucidations of the empirical terms to be introduced into the extended
Begriffsschrift), which expose the sentence to reality, and its author to the hazard of
being wrong, in one way rather than another way.

4. The truth-conditional thesis, so seen, can be detached from more questionable
features of Frege’s semantical doctrine, such as the idea that a sentence is a complex
sign standing for objects called the True or the False, or is a name of a truth-value.
Wittgenstein does detach it (an act of retrieval for which he is too rarely commend-
ed) in Tractatus Logico-Philosophicus (1921):’

4.022 A sentence in use (Satz) shows how things stand if it is true. And it says that
they do so stand.

4. 024 To understand a sentence in use means to know what is the case if it is
true.

4.061 Asentence in use is true if we use it to say that things stand in a certain way,
and they do.
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These are striking formulations, more general than Frege's and not radically de-
pendent upon Wittgenstein'’s picture-theory of meaning. But now it seems we must
attend to a problem that neither Frege nor Wittgenstein addressed explicitly. It is
the problem (which still excites controversy in connection with Donald Davidson's
version of the truth-conditional view of meaning)® that not just any true equiva-
lence in the form [s is true if and only if p| can suffice to show that s actually means
that p.

Suppose that the sentence “the sun is behind cloud” is now true. Then all sorts
of other things have now (as matters stand) to be the case. It is daytime, the sun
has risen, it is not dark, more people are awake than asleep, and millions of
automobiles are emitting smoke into the atmosphere, and so on —all this in addition
to the sun’s being behind cloud. For these are the invariable consequences or
accompaniments, in the world as it is, of its being daytime and the sun’s having
actually risen (in order that it be obnubilated or not obnubilated). It is only to be
expected, then, that, where s makes such a particular historical statement as it
does, in a manner dependent upon some historical context, any of these extra
things may in that context be added salva veritate to the right-hand side of
the biconditional “s is true if and only if the sun is behind cloud and . . .”. (It is
certain that any necessary truth or natural law can be added so.) It is only by
virtue of knowing already what s means that one would pick on the “sun is behind
cloud” conjunct, from out of the mass of things that also hold when the “sun is
behind cloud” is true, to be the clause to give the proper truth-condition for s. It
follows that, to put down what a given utterance of a sentence s means and impart
its meaning to someone, we need to be in a position to signal some ‘intended’ or
‘privileged’ or ‘designated’ condition on which its truth depends. Only where ‘s is
true iff p’ signals on its right-hand side an intended, privileged or designated condi-
tion, can we conclude from this biconditional’s obtaining that the utterance of s
means that p.

5. One way to try to put all this on the proper basis and lend a point to some
particular condition’s being marked out as the semantically pertinent condition is
to recast Frege's and Wittgenstein's thesis as follows:

Sentence s has as its use to say that p —or s means that p — just if whether s is true
or not depends specifically upon whether or not p.

But this is not really the end of the difficulty. For one of the things that the truth
of “the sun is behind cloud” (as said at a given particular time and place)
depends specifically upon, in one ordinary and standard sense of “depend”, might
perhaps (at that time and place) be low atmospheric pressure plus the obtaining of
other meteorological conditions. None of this, however, is what the sentence actu-
ally says (or even, in its context, implies). And for the same reason we cannot
improve the formulation just given by ruling that the truth of the sentence has to
depend only upon the designated condition. It cannot depend “only” on that condi-
tion, in the ordinary sense of “depend”. For it will have to depend (in that ordinary
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MEANING AND TRUTH CONDITIONS

sense) on everything that the satisfaction of the intended condition itself depends
upon.

6. Consider now what Frege might have said in reply to this difficulty, pointing to
things already done in Grundgesetze. To increase the generality of his reply, how-
ever, let us suppose (as before), that the language of his Begriffsschrift has been
formally expanded to enable one to say “the sun is behind cloud” and all sorts of
similar empirical things. Each new primitive expression (‘sun’, ‘cloud’, etc.) will
have had a reference stipulated for it in accordance with an empiricized extension
of Frege’s canon for definitions (see Grundgesetze, 1893, 1, section 3 3). In each case,
the sense of the new primitive expression will consist in the fact that its reference is
stipulated thus or so.” By virtue of this, it will have been contrived that the sense of
any complex expression can be determined from its structure and from the referen-
tial stipulations governing each constituent expression. But now, in the light of all
this, Frege is entitled to insist that, if we stick scrupulously to what actually flows
from the full and appointed referential stipulations for all the individual expressions
and devices of the extended Begriffsschrifft — let us call the set that consists of them
O(Bg+) — then we shall never be able to arrive at an unwanted biconditional like
‘the sentence “the sun is behind cloud on 25 June 1993" is true if and only if on 25
June 1993 the sun is behind cloud and the sun has risen and there is low pressure
and more people are awake than asleep and . . .” (or its counterpart in Bg+). For the
stipulations for the extended Begriffsschrift furnish no way to derive such a bicondi-
tional; and the intended condition will be the condition that the appointed stipula-
tions do suffice to deliver.'"” Not only that. In concert, these stipulations, which
license nothing about low pressure as part of the truth-condition for s, will spell out
the specific particular dependence that had to be at issue in the restatement of the
Frege—Wittgenstein thesis.

No wonder, then, that we can hear * “the sun is behind cloud” is true if and only
if the sun is behind cloud’ as more or less equivalent to ‘The truth of “the sun is
behind cloud” semantically depends upon whether or not the sun is behind cloud’.
For we hear ‘ “The sun is behind cloud” is true if and only if the sun is behind cloud’
as something delivered to us by whatever plays the part for English that the Fregean
stipulations ©(Bg+) will play for the extended Begriffsschrift. What we are saying is,
in effect, this:

[s means in Bg+ that p] is equivalent to Fqg,., [True s if and only if p].

There is nothing strange or scandalous in the suggestion that we hear the condi-
tional as nested in this way within an operator “I” whose presence has to be
understood. Countless conditionals we utter are intended by us to be understood as
presupposing some norm or tendency that we could roughly identify but do not
attempt to describe in the form of an explicit generalization. In so far as some
residue of a philosophical problem still persists, the place to which it escapes is the
characterization of “I” and the idea of a set of referential specifications @(Bg +) that
imply this or that equivalence in the form [True s if and only if p]. The point that is
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left over, which we shall have to attend to in due course, is that, although &(Bg+)
would exemplify such a set, @(Bg+) could scarcely stand in for a general character-
ization of what a referential specification is. We need 4, for variable L.

7. Tt will consolidate the position now arrived at to pause here to show — if not in
Frege's symbolism (which continues to daunt typesetters and readers equally) or
even in exact accordance with every particular of Frege's own view of predication'’
— how, more exactly and in more detail, the claim might be made good that Frege
can pick out the particular sort of dependence that he needs to secure between the
obtaining of the condition that p and s’s truth. Let us do so by giving the referential
specification of the semantics of a tiny sublanguage L(1) of English that might be
the counterpart of some small fragment of the extended Begriffsschrift (or Bg+).
Suppose the constituent strings of L(1) are simply the following:

(1) The sun is behind cloud

(2) Not (the sun is behind cloud), [which is said aloud as follows: the sun is not
behind cloud]

(3) The moon is behind cloud

(4) Not (the moon is behind cloud), [which is said aloud as follows: the moon is
not behind cloud],

together with all possible conjunctions of (1), (2), (3) and (4). Then we can deter-
mine the sense of an arbitrary string of L(1) by the following provisions:

Terms: T(1) “The sun” is a term and stands for the sun.
T(2) “The moon” is a term and stands for the moon.
Predicates:  P(1) “Behind cloud” is a predicate and stands for be-
hind cloud.'*
Connectives: C(1) “Not” is a unary connective; where A is a string
of L, “not” + Ais true if and only if A is not true.
C(2) “And” is a binary corrective; {A + “and” + B]is

true if and only if A is true and B is true.

Syncategorematic Expressions: “Is” is a syncategorematic expression, whose
role is to signal the fundamental mode of combi-
nation exemplified in R(1) below.

Rule of Truth: R(1) A sentence that is of the form [t + “is” + @], i.e.
a sentence consisting of a term t, such as “the
sun” or “the moon”, followed by the syncate-
gorematic expression, “is”, followed by a predi-
cate expression, ®, such as “behind cloud”, is
true if and only if what t stands for is what ®
stands for"*[i.e. the reference of t has the proper-
ty that ® stands for].
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Now let us put these rules together and note their effect. Given the sentence
[“the moon” + “is” + “behind cloud”] = [The moon is behind cloud], we can
agree, by R(1), that the sentence is true if and only if what “the moon” stands
for is what “behind cloud” stands for, which last we can show to be true (see
T(2) and P(1)) if and only if the moon is behind cloud. That does not make
news — no more than news is made when, having multiplied 13 by 25 and got
325, you then divide 325 by 13 and get 25. But it verifies something. Similarly, as
Davidson would point out here on Frege's behalf, our semantic derivation
helps verify something, namely that, so far as they go, T(1), T(2), P(1), C(1), C(2)
and R(1) represent a correct reckoning of the semantic resources of L(1).

What is achieved would have looked more impressive, no doubt, if I.(1) had been
a fragment of French and our referential specification had been done in English.
Such a specification is something we can more easily imagine someone’s failing to
get right. There is no question, however, of a specification of this sort’s looking
impressive (or its needing to do so) — unless it solves neatly and correctly a known
grammatical difficulty or casts some light, however indirect, on a real obscurity in
the workings of a given language. Note too that for purposes of these derivations
from T(1), T(2), P(1) and R(1), nothing at all depends on the meaning of “stand
for”. (See note 27.)

8. This completes the referential specification or semantic theory ©“" for a
language L(1), which is a specimen sublanguage of Bg+. (More strictly speaking,
L(1) is the natural language counterpart of a sublanguage of Bg+.) It leaves
nothing to chance in the idea that, where s is an L(1) sentence, s means in L(1)
that p if and only if the biconditional [True s if and only if p] flows from @"", It
illustrates what it would take to complete the answer to the problem mentioned in
§ 5. In the context of Frege's own particular purposes in the Grundgesetze der
Arithmetik, let this serve as a model for the complete defence of what Frege wanted
to say there about sentence sense. For all he needed to be able to do in that work was
to illustrate there his complete grasp of and control over the sense of a Begriffsschrift
sentence. There is no relevant doubt, either theoretical or practical, of that grasp.'*

9. In Tractatus 4. 024 Wittengenstein is heir to Frege's idea of sentence sense, and
he tries to prescind from the particularities of Begriffsschrift in order to make a
general claim. Then in 4. 061 he attempts to bring real, live speakers into the
picture. Once we take their presence seriously, however, we shall notice a new kind
of difficulty — the first (but not the last) of several.

Consider the Latin sentence alea jacta est. Like its standard translation into Eng-
lish, the die is cast, the sentence is true if and only if a die has been thrown. This
requires, inter alia, that there be a real die and someone who has thrown it. But it
is safe to say that what speakers have normally used the Latin or the English
sentence to state or to intimate — to say in the full and ordinary sense of ‘say’ — is
nothing of that sort. The normal use of the sentence is to say the sort of thing that
Julius Caesar said by alea jacta est when he broke the laws of the Roman Republic
and, instead of disbanding his troops, led them towards Rome across the boundary
marked by the river Rubicon. We who follow Caesar use the English sentence to
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assert that, in doing some act or other such as crossing that stream, we have
committed ourselves irrevocably.

What is the difficulty here? The difficulty this creates for the Frege—Wittgenstein
characterization of sense is that it shows that there is no simple route from the
ordinary or normal use of a sentence like “alea jacta est” — or from what people
usually say by uttering it — back to its strictly or narrowly linguistic meaning.

The proper response to this problem is to concede something. We must adjust the
Frege—Wittgenstein thesis to read as follows:

Sentence s has as its use in L(i) to say literally (to say in the thinnest possible
acceptation of ‘say’) that p — thus s means that p in the narrowest strictest sense
of ‘means’ — if and only if the referential specifications specific to the language
L(i) {e.g. the sorts of specification given in § 7] rule that whether s is true or not
depends upon whether or not p.

This reformulation simply spells out the intention that Frege or Wittengenstein
could have voiced. But what it suggests is that, to implement that intention, we
have to embed our new formulation in some larger, more comprehensive theory,
the sort of theory for which we have to look forward to the work of J. L. Austin."®
This can persevere in the Fregean explication of the literal meaning of a sentence as
consisting in its sense or truth-condition. But the fuller kind of saying that we find
in the the die is cast example is something that the comprehensive theory will have
to explain by building upwards and outwards from literal meaning characterized
after the fashion of provisions like T(1), T(2), P(1), C(1), C(2) and R(1). A neo-
Austinian theory may suggest that, by doing the rhetic act of uttering something
which has as its sense (and means literally) in language L(i) that the die has been
thrown, and by performing thus the locutionary act of saying that the die is thrown,
a speaker can perform a further speech act, namely an illocutionary act, tantamount
in force to the declaration or intimation that he is irrevocably committed. By saying
one thing, then (here a false thing), Caesar conveys something else, which proves to
have been a true thing.

10. There is much more to say about this, but not here or now. Here I have only
to show how one might place in a single focus the Frege—Wittgenstein conception
of sense, in the condition in which it was available by 1921, and the different
researches of J. L. Austin. (See also Chapter 3, INTENTION AND CONVENTION, § 3.) These
were undertaken some thirty years after the Tractatus, in a framework of theoretical
expectations both at odds with the concerns of Grundgesetze and Tractatus and
uninformed, alas, by attention to anything very much that these works had in
common. But the justification for my act of anachronism is that, unless we use
Austin’s work to delimit the area in which Frege, Russell and the early Wittgenstein
wanted to operate, their theories will be plagued with irrelevant objections. There
is a host of questions about meaning their theories cannot even purport to answer.
Nevertheless, that is not a point against them — provided that the theories do not
positively prevent answers from being given to these other questions. It cannot be
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emphasized too strongly, however, that the theory of literal sense as fixed by truth-
conditions must be such that it can be fitted into the larger framework that em-
braces both the non-literal use of declarative sentences and the literal use of
ordinary non-declarative sentences.'®

11. Somuch, then, for the question of the intended truth-condition, and so much
now for what “the die is cast” normally says in English, as two heads of objection to
the unrefined truth-conditional view of saying. The answer to the first objection
had the effect of drawing attention to the phenomenon of semantic compositional-
ity, to which we shall return. The second, which motivated the isolation of the strict
or literal sense of an expression, will force the philosopher of language into a far less
restrictive and abstractive interest than heretofore in the social and linguistic phe-
nomena of communication. Evidently this is an interest well-calculated to match
the interest to which Wittgenstein gives voice, in a passage too rarely heeded as
already expressive of his constant attitude to such questions, at Tractatus 4. 002:

Everyday language is a part of the human organism and is no less complicated than
it. . . . The tacit conventions on which the understanding of everyday language de-
pends are enormously complicated.

In due course it will prove that an even more radical reorientation towards the
behavioural and the social lies in store for us, when we return to the problem of
properly generalizing the Fregean doctrine beyond the case of one specified lan-
guage. Since such problems did not exercise Wittgenstein, however, who writes
4. 022, 4. 024 and 4. 061 in the manner of one who has already achieved full
philosophical generality, let us tell some of the rest of the story, before we return to
the generality problem.

The thing that principally troubled Wittgenstein about 4. 024, to judge from
what he wrote in the period after the Tractatus, was the non-operational character
of the neo-Fregean conceptions of sense and truth that he had espoused in the
Tractatus. By the time of writing Philosophische Bemerkungen, what he prefers to say
is this:

To understand the sense of a Satz means to know how the issue of its truth or falsity is
to be decided (Philosophische Bemerkungen, IV. 43)."7

This new formulation looks backwards one decade at the doctrine of Tractatus. It is
no less easily recognizable as the antecedent of the infamous claim advanced by the
logical positivists of the 1930s, which dominated the thirties and forties and had an
even longer period of influence in the philosophy of science, namely that the sense
of a sentence is nothing more nor less than the method of its verification. (For
further discussion of this, see Chapter 2, MEANING, USE, VERIFICATION. )

Equally, however, the new formulation is the antecedent of a more durable claim
that Wittgenstein came to advance, namely, that (“for a large class of cases”) to
understand a linguistic expression is simply to grasp its use in the language. (See
the Blue and Brown Books and see the two decades’ worth of philosophy books by
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others that were influenced by this formulation.) As verificationism fell out of
favour, this doctrine rushed in to fill the vacuum that was left by its disappear-
ance.'® Then, as the limitations came to be perceived of the doctrine of meaning as
use, the next idea that rushed into the vacuum was Grice’s idea that the meaning
of a declarative utterance was a function of speakers’ intentions to use that sen-
tence to induce (by the recognition of that intention) this or that belief. The Fregean
idea was destined to be rediscovered for philosophy and accorded an attention it
had never previously enjoyed — but scarcely immediately.'® For English speakers, it
remained more or less buried until 1959, when Michael Dummett’s article “Truth”
disinterred it and put it back into circulation.’® This limited circulation was yet
further limited by the fact that Dummett expressed reservations of his own (not
dissimilar to those we have attributed to Wittgenstein) about the acceptability of
the thesis in the form in which Frege had had it. (See Chapter 12, REALISM AND ITS
oPPOSITIONS, §§ 1 and 2.)

12. So much then for the shift that Wittgenstein himself seems to have initiated
away from the doctrine of Tractatus 4. 024, and so much for the philosophy of
language that worked itself out downstream of Frege, Russell and early Wittgen-
stein over the period between 1921 and the 1960s, when Davidson's philosophy of
language first became visible. But now let us go back to the point in the argument
that we had reached at the end of § 8.

In § 8, having expounded Grundgesetze, 1. 32, we were saying that Frege or
Wittgenstein would have been well-placed to defend the truth conditional thesis
against the objections mentioned in § 4 by formulating it as follows: in Begriffs-
schrift extended (or its sublanguage L(1)), s can be used to say literally that p if and
only if the equivalence [True s if and only if p] flows from the referential stipulations
for the language Bg+ (or L(1)). The difficulty that this left over was this: that the
most that this positive doctrine will ever enable us to put on the page is an account
of what it is for a sentence to say-in-the-language-of-Begriffsschrift(+) that p, or

s can be used to say-literally-in-Bg(+) that p — or s means-literally-in-Bg(+) that
p —if and only if it is derivable from the referential-stipulations-for-Bg(+) (spec-
ified thus T(1), T(2), P(1), C(1), C(2), R(1)....) that s is a true-(Bg(+))-sentence
if and only if p.

This points at something general about truth and meaning, namely the thing that
Wittgenstein gets across in 4. 024. But how can we fully articulately say this

general thing? How can we extricate “mean literally”, “say literally” or “referential
stipulation” from these hyphenations with “Bg(+)"?

13. One manageable objective we might set ourselves is this: to arrive at the
generalization we need by satisfying all the necessary conditions to supplant the
constant “Bg(+)” by a variable “L(i)”. If we proceed in this way, we can transcend
Bg(+) and we can make explicit the thing that the (Bg(+))-relative condition only
shows.

Looking back at what we then have to generalize and free from relativity to
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Bg(+), it will appear that the chief obligation we now incur is to dispense with
the reference to particular stipulations such as T(1), T(2), P(1), .. ., etc. Instead,
we have to say explicitly what sort of thing a referential stipulation is. And perhaps
the most natural first suggestion will be that we should advance on the following
basis:

s means that p in L(i) if and only if there is a © for L(i), namely ", that
associates each expression of L(i) with its proper value, and this @ implies that
s is true if and only if p.

Such a proposal will resonate in multiple ways with a common theme in a variety
of semantical traditions. (Davidson calls it the building-block proposal.) The only
trouble is that, in practice, it has never been brought convincingly to life. There is
nothing both general and foundational to be said, simply in terms of reference,
about how “and”, “not”, “Caesar” and “behind cloud” all have their meaning. We
cannot dispense, in semantics, with something like the idea of reference. Equally,
however, we cannot make out of the idea of reference the whole basis for the
semantics of the sentence. From a standing start, we cannot even explain in such
terms what distinguishes a sentence from a mere list. Frege himself never at any
point dispensed with the idea of reference. But he also insisted, in the Preface to The
Foundations of Arithmetic, that “only in the context of a sentence does a word mean
or stand for anything”. Somewhere near the beginning of our account we have to
render it more intelligible than our first suggestion will, that sentences have sense,
and can be used not merely to list items of reference but to say things.

14. Noting that truth and meaning are symmetrically relativized in the elucida-
tion of meaning we offered at the end of § 12, we shall see that there is a different
suggestion we can explore. Not only did ®"" in § 7 state the meanings of each
sentence of the language L(1). As a by-product of doing that, it fixed systematically
and non-accidentally correctly the extension of the predicate “true” as restricted to
L(1) sentences. “The sun is behind cloud” is true if and only if the sun is behind
cloud, “The moon is behind cloud” is true if and only if the moon is behind cloud,
etc. (Such biconditionals are sometimes called partial definitions of ‘true sentence of
L(i)’.}) We need not know which sentences are the true ones or constitute the actual
extension of “true-in-L(1)". But we do have a systematic way to state the principle
on which that extension is assembled and, in that however strange or philosophi-
. cally unwonted sense, we have a “definition” of ‘true-in-1(1)’.

So the new thought is this: why not underwrite the Tractatus 4. 024 generaliza-
tion by saying the following?:

for any s, s can be used to say literally in L(i) that p — s means literally in L(i) that
p — if and only if it is derivable from the definition of true sentence of L(i) that s is
true if and only if p.

It will be quickly noticed that here we are characterizing literal meaning in terms of
“definition”, a notion that surely appears equally semantical and equally difficult.
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But the hope must be that there is some way to say what a definition of true L(i)
sentence is otherwise than by making some general definition of definition.

15. Having had recourse, in this last transposition, to the idea of a definition of
truth in L(i), the time has come to turn our attention away from the main trend of
semantic speculation in analytical philosophy, away from Jena, Cambridge and
Vienna, towards Lwow, Warsaw and the study that Tarski called the “methodology
of the deductive sciences”, which was one part of Tarski’'s contribution to the
prewar development of mathematical logic.”'

The change of orientation is at first surprising. We are inclined but not necessi-
tated in this direction by the formal shape of the problem we have been considering,
which relates only to the conceptual lacuna that divides Grundgesetze 1. 32 from
Tractatus 4. 024. Other directions are thinkable. Yet, given the actual influences
that have formed the semantical speculations of nowadays (Davidson's and
others), there is no real alternative, however oblique Tarski's concerns are to
Davidson'’s, and however small the immediate progress we may appear to make
by following this new route.

Let us begin by asking the question how it can have come about, if the theory of
Fregean sense was in no way Tarski's preoccupation, that Tarski should have been
interested in identifying a set of axioms for a language L(i) that delivered theorems
given in the form [s is true in L(i) if and only if p]. Why was Tarski interested in
axioms delivering the theorems of which philosophers of language like Davidson
want to say that they determine the sense or contribution of each of the expressions
of L(i)? The answer is that, although Tarski was not interested in meaning as such,
he was interested, and interested in a special way, in truth.’* He was interested in
the idea of truth neither after the fashion of the traditional logic — truth simply as
the thing that valid inference preserves — nor after the fashion of philosophers who
are exercised by the more mysterious and perennial questions about truth. The sort
of thing Tarski was interested in doing was to find ways to compare and contrast
the class of true formulas of a given formal language with the class of formulas that
the rules and axioms make provable there. Embarking on inquiries of this kind,
what Tarski needed was a systematic account of what determined the extension of
the concept true.”’ (Such a systematic account, given in what I have invited the
reader to see as a modernization of the method of Frege's Grundgesetze, is what he
called a ‘definition’.) But that was not everything he needed. He also needed to find
assurance that his account of truth would not be undermined by the ancient
paradoxes that exploited that idea, Epimenides’s paradox, for instance®* (cp. Tarski,
1931, p. 110, and 1936, p. 252).

Let us take the second of these problems first. Tarski’s analysis of the liar paradox
and its variants suggested to him that the best way to safeguard the construction he
had in mind was to begin with some particular object-language that was itself free
from all semantic notions. Once the object-language itself was made determinate,
semantic concepts®’ such as satisfaction and truth, as restricted to that object-
language, and designation, similarly restricted,”® could be introduced into the
metalanguage for that language by defining each concept deliberately, with full
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formal correctness, in terms drawn from the object-language (or translations of the
same into the metalanguage), from elementary set theory and from the formal
morphology of the object-language, as given in the metalanguage.’” On these
terms, one could assure oneself that, if the object-language was immune from
paradox, then the metalanguage would be immune too.

16. So far so good. But on what principle was a restricted, paradox-free notion of
truth, the concept true sentence of L(i), to be positively characterized? What was the
philosophical or intuitive substance of the idea? For his thoughts about this, Tarski
turned (by his own account®®) to his teacher Tadeusz Kotarbinski's book Elementy
Teorji Poznania, where we find the following passage (itself reminiscent of Tractatus
4.061):

Let us pass to the classical doctrine and ask what is [to be] understood by “[a sen-
tence’s or thought's] accordance with reality”. The point is not that a true thought
should be a good copy or [fac]simile of the thing of which we are thinking, as a printed
copy or photograph is. Brief reflection suffices to recognize the metaphorical nature of
such a comparison. A different interpretation of ‘accordance with reality’ is required.
We shall confine ourselves to the following explanation: “John judges truly if and only
if things are thus and so: and things are in fact thus and so."””’

Spelling out this explanation for the case of some particular sentence, we have

John judges truly in saying “snow is white” if and only if
(1) John is right in saying “snow is white” if and only if snow is white
(2) snow is indeed white.

But then it seems we can have, more simply*’

“Snow is white” is true if and only if snow is white.

The chief thing that it seems a definition of “true in L(i)” must do in order to
conform to Kotarbinski’'s requirements is to imply one such equivalence in respect
of each sentence of L(i).”'

But now, having come this far, we shall be moved to ask: how otherwise can the
definition of truth in L(i) furnish the thing Kotarbinski required, or ensure the
complete eliminability of “true sentence of L(i)" that is required for the explicit
definition of “true sentence of L(i)” that Tarski desired, than by doing first the sort
of thing we have seen that ©"" did? This is how Tarski's path comes to cross the
path that we have seen Frege's and Wittgenstein's thoughts as marking out. The
parties go in different directions, but at the intersection there is one common thing
each party needs in order to arrive where it is headed. Each party needs to be
involved, for any language that comes into consideration, in something like the
exercise conducted in § 7. (Of course, Wittgenstein, attempting a more ambitious
thing, needs to depend on the possibility of doing more than this: a matter to which
we shall return.)
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17. Inthelight of this, how is the problem to be solved of saying what a referential
specification is? Well, if there is this convergence, then Tarski must have the same
problem under a different name if he is to say what a definition of truth is. Tarski has
to say what such a definition must be like in order to be adequate. The problem is
solved as follows:

A formally correct definition ©"" of the predicate “true” as applied to L(i) sen-
tences is materially adequate if and only if, for every sentence sentence s of L(i), ©
implies a biconditional (or so-called T-sentence) in the form [True s if and only if
p], where ‘p’ holds a place for a translation of s into the metalanguage ML(i).

Tarski calls this provision — which is evidently not itself statable at any level lower
that the meta-metalanguage — Convention T.** It is simply the generalization of
Kotarbinski’s desideratum.’’ Similarly, then, a referential specification for L(i) as-
signs a value to every expression in L(i): and a set of such assignments is materially
adequate under the very same condition as Tarski gives. It must yield a T sentence
for each sentence of L(i). And each T-sentence must in the same way be translation-
al, which is to say that, in each case, ‘p’ must hold a place for a translation of s into
the metalanguage.

18. Does this represent any progress? For Tarski, it is progress, because Tarski’s
only objective is to arrive at a non-accidentally and recognizably correct definition
of true sentence of L(i). The word “translation” is not being used here in a manner
that offends against Tarski's professed attitude to semantic notions. It occurs
only in the meta-metalanguage, or (as one might fancifully say) in Kotarbinski’s
and Tarski’s philosophy of truth. Occurring there, it presupposes only this: that
a logician can recognize when the sentence given on the right-hand side of
a T-equivalence is faithful to the meaning of the sentence mentioned on the left.
Nevertheless, because Convention T includes within it a semantical term coordi-
nate with meaning, definition and the rest, anyone who is concerned with the idea of
meaning for its own sake still faces the same old question. How can we eliminate
the semantical term from Convention T — or how can we analyse or dismantle it
there?

Here at last we can resume the story that we have already carried up to 1959,
which was the moment when Michael Dummett put the truth-conditional insight
back into circulation. If anybody had been concerned with the question of how to
make Wittgenstein's generalization 4. 024 work, then Tarski's construction would
have served him perfectly — unless he had had such an obsessive concern with the
nature of meaning itself that it was not sufficient to trace the small circle that joins
the ideas of truth, meaning and translation. The trouble is that perfectly properly,
indeed ex officio, philosophy is imprisoned within that obsession.

19. To understand Donald Davidson's revival of the general idea of meaning as
given by truth-conditions, and the distinctive advance that this made possible, it
helps to appreciate the immediate background of his speculations. This was not any
concern on Davidson’s part with the theory common to early Wittgenstein (to
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whom Davidson rarely, if ever, referred) and Frege (to whose doctrines Davidson
evidently regarded Alonzo Church as the complete guide, although this guide com-
pletely omitted all mention of Frege’s truth-conditional insight). The background
was more topical, namely Davidson’s doubts about Carnap’s methods of extension
and intension,** his considered rejection of the answer to the question of linguistic
meaning provided by H. P. Grice's reduction of semantic notions to psychological
ones such as belief and intention,’’ and Davidson’s attachment to the speculative
framework furnished by W. V. Quine’s book Word and Object (1960) — most espe-
cially the question of what a thinker from outside a community of speakers would
need to avail himself of if he were to try to make sense of utterances in their
unknown language. What Davidson wanted was to retain Quine’s naturalistic
approach to such questions, to align himself with Quine’s objection to all “museum
myths” of meaning, but to do so without commitment to Quine’s talk of ocular
irradiation, neural impacts upon subjects and the rest. According to Davidson, the
thing that impinges on subjects had better be the world itself, the world that is
common to both interpreter and subjects.

Seeking for some framework within which to give a systematic account of the
information (or putative information) that an interpreter would need to amass and
draw upon in order to interpret others, and to frame his hypotheses about the
meanings of his subjects’ uttered sentences, and seeking at the same time to sweep
away the supposed obscurity of ‘s means that p’, the construction Davidson found
himself reaching for was in effect none other than Tarski's:

Let us try treating the position occupied by ‘p’ [in ‘s means that p'] extensionally: to
implement this, sweep away the obscure ‘means that’, provide the sentence that
replaces ‘p’ with a proper sentential connective, and supply the description that re-
places s with its own predicate. The plausible result is

(T) sisTif and only if p.

It is worth emphasizing that the concept of truth played no ostensible role in stating
our original problem [the problem of a theory of meaning for a given language]. That
problem upon refinement led to the view that an adequate theory of meaning [for the
language spoken by the interpreter’s subjects] must characterize a predicate meeting
certain conditions. It was in the nature of a discovery that such a predicate would
apply exactly to the true sentences. . . . A Tarski-type truth definition supplies all we
have asked so far of a theory of meaning.**

The discovery is of course a rediscovery, the rediscovery of the thing that Frege and
Wittgenstein had articulated and that Davidson failed to credit to Frege. If Frege's
original insight had not been correct, there could have been no such discovery.
Working within Quine's framework, however, the attitude Davidson had towards
Tarski was as follows, Taking translation for granted (or taking “means in L(i)” for
granted), Tarski had defined “true sentence of L(i)”. Conversely, then, why should
not Davidson take truth in L(i) for granted, in order to define “means in L{i)"?
The only residual problem was to dispense with Tarski's use of the word “transla-
tion”.
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20. Davidson’s first thought about the problem seems to have been that he
could secure everything he needed if he were simply to omit the requirement that
the T-sentences generated by @' in the form [s is true if and only if p] should
provide translations on the right-hand side of the L(i) sentence s mentioned on the
left. Could he not stipulate instead that absolutely all the T-sentences that ©"”
generated should be true? But it is now pretty clear that the condition is not
sufficient.’’

From the beginning of all Davidson’s speculations, however, shaped as they
were by Quine's Word and Object, the correct solution to this problem was always
at hand. Perhaps Davidson’s best account of this solution is the one given in
his “Radical Interpretation” (1973).’® But there is a real point here in giving
a Davidsonian solution in a variant that is not open to the objections that so
many critics have urged against Davidson’s own formulation.’® The distinctive
features of the variant presentation are chiefly due to Richard Grandy and John
McDowell.*

If the interpreter of the utterance of a sentence is to say what it means, then he
has to find out under what conditions the sentence, being the sentence it is, counts
as true. To say so much is to say little more than Frege said. The next thought one
will have, however, is less Fregean. It is that linguistic behaviour is a proper part of
behaviour. But, if so, there ought to be some other than purely semantic way of
specifying what it is for a radical interpreter to succeed in interpreting alien people.
Surely the interpreter’s linguistic efforts are part of the larger effort to interact
successfully with others, to coordinate one’s efforts with theirs (where appropriate),
to make sense of them and so on. But, if we can enlarge a little in such terms,
namely terms that are not specifically semantical, upon what such an interpreter
must then be attempting to achieve, and if the interpretation of speech is simply one
proper part of the larger thing the interpreter seeks to understand, then here at last
we shall find the substantive non-semantic constraint upon 0" we have been
looking for.

A definition of truth in L(i) will be materially adequate if it generates a T-
sentence for each sentence s of L(i) and collectively the T-sentences that the
definition implies, when experimentally applied to individual utterance by the
speakers of L(i), advance unimprovably the effort to make total sense of the
speakers of L(i).

The notion of total sense is not a semantic notion, but it subsumes one. One person’s
making sense of another is a matter of their participative interaction in a shareable
form of life, of their homing upon the same objects, of their being in a position
(ceteris paribus) to succeed in joint enterprises, and so on. In so far as we make sense
of others, we deploy a mode of understanding that can be redescribed, however
artificially, as follows. There is a store of everyday predicates of human subjects, of
features of the environments that impinge on subjects, and of the events that are
counted as the actions or conduct of such subjects. When we deploy this mode of
understanding, we seek in response to circumstances, including the speech or
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conduct of subjects, to distribute predicates of these and other kinds across features
of reality, mental states and actions in such a way that: (1) the propositional
attitudes we ascribe to subjects, specifying the content of these attitudes, are intel-
ligible singly and jointly in the light of the the reality to which we take subjects (or
their informants, or their informants’ informants . . .) to have been exposed; and
(2) the actions (and actions of speaking) that we ascribe to subjects are intelligible
in the light of the propositional attitudes we ascribe to them.*'

In the form in which we now have it, the new elucidation of meaning finally
bridges the gap between Frege’s doctrine and Wittgenstein's. Of course it inherits all
the well-known difficulties of the ideas of understanding, explaining, making intel-
ligible, imaginative projection or identification. But these difficulties are there any-
way. The proposal not only depends upon these ideas. It assists us by helping to
trace their interrelations.

21. The conclusion to which we have been drawn is that what it is for a sentence
to mean that the sun is behind cloud and to be available to say that the sun is
behind cloud, is as complicated as this. It involves a biconditional, ‘“The sun is
behind cloud” is true if and only if the sun is behind cloud’, which is imbedded
within the scope of an operator whose presence indicates that this biconditional is
derivable from the whole system by which we make sense to one another and make
sense of one another. What we have here is the idea of a significant language as a
system that correlates strings of repeatable expressions with the states of affairs that
the strings can draw attention to or get across, this system itself being a subsystem
of the larger system by which social beings participate in their shared life. There is
nothing abstruse in that. It is because we grasp it so readily (I think), both in
philosophy and before philosophy, that we can hear a T-sentence given in the form
“s is true if and only if p” as the output of such a system. When we grasp that, it is
tantamount to our grasping something intuitively similar to the “I” that played the
part we described in the Fregean elucidation of the meaning of Begriffsschrift
sentences.

22. Objection may be made because, in the formulation I have set down here,
s can only have it as its literal use to say that p if all suitably constrained
theories imply that s is true if and only if p. What reason is there to suppose that
this condition is non-vacuously satisfiable? The objection is a good one, because
the formulation does seem to foreclose a matter that ought to have been left
open. It seems better on reflection to postpone such questions until we have a
fuller account of what it is to make sense of the shared life and conduct of L-
speakers. This is a question of the indeterminacy of interpretation — or translation,
as Quine says. (See Chapter 16, THE INDETERMINACY OF TRANSLATION.} In the interim,
perhaps we should rule that it is sufficient for s to mean that p that some unimprov-
able theory that meets all the constraints should entail the biconditional [s is true if
and only if p].

23. It may be objected that the idea of translation that our final proposal purport-
ed to remove surreptitiously returns with the idea of an interpreter’s ‘making sense’
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of other people. But to this the theorist of truth-conditions must reply by simply
reiterating his claim that the idea of making sense that we find here is a much wider
one than the idea of linguistic interpretation. The presence or absence of this more
general thing can be demonstrated non-linguistically. The ideas of making sense of
and being made sense of embrace and subsume the ideas of saying and the interpre-
tation of saying, and they involve them illuminatingly with coeval, collateral ideas
of explanation and understanding — even (as you may say, if you are as convinced
as [ am of the indispensability of these further things to the full story) with the idea
of participation by interpreter and subjects in a shared form of life, and the idea of
explanation as Verstehen.

24. A third objection might take the following form. After all the changes and
emendations consequential upon earlier objections, should not all residues of the
idea of compositionality itself have been expelled from the final formulation? “Truth
itself is unduly emphasized in your construction,” the objector may say. ‘One might
accept this for argument’s sake as the result of your foolish concentration upon
declarative utterances. But, even in the cases where truth really does belong, it is
surely not necessary to insist that the interpretive biconditional should be generat-
ed by the recursively or compositionally generated definition of truth that you
envisage for the language L(i). If we are simply helping ourselves now to the idea of
what it requires to “make total sense” of speakers, Verstehen and the rest, why cling
to this residue of Fregean compositionality?’

To this T would reply that the meaning we are interested in understanding is
linguistic meaning, the non-natural meaning possessed by sentences that will be
further saturated by context of utterance (etc.)— the meaning with which sentences
of what we recognize as languages are invested. (See Chapter 3, INTENTION AND
CONVENTION, § 51f.) Generally speaking, what makes interpretation possible is the fact
that the language to which the sentences belong can be treated as pre-existing any
particular speaker or hearer and any particular act of communication. It is some-
thing that speakers and hearers need to know about already. The compositionality
that theories of L(i)-sense or definitions of ‘true sentence of L(i)’ have to reflect is a
property of the language L(i) itself, L(i) and its properties being something irreduc-
ible to any psychological, social or pre-linguistic fact or facts about individual
speakers or individual situations of communication.**

25. In opposition to such claims as the one just entered, many have tried to see
the clauses of the definition of ‘true sentence of L(i)’ as answerable, in the last
analysis, to psychological or neurolinguistic facts about speakers. On further reflec-
tion, some among those who are tempted by such an approach have shied away
from the manifest embarrassments of getting involved in all that. And, backing off,
they have preferred to say (as John Foster and Donald Davidson have more or less
agreed in saying*’) that the “theory” corresponding to the definition of true sen-
tence of L(i) “explicitly states something knowledge of which would suffice for inter-
preting utterances by speakers of the language”.** There are doubts about this kind
of formulation. My own view would be that the question it answers should never
have been permitted to arrive at the point where it could exact either this or any
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remotely similar answer. The thing the definition of truth for L(i) is answerable to is
how things are with the social object that is the language L(i) — not how things are
with the speakers past and present in virtue of whose existence that language is
extant. The question for anyone who would define truth for L(i) is this: how have
we to see L(i) — how must we parse it and segment it — in order to understand why
its sentences mean this or that? How do we have to see L(i) in order to get principles
by which we work out what its more complicated or obscure L(i) utterances mean?
Again, why do L(i) sentences have to be translated into foreign tongues on this
principle rather than that principle in order to arrive at a passable version of what
was originally said? In so far as purposes such as working out what sentences mean
and discerning principles of translation do not force us into one sort of grammatical
description rather than another, there may be indeterminacy about the properties
of L(i). But that is nothing new. Nor does it render it indeterminate which object the
language L{i) is. L(i) is a historically given thing, changeable no doubt, and always
in process, but a persisting social object nevertheless. It is not in any reprehensible
sense a vague or indeterminate (that is mythical) object.

26. One last question. What, then, after all these twists and turns, was the
advantage of going by the Tarskian route to our final destination? One alternative
might have been to reflect that we never really define or reduce anything in philo-
sophy. So someone might ask: why not gloss the notion of meaning in a free-
wheeling fashion by simply using it and involving it with all the collateral notions
that are imported by the idea of interpretation?*’ Such, after all, is the method of
philosophical elucidation — the method we have learned not to hope to improve
upon.

There is much to agree with in this objection — the Davidsonian account is an
exercise in elucidation too — except that the principal contention seems wrong. It
seems wrong to suggest that we should deny truth its foundational place in the
elucidation of meaning. For there is a real advantage in going by the Fregean and
Tarskian way. It is true that Tarski's construction, which consolidates Frege's, is
conditioned in the first instance by Tarski’s deep suspicion of primitive semantic
notions, and this is a suspicion one may not share. But suspicion of the semantical
as such is not the only possible reason one might have to applaud the fact that
Tarski gives his construction in terms of simple truth (not truth in a structure/
model),** that he introduces semantic notions deliberately and in a measured fash-
ion, and defines notions like satisfaction and the valuation function (*) by fixing
their extension. One may applaud all this not because one thinks semantic notions
really are suspect, but because an account of meaning that builds on Tarski's
construction helps to show how meaning is possible. By seeing the definition of “true
sentence of L(i)", for any language L(i) as needing to be built up in this careful and
austere fashion, while the output of the definition is constrained in a manner that
is irreducibly non-austere (and as messy as the social always will be), we can
understand something about how it is possible for there to be such a thing as the
semantical, and on what conditions it is possible, namely the existence of both the
compositional (in the small) and the social (in the large).
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‘On the object of my concept-writing’ (1883) in Nachgelassene Schriften, translated in
Posthumous Writings. For the concept-writing itself, see Begriffsschrift, eine der arith-
metischen nachgelbildeten Formelsprache des reinen Denkens (Halle 1879).

See Grundgesetze der Arithmetik (1893). In this work, section 32 and the preceding
sections consolidate, codify and complete the doctrines of (direct) sense and reference
explored and expounded in ‘Ueber Sinn und Bedeutung’, pp. 25-50. (Assiduously
avoid the paperback, in which the translation has been revised and mismatched with
the standard Fregean terminology that is adopted in this Companion.)

Die Grundlagen der Arithmetik.

See Grundgesetze der Arithmetik (1893).

See Begriffsschrift (1879), n. 1.

In view of the confusion surrounding this mathematical term, Frege did not call them
‘variables’.

Tractatus Logico-Philosophicus (1921). I translate Satz here not as ‘proposition’ but as
‘sentence in use’, in order to mark and preserve the continuity (as well as the discon-
tinuity) with Frege, who always used Satz to mean what we now mean by ‘sentence’.
I think Wittgenstein effectively answers the complaint that Frege has nothing to say
about what it is to understand a sentence or grasp a thought. For this complaint —
justifiable enough, perhaps, when directed against such traditional accounts as the
one given in Church (see § 04 of Introduction to Mathematical Logic. Princeton, 1994) —
see e.g. Dennett, The Intentional Stance, p. 123: ‘Frege does not tell us anything about
what grasping a thought consists in.” In fact, it would be much fairer to complain
against him (if one thinks this a matter for complaint) that, by introducing the thought
as that which one grasps by virtue of grasping the acceptance/rejection conditions of
something linguistic, Frege must acquiesce, not in a vacuous platonism of noeta, but in
a potentially highly controversial quasi-linguistic view of thinking, namely the view of
thinking as the soul’s internal dialogue with itself. Interestingly, this view really is
Platonic (as well as plausible, when modestly construed): ‘The soul when it thinks is
simply conversing with itself, asking itsellf questions and answering, affirming and
denying. . . . SoIdefine one’s thinking as one’s speaking — and one’s thought as speech
that one has had — not with someone else or aloud but in silence with oneself," Plato,
Theaetetus 189"-190*. On this and cognate matters, see now Dummett, ‘The philoso-
phy of thought and the philosophy of language’.

For Davidson's version, see ‘Truth and Meaning'. For various formulations of this and
cognate apparent difficulties, see Ayer, ‘Truth’; Wiggins, ‘On sentence-sense, word-
sense, and difference of word sense’, pp. 18-19; Strawson, Meaning and Truth, Inaugu-
ral Lecture, Oxford 1969; and Foster, ‘Meaning and Truth Theory’. See also Davidson's
‘Reply to Foster’, on which see below, n. 37.

Here I borrow an expository idea from Michael Dummett. See his Frege: Philosophy of
Language, pp. 227-8.

They might, however, suffice to derive some unwanted biconditionals, e.g. those like
[True [A or A]if and only if A is true and A is true], which can be derived by exploiting
the simplest resources of ordinary deduction. To exclude such biconditionals we must
rule that a biconditional in the form ‘s stands for the True if and only if p’ be derived
from the stipulations by a certain canonical proof procedure that exploits the sense-
giving stipulation for each constituent of s and then halts, abstaining from needless
detours through logical equivalences that are not needed for the deduction of the first
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biconditional. Alternatively, we must adapt © and weaken the deductive apparatus
that it uses to arrive at the point where we can show that -0 s is true iff (. . .). It may
perhaps be possible to adapt O to deliver everything that is needed by means of the
substitutions that are licensed by equivalences and identities. Richard Grandy has
discussed this approach.

For some discussion of these issues, see my ‘On the sense and reference of predicate
expressions’, with reference there to V. Dudman and P. Sen.

N.b. no quotation marks here: see n. 13 and reference below.

For the use of the relative pronoun ‘what’ in connection with the references of predi-
cates, see Frege, Posthumous Writings, p. 122.

In so far as doubts persist, they relate to Axiom V of the system of Grundgesetze and the
paradox generated by Frege’s construction of arithmetic, not to the notions of sense
and reference as such.

For ].L. Austin’s theory of locutionary, illocutionary and perlocutionary acts see How
to Do Things with Words. A rhetic act is an act of using vocables with a contextually
determinate sense and reference and in such a way that one can be reported as saying
that —. For the connection between the locutionary and the rhetic, for the connection
between Austin’s researches and post-Austinian developments and for much else be-
sides that belongs in the areas I have so roughly blocked in, see Hornsby, “Things done
with words’.

If the inner core of a theory of sense for a given language is stated truth-conditionally,
then the immediately adjacent next outer portion of that larger theory comprises the
theory of the other linguistic moods of L(i). This will identify linguistic acts as acts of
specifically asserting that [the sun is behind cloud, say], asking whether [the sun is
behind cloud] or enjoining (again in the thinnest possible sense, and however vain-
gloriously in this particular case) that [the sun be behind cloud]. Cp. McDowell,
‘Truth conditions, bivalence and verificationism’, p. 44, who assigns this task to a
‘theory of force’ (note that this is not Dummett’s usage of that expression: “Truth
conditions’, p. 416). For the reasons why one might hive this task off from a theory of
force in Austin's more general sense, see Davidson, ‘Moods and performances’, pp.
109-21. See also Hornsby, ‘Things done with words'.

Philosophical Remarks, ed. by Rush Rhees, transl. by R. Hargreaves and R. White:
Blackwell, 1975.

My recollection from being an undergraduate at Oxford during the 1950s at the time
when Austin was giving the lectures he then called Words and Deeds (1954-5), but
before the appearance of Grice's article ‘Meaning’ (1957). is that in that period the
doctrine then current about the meaning of words and sentences was simply a gener-
alization of the Wittgensteinian thesis that meaning was use. There was no audible
trace of the idea that to know the meaning of a sentence was to know what it would
take for it to be true. To judge by my experience three years later in the Princeton
philosophy department, the situation was very much the same in North America.

It is true that in the 1950s, Frege's writings were being translated. But neither The
Foundations of Arithmetic nor ‘On sense and reference’ (the one paper which Carnap,
Quine, Feigl and Sellars had made familiar to all professional philosophers) explained
what the sense of a sentence was to be. Nor did any of Geach’s and Black's other
Selections. It is true, too, that Tractatus 4. 024 was legible enough. But by its apparent
archaism the picture theoretical framework obscured the doctrine.

Dummett, ‘Truth’. It is noteworthy that, in the several decades here under consid-
eration, Wittgenstein’s is the one clear, philosophically salient formulation of the
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connection that Frege discerned between sense and truth-condition. Frege’s doctrine
on this point is conspicuous by its absence from expositions where we might have
expected to find it, such as those of Alonzo Church at § 04 of his introduction to
Introduction to Logic (Princeton 1956) and Rudolf Carnap at § 33 of Der Logische Aufbau
der Welt. (For Carnap’s own insufficiently remarked final return to a Fregean position,
without explicit acknowledgment to Frege, see Introduction to Semantics, p. 22.)

I have wondered whether it is something connected with the blind spot I seek to
explain in the text that accounts for the strange neglect of Richard L. Cartwright's
definitive improvement of Quine's criterion of ontological commitment, namely his
reformulation of this in terms of rules of truth. See Cartwright’s ‘Ontology and the
theory of meaning’, an article that rehearses and resolves difficulties that were still
under active discussion a whole decade later.

By ‘methodology of the deductive sciences’ was meant, inter alia, the systematic study
of such notions as sentence, consequence, definition, deductive system, equivalence, axiom
system independence, consistency, and completeness.

See Tarski, ‘The concept of truth in formalized languages’; also ‘The semantic concep-
tion of truth’ and ‘Truth and proof’.

Having determined the extension of these concepts, of the true and the provable, he
could inquire in the metalanguage whether they coincided. Tarski showed that the
metalinguistic definition of ‘provable in L(i)’ — a purely syntactical notion — could be
defined within L(i); but that, for any L(i) of sufficient expressive power, the definition of
‘true in L(i)' could not be stated in L(i). The true and the provable could not, then,
coincide.

See especially pp. 110 and 252 of Tarski, ‘The concept of truth’; see also ‘Truth and
proof’.

That is, as Tarski puts it, ‘concepts which, roughly speaking, express certain connec-
tions between the expressions of a language and the objects and states of affairs re-
ferred to by those expressions’.

Or rather, the extensionally defined counterpart of reference, namely the valuation or
asterisk function as it is defined for each L(i). For the importance of not beginning by
calling this function that of ‘reference’. see McDowell, ‘Physicalism and primitive
denotation’.

The metalanguage is the language in which one may speak of whatever the object
language speaks of and also of the expressions of the object language in their relation
to what the object language speaks of.

See the Bibliography to Tarski, ‘The concept of truth’.

Elementy Teorji Poznania, pp. 106-7 in the English translation. Note that neither Ko-
tarbinski nor Tarski takes this schema to be the recipe for a redundancy or deflationist
or (as Tarski says) nihilistic theory of truth. Indeed, Tarski sometimes claimed to be
coming to the rescue of the correspondence theory — though this claim must be taken
with a pinch of salt. (Nothing in Tarski's theory can vindicate the idea that truth is to
be defined in terms of a relation between sentences and states of affairs. Nor is there
anything essential to the Tarskian construction that will vindicate the classical con-
ception of truth as bivalent. Such questions remain open.)

For the claim about Tarski and Kotarbinski, see Wiggins, Needs, Values, Truth, pp. 333—
4. (In addition to making general reference to Kotarbinski's book, Tarski refers also to
lectures in Warsaw by Lesniewski. But the main burden of that acknowledgment
seems to relate to the semantic paradoxes.)

For the failure of several current proposals to deliver this result by the method (which
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is not Tarski's official method) of simply conjoining ‘partial definitions’, see § 2 of
Milne’s ‘Tarski on truth and its definition’.

Cp. ‘The concept of truth’, p. 187.

Material adequacy is adequacy to the subject-matter, which is truth. It therefore en-
tails non-accidental fidelity to the extension of the predicate. To think of the material
conditional/bi-conditional will excite wrong associations. See Tarski (1931), p. 129.
See Davidson, ‘Carnap’s Methods of Intension and Extension’.

See again Grice, ‘Meaning'. See also Chapter 3, INTENTION AND CONVENTION.

See ‘Truth and Meaning’, 1967.

It can be proved that, if there is one theory that provides a true T-sentence for each
sentence of the language L(i), then there will automatically be a second such theory,
and the interpretations to be read off the second theory will be different from those to
be read off the first. See Evans’s and McDowell’s editorial introduction to Truth and
Meaning (Oxford, 1976). Their finding is not supersedéd by the footnote that Davidson
added in 1982 to the Inquiries reprint of ‘Truth and Meaning’ — p. 26, n. 10 — however
illuminating the footnote might be in other ways.

See also Chapter 8, RADICAL INTERPRETATION.

Objections have mostly related to Davidson's free-wheeling use of the idea of an inter-
preter’s needing to find what sentences a subject holds-true. It must be noted, however,
that Davidson has persisted in this part of his original presentation, and has developed
it further in his Dewey lectures, Journal of Philosophy, 1990.

See Grandy, ‘Reference, meaning and belief’; Evans and McDowell, editorial intro-
duction to Truth and Meaning; McDowell, ‘Bivalence and Verificationism', § 1; and
McDowell, ‘On the Sense and Reference of a Proper Name'.

See McDowell, op. cit.; also for some further suggestions, see Wiggins, Sameness and
Substance, p. 222, and Needs, Values, Truth, ch. 4 (ad init.).

That is to say that I see language as a social object with a past. a present and a future,
something that is for each generation of speakers an objet trouvé, with words and
modes of combination possessed contingently of this, that or the other meaning. Lan-
guages are not, on this conception, abstract objects defined by their syntax or seman-
tics. (As Nietzsche remarks, nothing with a history can be defined.) What the syntax
and semantics (as of t) are answerable to is the state of this language (as of t), not the
states of the speakers who aspire to speak that language.

See their respective contributions to Evans and McDowell, Truth and Meaning.

That is to say that they shy away from representing that this is the theory that speakers
actually use. Davidson, however (who has so much to lose from misunderstanding
here), has not, when he has spoken of speakers and interpreter’s ‘theories’, exercised
all the caution I should have counselled on this matter. See, for one instance among
several, ‘A nice derangement of epitaphs’.

See e.g. the approach to meaning of Sainsbury, ‘Understanding and theories of mean-
ing’, pp. 127-44; and of Davies, Quantification, Meaning and Necessity.

On this point, see again Milne, ‘Tarski on truth and its definition’.
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Meaning, use, verification'

JOHN SKORUPSKI

1 Meaning as use

1.1 Introductory

Language has been the focus of the analytic tradition in twentieth-century
philosophy. A good deal of that philosophizing about language has drawn its in-
spiration from a simple-sounding idea: to understand a word is to know how to use
it. The formulation is particularly associated with Wittgenstein. But the idea itself
has had immensely wide influence. It was important in logical empiricism — the
empiricism of Vienna in the thirties — and also in ordinary language philosophy in
Oxford after the Second World War. It can be traced to the nineteenth century: for
example, one might see it as a central feature of Peirce’s pragmatist conception of
meaning, or as a generalization on the reflections of philosophically minded math-
ematicians and scientists, in the latter part of the nineteenth century, about the
meaning of scientific and mathematical calculi. (Notable among many were Mach,
Poincaré and Hilbert.) From the idea that use exhausts meaning important conse-
quences have seemed to flow: the elimination of metaphysics, the dissolution of
sceptical paradoxes —the pseudo-problematic nature of certain classical philosophi-
cal questions.

However, this essay will not trace the nineteenth- and twentieth-century
sources of the idea.” Nor will it examine the question of its grand philosophical
implications, though these possible implications are of major importance. Our
task here will be simply to assess the idea itself. We shall examine how it leads
to a distinctive conception of meaning which I will call the ‘epistemic conception’
(1.3-5). Verificationism, an influential doctrine about meaning associated with
the Vienna Circle, may be presented as a special case of this conception: 2.1-3
will consider what verificationism is, its difficulties, and whether there can be a
non-verificationist but still epistemic conception of meaning. In 3.1-2 [ will
argue that important insights contained in the epistemic conception can be re-
tained even if we treat them as insights about the normative nature of concepts
rather than as insights about the form of language-rules. And I will consider the
effect of doing this on an influential doctrine whose modern form is closely associ-

" ated with the epistemic conception of meaning — the doctrine that the a priori is the
analytic.
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1.2 Meaning and use in Wittgenstein

‘Meaning is use’ says that use, function in a language, completely exhausts mean-
ing. To understand an expression or sentence is to master its use within a
grammatically structured means of communicating, that is, a language. No more is
required for full understanding than whatever is required for that. But although
this formulation is particularly associated with Wittgenstein, what he intended by
it is a matter of controversy.’ The invocation of use evoked a cluster of ideas, and
commentators have highlighted different elements in this cluster.

Wittgenstein begins the Philosophical Investigations (2nd edn, 1958) with a cri-
tique of a conception of language according to which

Every word has a meaning. This meaning is correlated with the word. It is the object
for which the word stands. § 1 (p. 29

If we are mesmerized by the idea of meaning as a ‘correlation’ between a word and
another thing, we misconceive what it is to understand a language.

Wittgenstein has many things to say against this mesmeric conception. He is
particularly concerned to draw attention to the diversity of language uses, the
variety of speech acts linguistic utterances can be used to perform - the many
things you can do with words. Language is not just used to assert and describe. Nor
are words just used to designate things. But we shall not be concerned with various
important points he makes about the diversity of language-use. (Baker and Hacker,
1980, provide a comprehensive commentary.) Our topic can be pinned down by
distinguishing two criticisms of the correlational model. The first, widely made by
many philosophers interested in language at least from Bentham onwards, is that
certain expressions which seem to designate something may turn out, on analysis
of their use in sentences in which they occur, not to do so. This is shown by
producing a paraphrase of sentences in which the expressions occur, which pre-
serves the meaning of the sentences but eliminates the expressions. This point does
not put in question the correlational model of meaning as such.

The other point is more thoroughgoing and deeper. It is that the model of desig-
nator and thing designated is a philosophically misleading prototype of meaning. In
making this point, one does not need to deny that that a designation or ‘semantic
value’ is associated with every ineliminable non-empty term, in virtue of its mean-
ing. For example, the word ‘yellow’ will designate the property yellow —or a Fregean
concept or the class of yellow things, or whatever the right account of its semantic
value is — and we will understand that (inexplicitly) when we understand ‘yellow’.
But we can ask what it is to have that understanding. The sentence, ‘The English
word “yellow” designates the property yellow’, cannot be employed to explain the
meaning of ‘yellow’ to someone who does not understand the word. Its meaning
can be explained to someone who already understands another language, by using
that language (‘ “Yellow” en anglais signifie jaune.’). But to someone who does not
already understand another language it must be explained in other ways. Attend-
ing to the ways in which the meaning of words is actually explained gives us an
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overview of their use and thus of the rules which govern that use. These rules
constitute their meaning in the language.*

This line of argument for the conception of meaning as use will be a main topic
in what follows. I will call it ‘the Constitutive Argument’, since it is about what
constitutes such metalinguistic knowledge as that ‘yellow’ in English designates
yellow. We return to it in 1.5 and again in 3.1-2. But finally in this section I want
to note a point which is often connected with the Constitutive Argument in
Wittgenstein's discussions of language — and also with his reflections on rule-
following. In Philosophical Remarks (1975), for example, Wittgenstein says

in a certain sense, the use of language is something that cannot be taught, i.e. I cannot
use language to teach it in the way in which language could be used to teach someone
to play the piano. — And that of course is just another way of saying: I cannot use
language to get outside language. (p. 54)

Now if the use of language is what cannot be taught, and meaning is use, one
might conclude that meaning cannot be taught. But Wittgenstein only says
that in a certain sense it cannot be taught. What does he mean? Any rule or
instruction given for the use of a word must be given in language, understood
broadly to cover all signs. Signs can only convey meaning if at some point there is
a natural uptake of how they are being used. It is that natural uptake which cannot
be taught —it is a condition of the possibility of teaching a language to someone that
teacher and pupil share it. In this sense “Language must speak for itself” (Wittgen-
stein, 1974, p. 40). In grasping a language-rule, I grasp its applications — but this
cannot require grasping further rules determining what its application to particu-
lar cases is. A being which grasps and applies rules must have spontaneous norma-
tive responses about the right way to apply a rule in a given case: responses not
determined by a further rule. That normative dimension of understanding a sign
cannot be conveyed by instruction in rules, but is presupposed by the very process
of instruction.

We shall come back to this point as well in 3.1-2. For the moment I simply note
its compatibility with the previous one, which was that rules which constitute the
meaning of a sign should be thought of as rules for its use. Nothing we have said so
far precludes the possibility that such rules of use may be stated explicitly and
systematically for a whole language, yielding thereby a theory of meaning for that
language. Wittgenstein would probably have opposed such a view. But although it
is true that rules of use presuppose normative responses which are not themselves
codifiable as rules, that in no way shows that the rules do not exist or cannot be
systematically exhibited.

So we turn now to the idea that meaning-rules are rules of use, rules for doing
things with words.

1.3 The priority thesis and the epistemic conception of meaning

" Consider the speech act of assertion. It may or may not be the case that an account

of it has to be given before we can give an account of other uses of language. It is at
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least clear that the assertoric use is a main use of language, for which there must be
rules of use.

The most straightforward assumption to make about those rules would be that
they combine to specify when a sentence in a language is correctly assertible. So
where L is a language and S is a sentence in L, the specification has the form

(RA) Sis correctly used to make an assertion in L ifand only if . . .

Let us call the condition indicated by the dots on the right-hand side of ‘if and only
if’ the assertion condition. Rules for the use of a word would contribute to determine
assertion conditions for sentences containing that word.

In (RA) the notion of correctness is being used in a particular sense. It is
correct, in the relevant sense, to use the sentence to make an assertion just if
one is justified in making the assertion thereby conveyed — but questions of
such matters as etiquette are not at issue. What is meant is that one is justified
in thinking that assertion true. And the word ‘true’ is to be taken in its broadest
sense, the sense in which any assertion whatsoever formally aims at truth. Truth
in this sense may be partially characterized as a property F, such that. for
any assertion A whatsoever, if it is shown that there is no adequate ground
to hold that A has F, reason (as against etiquette, discretion etc.) requires with-
drawal of A.

Why does the relevant notion of correctness relate in this way to the broad
notion of truth? Because of what may be called the basic principle of the practice of
assertion:

(A) One correctly uses a sentence to make an assertion if and only if one is
justified in believing, of the proposition expressed by that use of the sen-
tence, that it is true.’

Let us call this kind of correctness ‘epistemic justification’ — one uses a sentence
correctly if one is epistemically justified in using it to make an assertion. So now we
conclude that, in general, the assertion condition of a sentence will have to spell out
its basic form of epistemic justification.’

In 2.3 we ask whether, even granted a conception of meaning as use, a sen-
tence’s meaning should be thought of as given exhaustively by its assertion condi-
tions, or whether account should also be taken of the inferences it licenses. But
perhaps our initial assumption — that rules fixing the assertoric use of a language
should issue in direct specifications of the RA form — has been too speedy anyway?
Look again at principle (A). It says that what one asserts and what one believes to
be true is a proposition, not a sentence. If we reflect on that it may well strike us that
the (RA) form over-ambitiously combines two tasks which should be kept separate.
One task, that of the theory of meaning proper, is to specify for any sentence in L
what proposition it expresses. (In the course of doing that in a finite systematic way,
the theory will also have to specify for any expression in L what concept it ex-
presses.) Another task is to give an account, for various kinds of propositions, of
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when one is justified in believing them to be true. This second task does not belong
to the theory of meaning, but to epistemology.

Philosophers in the thirties (Wittgenstein and the Vienna Circle) who took it that
the way to specify the meaning of a sentence was (RA) also rejected this division
between semantics and epistemology.” How are these theses connected?

A grounding idea is that there is no language-independent account to be given of
concepts and propositions. To talk of concepts or propositions is simply to talk indi-
rectly of the use of expressions and sentences in languages — classes of same-use
expressions and sentences. Grasping a concept is understanding (the use of) an
expression in a language. Grasping a proposition is understanding (the use of) a
sentence in a language. Attitudes to propositions and concepts are attitudes to
sentences and expressions in a language. We cannot explain understanding an
expression or sentence as knowing what concept or proposition it expresses — as
though that concept or proposition were an entity independent of language, and
‘understanding what concept or proposition is expressed’ were a matter of knowing
the correlation between the bits of language which do the expressing and the pre-
existing non-linguistic item which is expressed.

Call this thesis the priority thesis." It says that an account of concepts and
concept-possession is dependent on an account of language-rules and language-
understanding. It does not deny that it can be useful to talk of concepts and
propositions. It is not denying the truth of principle (A). It is a positive thesis about
what such talk amounts to. Talking about concepts and propositions is a way of
talking about language-understanding, without specifying the particular lan-
guage. It has a negative side — concepts and propositions have no explanatory
role in the epistemology of understanding. We do not explain how a person under-
stands the meaning of a word by saying that he or she possesses the concepts it
expresses and knows that it expresses that concept. For possessing the concept just
is knowing how to use the word (or some synonym) and that is what constitutes
understanding it.

It is the priority thesis which seems to produce the conclusion that semantics
and epistemology are one and the same. We may call this the identity thesis; for it
denies that there are language-independent concepts which generate their own
language-independent epistemic norms. There are only rules of language. Epi-
stemic norms, the subject-matter of epistemology, are simply rules of classes of
language — the subject-matter of semantics.

As I have noted, the slogan ‘meaning is use’ can be associated with a cluster of
ideas in Wittgenstein's work, and its interpretation is controversial. It is clear that
he himself directs it against the correlational model, and that he presents instead a
conception of understanding as grasping language-rules which are like rules for
making moves in a game. So he is not envisaging a reductive account of language-
understanding in non-intensional terms, as some have thought (see e.g. Horwich,
1995). To say that understanding consists in mastery of rules which are like rules
of a game is still to give an intensional account — an account which attributes to
language-users judgements about whether, for example, it is permissible or correct
to utter a sentence. But we also thought it unlikely that Wittgenstein himself
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intended his emphasis on use to yield a systematic theory of meaning for a lan-
guage. In order to leave that interpretative question clearly open, it will help to
have a name other than ‘use theory’ for the view which does aspire to develop the
idea of meaning as use systematically. Various names have been used — ‘criterial
semantics’ (Baker, 1974, Peacocke, 1981), or ‘anti-realist semantics’ (Wright,
1987, ch. 7); ‘verificationist semantics’ (Putnam, 1983), or ‘justificationist
theory of meaing’ (Dummett, 1993Db). A first statement of this view is that ground-
rules of meaning (for assertoric sentences) take the (RA) form, and that accounts of
the meanings of words in a language must be given in such a way as to entail
statements of that form for each assertoric sentence in L. Let us call it, non-
commitally, the epistemic conception of meaning (EM): ‘conception’, in that it
proposes what the form of a theory of meaning should be; ‘epistemic’, because the
meaning-rules it envisages state when assertion of a sentence is epistemically justi-
fied. This is only a first statment of EM: in 2.3, as I said, we shall consider the
possibility of broadening it beyond this initial, verificationist form, letting it take
into account what inferences assertion of a sentence justifies. But this form will do
for the moment.’

The priority thesis seems to lead to the identity thesis and thus to EM. In identi-
fying rules of language-use with rules of epistemic justification it gives EM a parti-
cularly sharp and central role in philosophy. Just one story now gives a unified
account of the meaning and the epistemology of L. The epistemic conception of
meaning might just as well be called the semantic conception of epistemology. In
effect it does away with the traditional philosophical discipline of epistemology.
That does not make ‘epistemic’ a misleading word - it abolishes epistemology
because it is an epistemic conception of meaning.'’

This kind of view is central to logical empiricism. Logical empiricism held that
there are only factual propositions — the province of science — and recommenda-
tions about how to speak or, more generally, what to do. There are no non-factual
propositions, and there are no factual propositions which lie beyond the province of
science. A language is a set of recommendations, or rules. The rules stipulate when
a sentence in the language is assertible.

Think of the assertion condition as specifying an information state of the
language-user. It can consist in justified beliefs or in states of experience. An
important point is that every aspect of this state is accessible to the language-user.
Whether or not one is in a state of experience, has a belief, has a justification for that
belief — all this must be reflexively transparent if the rule is to be a rule of use. It must
be possible in principle for me to tell, by reflection on my state of information alone,
what it is and whether it warrants assertion of a sentence. If rules of use did not
have this form I could not directly apply them: I would have to have a further
criterion to tell whether the antecedent of the rule obtains.

Distinguish this from another point: must there be an effective procedure for
deciding whether evidence warranting assertion of a sentence can be obtained or
not? That is, must it always be possible to enlarge one’s information state, by a
specifiable method, to a point where one can authoritatively assert either that
evidence warranting its assertion is available or that it is not? No. The requirement
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is that it should be transparent whether a sentence is assertible in an information
state. That question must be effectively decidable. But the sentence itself need not in
any sense be effectively decidable. One must be able to tell whether one's informa-
tion state warrants the assertion ‘There is evidence warranting assertion of S’,'' If it
does not, it’s not required that one has a procedure for getting into an information
state which decides the issue.

1.4 The truth-conditional conception of meaning

So the suggestion is that the priority thesis leads to EM, via the identity thesis. But
we must now consider an analysis of meaning which seems to show that the
suggestion is wrong. If this analysis is satisfactory, then the priority thesis does not
entail the identity thesis, and therefore does not force EM.

The proposer of this analysis agrees that there must be rules which determine
the correct assertoric use of sentences in L. But he insists on the point made in the
previous section (1.3) — those rules need only determine, for any particular sen-
tence which can be used to make an assertion, what that assertion is. His claim is
that we can formulate rules which do that, without making explanatory appeal to
grasp of concepts and propositions, and without casting them in the RA form. They
will be cast in such a way as to yield, instead, a statement for each assertoric
sentence of the condition under which it expresses a truth (in the broad sense of
truth invoked in 1.3). Such an account, he argues, tells us what each assertoric
sentence says — and remains consistent with the priority thesis.

So instead of specifications of meaning of the RA form, this theory of meaning
proposes to make do with specifications of the form

(RT) Sistruein L ifand onlyifp

(‘is true in L' means ‘expresses a truth when used literally and assertorically in
L)

Let us call this a truth-conditional theory of meaning. Like any other theory, it will
need to make use of the compositionality of meaning: the fact that the meaning of
a sentence is a function of the meaning of its constituent expressions. And it is this
feature of the theory —its appeal to compositionality — which is supposed to yield an
account of understanding compatible with the priority thesis.

Consider for example the sentence, ‘Ammonia smells.” Its meaning depends on
the meaning of ‘ammonia’ and ‘smells’ and its syntactic structure. How might we
spell out this dependence? Suppose the meaning of the words is given by ‘diction-
ary’ rules like this:

(1) ‘Ammonia’ is true (in English) of ammonia
(2) ‘smells’ is true (in English) of x if and only if x smells

And the syntactic structure is given by this ‘compositional’ rule:

(3) ‘Fa’is true (in English) if and only if ‘F’ is true of that which ‘a’ is true of

35



JOHN SKORUPSKI

Substituting ‘ammonia’ and ‘smells’ into (3) and using (1) and (2) we can deduce
that

‘Ammonia smells’ is true (in English) if and only if ammonia smells.

So we know this equivalence solely on the basis of knowledge of those semantic
rules of English in virtue of which (1)—(3) hold, plus the very basic logic involved in
deriving it. That being so, the suggestion now goes, we know that the English
sentence ‘Ammonia smells’ expresses the proposition that ammonia smells. For
suppose that English sentence ‘Ammonia smells’ expresses a proposition P. Then I
ought to be able tell that ‘Ammonia smells’ is true if and only if P is, just by knowing
the semantic rules of English plus the basic metalogic of the theory. But let P = (say)
the proposition that water is odourless. Then although it is true that ammonia
smells if and only if water is odourless, I need to know that in order to recognize that

‘Ammonia smells’ is true in English if and only if water is odourless.

Although, in this example, the biconditional which I need to know is a posteriori,
the point does not turn on that. Consider, for example, the proposition that 2 + 2 =
4 ifand only if 3 + 3 = 6. This may be known a priori. But I still need to know it, as
well as dictionary and compositional rules, to know that

‘2 + 2 = 4’ is true in English if and only if 3 + 3 = 6.

In general, a sentence S in L expresses the proposition that p just if, by virtue of
semantic conventions of L alone, $ is true if and only if p. If I know an instance
of this biconditional for every sentence in L which has an assertoric use, and I
know it compositionally — through a grasp of the semantic value of the terms
from which it is formed — then I have a complete grasp of L’s assertoric power. So
there seems to be no need to appeal to an account of the assertion conditions of
sentences in L to account for the assertoric uses to which L may be put. The truth-
conditional theory itself, so far as we have sketched it, seems consistent with the
priority thesis. It does not mention concepts or propositions in explaining what it is
to understand a language.'” Moreover, it seems to provide a language-relative
account of how one comes to know a proposition. Knowing the semantic conven-
tions of L is knowing, for any sentence in L, what proposition it expresses. Which
one? The one that is true solely on condition that that sentence expresses a truth. So
grasping the proposition that ammonia smells can consist in understanding
English and then grasping it as the proposition which is true solely on condition
that ‘Ammonia smells’ expresses a truth in English. (Or it can consist in under-
standing some other language L and grasping it as the proposition which is true
solely on condition that the sentence in L which is in fact synonymous with ‘Am-
monia smells’ expresses a truth.)

Thus the truth-conditional theory seems to be consistent with the priority thesis,
in that it does not make explanatory appeal to the notion of language-independent
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concepts and propositions. On the other hand it does not seem to require endorse-
ment of the identity thesis either. It dovetails with the basic law of assertion, (A): I
know that it is correct to assert a sentence S in L if and only if  have reason to think
it expresses a truth — and the truth-conditional theory tells me what the truth-
condition of S in L is. To know the assertion conditions of S in L. I must both know its
truth-condition, and also know the epistemology which links with that truth-
condition. But that latter knowledge, knowledge of the appropriate epistemology, is
not given by the truth-conditional theory of meaning itself. So the argument from
the priority thesis to EM seems to break down."’

1.5 ‘Full-bloodedness’

If it does break down, that must mean that the identity thesis is stronger than the

priority thesis. It must mean that the priority thesis can be upheld consistently with

a firm distinction between epistemic norms and rules of language. But can it be?
It is certainly true, as argued in the previous section, that if we know that

‘Ammonia smells’ is true (in English) if and only if ammonia smells

and we know that on the basis of knowledge of semantic conventions of English and
very basic logic alone, then we know what proposition the sentence expresses —i.e.
that ammonia smells. But, as Michael Dummett (1974) has stressed, we can still
ask what it is to know that ‘Ammonia smells’ is true (in English) if and only if
ammonia smells. Call the proposition which is known — it is a metalinguistic propo-
sition about English — ‘M’. There is a difference between knowing M, and knowing
that the metalinguistic sentence which expresses it is true. I could know that this
sentence in the metalanguage (which in this case is itself English) expresses a truth
without knowing what the object-language sentence meant, because I could know
it to be true in English without grasping the proposition it expresses. (Compare:
knowing that ‘Lublin jest polskim miastem’ expresses a truth in Polish, because you
have been told authoritatively that it does, but not knowing what proposition it
expresses.)

Can this point be deployed against the truth-conditional theory and in favour of
EM? Is it an application of the Constitutive Argument (1.2)? To deploy it in favour
of EM one must take as one of its premises the priority thesis — which the truth-
conditional theorist considered in 1.4 claimed to accept. The priority thesis says
that to explain what it is to grasp a particular proposition is to give an account of
what it is to understand some particular sentence or other. Now suppose we try to
combine that with the claim that understanding ‘Ammonia smells’ is to be explained
as consisting in a grasp of M. By the priority thesis, grasping M must then in turn be
explained as consisting in understanding some sentence. What sentence? Well, we
could say that grasp of M is explained by giving an account of what it is to under-
stand ‘Ammonia smells’ itself — but that would now put us in an explanatory circle.
Apparently, then, we have to say that grasp of M is explained by giving an account
of what it is to understand a sentence which expresses M. And then, by the same
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argument, we shall have to say that understanding that metalinguistic sentence
will in turn be explained as grasping the higher-level metalinguistic proposition
which specifies its truth-condition. Obviously, this won't do. It cannot be the case
that every language is understood only by prior understanding of a metalanguage
in which biconditionals about truth-conditions of sentences in the language are
expressed.

But the choice between a vicious circle and a vicious regress arises from the
attempt to combine the priority thesis with the claim that understanding a sentence
is to be explained as consisting in a grasp of the metalinguistic proposition which
specifies its truth-condition. Thus, if we accept the priority thesis we must reject
that claim.

This spelling-out of the Constitutive Argument makes the priority thesis one of
its premises. Similar reasoning forces rejection of the claim that understanding a
word is to be explained as consisting in a grasp of a metalinguistic proposition — one
which specifies its semantic value, or specifies the concept it expresses. Thus we are
led to the conclusion that the theory of meaning must, in Dummett’s words, be ‘full-
blooded’ and not merely ‘modest’. A modest theory of meaning, he says, is

not intended to convey the concepts expressible in the object-language, but to convey
an understanding of that language to one who already had those concepts.

while a full-blooded theory should,

in the course of specifying what is required for a speaker to grasp the meaning of a
given word, . . . explain what it is for him to possess the concept it expresses. (1993a,
p. viii)

The point is that if we accept the priority thesis then we must reject the idea that
understanding a word or a sentence can quite generally be explained as grasping a
metalinguistic proposition which exhibits its meaning by specifying its semantic
value or its truth condition. On the contrary, we shall have to be able to say that
grasping a metalinguistic proposition of that kind can consist in understanding the
word or sentence which it is about. For example, grasping M can consist — if one’s
home language is English — in understanding ‘Ammonia smells’: the very same
understanding as is involved, in that case, in grasping the proposition ammonia
smells."* Explaining what it is to possess a concept or grasp a proposition becomes a
task for the theory of meaning, and not for some other branch of philosophy. Hence
there must be a part of the theory of meaning which does more than simply stating
what expressions of the language are true of and deriving from that truth-
conditions for sentences of the language. There may be a truth-conditional part of
this kind, but there must also be a part which goes beyond it. And this part will
conform to the epistemic conception of meaning.

But if we take this part to consist in the specification of assertion conditions for
sentences in the language, won't the argument we have just considered apply to it
as well? Won't it equally show that understanding ‘Ammonia smells’ cannot con-
sist in knowing the proposition that ‘Ammonia smells’ is assertible iff . . . ?
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To this the EM theorist’s response is that knowing the assertion conditions of a
sentence can consist in a practical ability to tell when it is right to utter it assertori-
cally: to recognize information states as warranting or not warranting that kind of
utterance of the sentence."’ Precisely the same ability could, of course, be invoked to
explain what it is to know the truth-conditions of a sentence. But that is the EM
theorist’s point. To respond in this way would concede that grasping truth-
conditions is not something over and above, independent of, mastery of assertion
conditions. EM anchors understanding to a practical normative response.

Now all of this has proceeded on the assumption that the priority thesis is cor-
rect. But why cannot we reject that thesis, and accept an account of concepts and
propositions which is not language-relative?

The most significant approach of this kind is Platonism. I use the term to refer to
the view that concepts and propositions are non-spatio-temporal entities known by
non-perceptual intuition. Platonism, combined with a truth-conditional view of
meaning, may seem to offer an explanation of understanding. To know that
‘straight’ is true in English of straight things is to grasp, by non-perceptual intu-
ition, the concept of straightness and to know that it is expressed by the English
word ‘straight’.

One can object, in this purported explanation of understanding, to the appeal to
non-empirical intuition of concepts and propositions. But there is a different and
clinching consideration — I will call it the ‘no-intrinsic-meaning argument’.
Wittgenstein uses it in various places, such as the following:

In attacking the formalist conception of arithmetic, Frege says more or less this: these
petty explanations of the signs are idle once we understand the signs. Understanding
would be something like seeing the picture from which all the rules followed, or a
picture that makes them all clear. But Frege does not seem to see that such a picture
would itself be another sign, or a calculus to explain the written one to us. (1974,
p. 40)

Wittgenstein’s point is that there is no such thing as an object which has intrinsic
meaning, that is, which (a) has meaning irrespective of having that meaning con-
ferred on it and (b) is such that knowing it and knowing its meaning are one and the
same. Even if we had access to objects in a Platonic third world, and had a mapping
of terms and sentences onto these objects, that would do nothing for us unless those
objects were already signs — signs which had intrinsic meaning. (If their meaning
were not intrinsic, the questions of what it is for them to have meaning and what it
is for us to understand that meaning would again arise.) The same would go for a
picture in the world of physical or mental representations. The objection does not
have to do with the particular world we are talking about. It is not a positivistic or
even a naturalistic objection. (Blackburn, 1984, ch. 2 sets out a version of it and
applies it to Fodor’s ‘language of thought’ hypothesis.)

It is certainly a devastating argument against the view that a person’s under-
standing of language is to be explained in terms of his or her possession of concepts
and propositions — if possession of concepts and propositions is taken to be quasi-
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perceptual access to a class of objects. So taken, concept-possession could not in prin-
ciple have a justificatory or explanatory role. But we have not shown that the
only alternative to a language-relative account of concept-possession is one
which treats concepts as intrinsically meaningful objects, mysteriously accessible
to us. That would have to be shown, if we sought to derive the priority thesis
from the no-intrinsic-meaning argument alone. Sometimes Wittgenstein seems
to appeal to a dichotomy between an account of understanding which invokes
access to intrinsically meaningful objects and one which invokes only grasp of
language-rules:

the mere fact that we have the expression ‘the meaning’ of a word is bound to lead us
wrong: we are led to think that the rules are responsible to something not a rule,
whereas they are responsible only to rules. (Reported in Moore, 1959, p. 258)

The apparent suggestion here is that if we avoid reifying ‘the meaning’ of a word
into an intrinsically meaningful object then we have to accept that the rules gov-
erning its use constitute its meaning and are not ‘responsible’ to anything else. But
may there not be a middle way — an account of concepts which neither reifies them
nor makes them language-relative — and, given such an account, will it not be the
case that a word which expresses a concept will have its meaning in the language
set by rules which are ‘responsible’ to, or dovetail with, language-independent
features of that concept? An account fitting this description would be this: to grasp
a concept is to respond to a pattern of epistemic norms. It is to be disposed to accept
a particular pattern of thought-transitions as primitively justified. Epistemic norms,
however, are not themselves rules of language. A theory of meaning for a language
is not in the business of describing them; that is a matter for the theory of concepts
(or epistemology). Thus the theory of meaning can describe the rules of the lan-
guage truth-conditionally, and will dovetail with an account of concepts which is
neither language-relative nor Platonistic but characterizes possessing concepts as
acknowledging patterns of epistemic norms.

Such an approach certainly has to reject the priority thesis, but it still accepts the
no-intrinsic-meaning argument against Platonism. It provides, one might say, a
full-blooded theory of concepts and a modest theory of meaning. So the question
arises whether there is a case for the priority thesis which is independent of the no-
intrinsic-meaning argument. We will return to these matters in 3.1-2. But first we
must examine further the conception which, as it now seems, is indeed forced if the
priority thesis is accepted: that is, the epistemic conception of meaning.

2 Verificationism

2.1 Verificationism: meaning and truth

In the thirties, verificationist conceptions of meaning were advanced by Wittgen-
stein and by philosophers of the Vienna Circle. But the connection between verifica-
tionism and EM is not straighforward. There can be non-epistemic versions of a
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verificationist view of meaning. And there can be non-verificationist forms of
the epistemic conception of meaning. In considering these points we shall
have to develop an account of EM which goes beyond the initial statement of it in
1.3.

I will use the term ‘verificationism’ to refer to a view of meaning, not, at least
directly, to a view of truth. Verificationism is the view that understanding a sen-
tence consists in grasping what information states would verify it. An information
state verifies a sentence just if a person in that state is warranted in asserting it. All
significant sentences have assertion conditions — their meaning can be displayed in
the RA form.

In contrast, a verificationist view of truth holds that truth is verifiability. A
sentence is true if and only if it is verifiable, that is, if and only if there is evidence
warranting its assertion. To say that there is such evidence is to say, roughly, that
a state of information warranting assertion of the sentence can be reached by us
through an investigation which improves our current state of information — as it
bears on the question of the sentence’s truth or falsity — as much as it is actually
possible to improve it.'®

The difficulties with such a view of truth are notorious. Consider, for example,
the two sentences ‘Charlemagne’s favourite colour was magenta’, and ‘Human
beings cannot grow above 12 feet tall’. As far as the verificationist conception
of meaning is concerned, both sentences have a meaning. We know what kinds of
evidence would warrant their assertion — for example, a text from the time
of Charlemagne, which in general had the marks of reliability, and which
recorded that Charlemagne often commented that his favourite colour was
magenta; inductive evidence that human beings never reach 12 feet together
with theoretical considerations (e.g. relations between the height of an animal,
its volume, mass and muscular power, considerations of evolutionary fitness)
which indicate that they could not. But we also know that evidence of that
kind may not actually be available. It may not be possible to improve our
information to the point where we are warranted either in asserting or in denying
these sentences. Do we want to say that in that case those sentences are neither
true nor false? Does a sentence’s possession of truth-value depend on such
contingencies?

To be sure, there are various ways of spelling out the word ‘possible’ in the
phrase ‘improving our information as much as it is possible to do’. Verificationists
about truth characteristically idealize the notion of verifiability. For example, they
may idealize the computing abilities of the agent which does the verifying, or its
ability to move in space and time. But such idealized notions of verifiability cannot
be identical with the concept of assertibility which is required for a verificationist
view of meaning of the epistemic type. (This qualification will be explained in a
moment.) For there the concept required, as was said in 1.3, is that of an assertion
condition. And whether or not the assertion condition of a sentence obtains —
whether or not the sentence is assertible in the language-user’s information state —
is something that must be transparent to the language-user. This transparent
notion of assertibility cannot be identical with any non-transparent notion of
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verifiability — one which requires hypotheses about what would be assertible by an
ideal agent.

There is, in fact, no straightforward route from a verificationist conception of
meaning of this epistemic kind to a verificationist account of truth. It requires an
unobvious philosophical argument to make the connection. (For arguments in-
tended to make the connection see Dummett, 1959a and 1978b, Wright, 1987;
‘Introduction’, for criticism, see Skorupski, 1988.) On the other hand, there is a
route from verificationism’ about truth to a non-epistemic type of verificationism
about meaning.

A historical excursus will provide helpful background here. In conversations
which he had in the late twenties with Schlick and others from the Vienna Circle,
Wittgenstein took a very strict verificationist line about meaning. The record made
by Friedrich Waismann of these conversations contains many formulations of it —
for example, ‘The sense of a proposition is the method of its verification’ (Wittgen-
stein, 1979, p. 79; cp. e.g. p. 227). Wittgenstein takes the notion of verifying a
sentence quite strictly to mean ‘indefeasibly establishing its truth’. He describes (in
Waismann's record) two conceptions of verification. According to one, the one he
rejects, I cannot verify a proposition, for example ‘Up there on the cupboard there
is a book’, completely.

A proposition always keeps a back-door open, as it were. Whatever we do, we are
never sure that we were not mistaken.

The other conception, the one I want to hold, says, ‘No, if I can never verify the
sense of a proposition completely, then I cannot have meant anything by the proposi-
tion either. Then the proposition signifies nothing whatsoever.’

In order to determine the sense of a proposition, I should have to know a very
specific procedure for when to count the proposition as verified. (Wittgenstein, 1979,
p. 47)

Applying the procedure must yield a definite and indefeasible result. A consequence
of this view is that general ‘propositions’, which are not verifiable in the strict sense,
have to be treated as ‘hypotheses’ rather than as genuine propositions.

But why must we adopt this very strict notion of verification? Why cannot
verification just consist in achieving a state of information which warrants asser-
tion? And why cannot that verifying state be defeasible? We know what kind of
evidence would justify assertion of ‘Charlemagne’s favourite colour was magenta’,
or ‘Human beings cannot grow above 12 feet tall’. We also know that that sort of
evidence could be defeated by further evidence. We know that these sentences
always ‘keep a back door open’, that there can be no such thing as verifying them
‘completely’. In short, why can’t we work with ‘defeasibly justify assertion of’, not
‘conclusively establish the truth of'?

Whatever the reason for Wittgenstein's extremism in these Viennese discus-
sions, his remarks usefully highlight the difference between two quite distinct
philosophical perspectives from which verificationism can grow.

In one of these, it emerges from a combination of two things. The first is a
conception of meaning which holds that a sentence has meaning by picturing a
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state of affairs (so, a species of the truth-conditional view). The second is an
ontology which conceives of reality as a totality of states of affairs, thought of
as immediately encounterable in experience. To understand a sentence is, then, to
be able to picture — and for this kind of verificationism this means to be able to
imagine experiencing or observing — the state of affairs which makes it true. And
to verify a sentence or its negation is, so to speak, to run through the totality to
the appropriate point and check by direct observation whether or not the state of
affairs pictured by the sentence obtains. Verification, conceived in this way, is
conclusive.

Here the central idea is that understanding a sentence is being able to represent
to oneself what it would be like to encounter in experience the state of affairs which
makes it true. Its affinity with Wittgenstein's Tractatus philosophy is suggestive.
Though the Tractarian knowing subject is a highly elusive item, it is not implaus-
ible to think of it as being able to sweep at will through the states of affairs, or
configurations of Tractarian objects, to which elementary sentences correspond,
directly checking whether or not any elementary sentence is true.

But this last idea, with its phenomenalistic implication, could be loosened. The
loosened version says that if one can describe, at least ‘in principle’, what it
would be like to have this encounter, the sentence is verifiable. It may not be
possible to arrange to have the encounter, but the state of affairs is at least
ideally verifiable — one can imagine a knower ideally transported to the site of the
state of affairs and having the encounter. And now we have a verificationist notion
of truth which can combine with a truth-conditional view of meaning to yield a
kind of verificationism about meaning. Call this the positivistic route to verification-
ism. It rests on a positivist ontology of the real as the in-principle observable, and
the verificationism which results is not a species of the epistemic conception of
meaning.

But Wittgenstein does not say in these conversations that the meaning of a
sentence is the picturable state of affairs which would verify it, render it true. His
emphasis is on methods of verification. When he says on p. 227 (Wittgenstein,
1979) ‘The sense of a proposition is the method of its verification,” he is quoted as
continuing:

A method of verification is not the means of establishing the truth of a proposition; it
is the very sense of a proposition . . . To specify it is to specify the sense of a proposition.
You cannot look for a method of verification. A proposition can only say what is
established by the method of its verification."”

The next paragraph plays on the idea of thought as a movement with a determinate
direction, set off in search of an answer to a question. The sense of both the question
and the answer is given by the direction of the search (direction-sense).'® Connect-
edly, Wittgenstein insists that different methods of verification (‘thought-
movements’ with different directions) produce different senses. Such a view is not
suggested by the positivistic route to verificationism. For as far as that conception
goes I might be able to travel in various ways to the point of verification, the point
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at which I check by direct inspection whether or not the relevant state of affairs
obtains. Equally, Wittgenstein's remark that you cannot look for a method of veri-
fying a proposition — that is, first understand it and then look around for ways of
verifying it — does not sit well with that positivistic conception.

Overall, then, it seems that what Wittgenstein presents in these conversations is
a strictly operational kind of verificationism, a species of EM."” But without an
underlying positivist (and indeed phenomenalist) impetus, there is no case for such
strict operationism. The arguments for EM as such do not enforce it. Later Wittgen-
stein greatly broadened his operationist version of EM, taking into account the
consequences for practice of an assertion as well as the operations which license it.
To understand an assertion it is not enough to be told when you're licensed to make
it: you need to know what it’s a license to do, what consequences flow from it,
ultimately for action.

The result is a fully liberalized, and pragmatized, conception of meaning as use.
Understanding a word or sentence is knowing what can be done with it in commu-
nication and action, knowing the rules which govern its role in our practices of
assertion and inference. The use of a sentence is as much a matter of the practical
conclusions you can draw from an assertion of it as of the conditions under which
you can assert it. The epistemic conception of meaning has now been framed in its
full breadth. It is not derived from the idea that truth is verifiability. (The contem-
porary version of this line of thought, from verificationism about truth to verifica-
tionism about meaning, is to read ‘is true’ in a truth-conditional theory of meaning
as equivalent to ‘is assertible’. It is presented and discussed in Wright, 1987, chs. 1,
2 and 9; see also Strawson, 1977). Nor does it provide any obvious route to a link
between verifiability and truth. In both cases the alternative, present in this tradi-
tion since the Viennese thirties, is to endorse some deflationary view of truth. EM
can realistically recognize that some — or, indeed, all — of the ways in which we
acquire warrants for asserting a sentence are defeasible. An inquiry which was
good enough to justify the assertion may be superseded by further inquiry which
defeats that assertion, that is, leads to an improved information state in which the
assertion is no longer justified. The epistemic conception, comprehensively stated,
is compatible with such defeasibility in a way that the strict verificationism enunci-
ated in the passage from Wittgenstein quoted above is not.

In fact if we adopt this comprehensive epistemic conception of meaning (for
short I will call it ‘the comprehensive EM’) we have to reject not only strict verifica-
tionism but verificationism as such. For to say that evidence defeasibly warrants an
assertion that p is to accept as intelligible ‘There is evidence warranting the asser-
tion that p but it is not the case that p’. This sentence must have meaning since it
appears as a constituent in ‘It is logically possible that there is evidence warranting
the assertion that p but it is not the case that p’. The latter sentence is one which we
are justified in asserting if we are justified in holding that there can be evidence that
p which is sufficient but defeasible. It is the way we express, in the language, the
proposition that evidence is defeasible. Yet the constituent sentence itself is never
verifiable. Thus, if a sentential constituent of a meaningful sentence must itself be
meaningful, we have a sentence in the language which is meaningful but not
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verifiable. So we cannot liberalize verificationism to allow for defeasible verifica-
tions: if we liberalize it we have to go beyond it.

We return to this point in 2.3. But first we will consider what account the
comprehensive EM can give of the meaning of the logical operators. They are of
great importance — witness the fact that sentences like the one above, whose intel-
ligibility refutes verificationism, contain them.

2.2 The meaning of the logical operators

We can give an account of the meaning of logical operators (the operators of
sentential logic, and the quantifiers of predicate logic), as of any other expressions,
contextually: by giving an account of the way they contribute to the meaning of
sentences in which they occur. But on the verificationist view of meaning, an
account of the meaning of complex sentences containing the logical operators will
have to take the RA form. So our account of the meaning of logical operators, on the
verificationist view, must spell out how they contribute to the assertion conditions
of sentences in which they occur. And it is natural to think that the way in which
they contribute is by mapping the assertion conditions of the constituent clauses of
the complex sentence onto an assertion condition for the complex sentence itself;
just as in a truth-conditional theory they map the truth-conditions of the constitu-
ent clauses onto a truth-condition for the complex sentence itself. Call this the
‘assertion-condition-functional’ (ACF) view of their meaning, as opposed to the
truth-condition-functional (TCF) view of their meaning advanced by the truth-
conditional approach. As Dummett famously put it:

We no longer explain the sense of a statement by stipulating its truth-value in terms of the
truth-values of its constituents, but by stipulating when it may be asserted in terms of the
conditions under which its constituents may be asserted. (Dummett, 1959a; pp. 17-18 in
1978a. Emphasis in the original.)

The ACF view leads to the conclusion that verificationism will require rejection of
classical logic. For consider ‘P or it is not the case that P’, and compare its truth
condition — it is true if either ‘P’ is true or ‘It is not the case that P’ is true — with the
assertion condition it will have on Dummett’s proposal: it is assertible if either ‘P’ is
assertible or ‘It is not the case that P’ is assertible. This latter account of the mean-
ing of ‘or’ will allow us to assert ‘Either magenta was Charlemagne’s favourite
colour or it was not’ only if we have evidence warranting the assertion that it was
or evidence warranting the assertion that it wasn’t. Classical logic, on the other
hand, allows us to assert the sentence outright. To save classical logic, one might
try supplementing one’s account of the meaning of ‘or’. For example, we could say
that a sentence of the form ‘p or ¢’ would be assertible just where ‘p’ is assertible, or
‘q’ is assertible, or where ‘q" = ‘not-p’.

There are serious obstacles to this suggestion; but they need not concern us.”
For, whatever one’s view may be about the desirability or otherwise of maintaining
classical logic, there is something wrong with the idea that an account of the
logical operators must be ACF. The point turns on this: evidence that there is no
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evidence that p does not warrant asserting that it is not the case that p. For example,
we may have sufficient warrant to assert that there is no evidence that
Charlemagne’s favourite colour was magenta; but that does not justify us in deny-
ing that Charlemagne’s favourite colour was magenta. Now consider a pair of
sentences of the form ‘p’ and ‘It is assertible that p’. They have the same assertion
conditions; any information state which warrants assertion of the one warrants
assertion of the other. Consider next the pair ‘It is not the case that p’ and ‘It is not
assertible that p’. These clearly do not have the same assertion conditions, for the
reasons just given. It follows that an ACF account of the meaning of ‘not’ cannot be
acceptable.

On any view, it is not part of our practice to regard a demonstration that there
is no evidence that p as tantamount to a warrant for asserting ‘It is not the
case that p’. The reason is obvious. The world is not totally surveyable by us.
There are true propositions about it which we do not have the evidence to assert.
Evidence can sometimes be sufficient, though defeasible; but it can also be simply
insufficient.

So, also, ‘If p then q" cannot mean, for example, ‘If it is verifiable that p then it is
verifiable that q.” For let ‘q" = ‘there is no evidence that p’. The sentence, ‘If p then
there is no evidence that p’ is perfectly intelligible and may indeed be assertible. (‘If
the Prime Minister is a master-criminal there is no evidence that he is. For a master
criminal is totally effective in covering his traces.’)* Both ‘p’ and ‘there is evidence
that p’ have assertion conditions, but the assertion conditions of the conditional
cannot be a function of them.

But does the comprehensive EM have to give an ACF account of ‘not” and ‘if’?
Well, there is no ban on its using the word ‘true’ in formulating assertion conditions
for complex sentences. For it does not deny that a person who understands a
sentence S in L can thereby be said to know that S is true in L if and only if p (where
the sentence which replaces ‘p’ has the same semantic content as S). On the con-
trary, it says that knowing that metalinguistic proposition just is understanding S
(see 1.5) —and understanding S in turn, according to a comprehensive EM, consists
in mastery of its use in the language — of when it is assertible and what can be
inferred from it.

So a comprehensive EM does not require that accounts of the meaning of logical
operators must be ACF. It can allow that users of L. who understand, and thus grasp
the truth-conditions of, elementary sentences in L (those not containing the oper-
ators) may also have a truth-functional understanding of the operators. This view,
incidentally, does not require that the meaning of those elementary sentences is
unaffected by the introduction of operators into L. If introducing an operator into L
changes the inferential power of a sentence which does not contain that operator,
it also changes its use in L and thus its meaning. But this does not offend the
compositional principle, that the meaning of a sentence is determined by the mean-
ing of its constituents. That principle does not preclude the possibility that introduc-
ing a new operator into L changes the meaning of sentences in L. It only says that
the meaning of a sentence formed with the new operator is a function of the
meaning of its constituent sentences.
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Let me illustrate by reference to the word ‘not’. A truth-functional specification
of its meaning will say: ‘It is not the case that p’ is true if and only if ‘p’ is not true.
IfI know that, I can infer that

‘It is not the case that p’ is assertible if and only if it is assertible that ‘p’ is not
true.

So I know the assertion condition of ‘It is not the case that p’ — so long as I can
recognize the conditions which warrant denial of ‘p’ (i.e. assertion that ‘p’ is not
true). But I cannot, from the assertion condition of a given sentence, mechanically
derive the assertion condition for its denial, and hence not the condition for asser-
tion of its negation either. So this is an account of the assertion condition of ‘It is not
the case that p’ which is not ACF. Nothing in the comprehensive EM requires that
a semantics for the word ‘not’ should equip me with the ability to recognize when
denial of any arbitrary English sentence is justified, solely as a function of its asser-
tion condition. A semantic theory for English tells me that the correct way to negate
an English sentence ‘p’ is by saying ‘It isnot the case that p’. It registers the semantic
complexity of negations by delivering truth conditions for negations as a function of
truth conditions of the sentences negated. In doing so it enshrines the substantive
principle that negation of S is justified just if denial of S is: a fundamental normative
feature of our inferential practice. But semantic theory has no mission to tell me
any more than that. Of course, on the epistemic conception of meaning there must
still in principle be an account of one’s understanding of the assertion conditions for
denial of various kinds of sentence. But these may be very multifarious and will not
be functions of the assertion conditions for * “P” is true’. The same goes for the other
truth-functional operators.”’

2.3 Beyond verificationism

We noted in 2.1 that verificationism cannot be liberalized without being rejected.
Liberalization means recognizing that the best available evidence may (a) be insuf-
ficient and (b) when sufficient at present, may yet in future be defeated.

For example we are entirely justified in saying that Charlemagne’s favourite
colour may have been magenta even if there is no evidence warranting the asser-
tion that it was or was not. And we are also justified in saying that, while there are
currently sufficiently good scientific grounds for thinking that nothing can travel
faster than light, it remains possible that theoretical advances in future may defeat
them.

More generally, we are justified in holding that (1) there are sentences which are
true even though no-one has sufficient evidence for asserting that they are, and (2)
that there are sentences which we have sufficient evidence to assert, but which are
not true. Both these general propositions, about our ignorance and fallibility, are
justified as internal consequences of our overall commonsense and scientific con-
ception of the physical world (of which classical logic is currently a part), our place
in it, the way we get causal signals from it, and so on. The intelligibility and truth
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of (1) and (2) cannot be denied; but at the same time there can be no warrant for
asserting any of their instances.

So those instances, for example ‘ “Charlemagne’s favourite colour was magenta”
is true but there is insufficient evidence to assert “Charlemagne’s favourite colour
was magenta”’, or ‘We are justified in asserting “Nothing can travel faster than
light” but that sentence is not true’, have no free-standing assertoric role in the
language. There are no circumstances which justify their assertion. Their only role
is as constituents in complex assertions; embedded, for example, in the context “It
is possible that . . .”, “It could be true that . . .”, or in conditionals or negations. But
it is still a role: and it is a grasp of that role which, according to the comprehensive
EM, constitutes our mastery of their meaning.

The truth in verificationism is that where a sentence can have free-standing
assertoric use, grasp of its meaning requires mastery of that use. But some complex
sentences formed by sentential operators have a meaning only in virtue of their role
in inference and their embedding in more complex sentences still. Where a sen-
tence has a free-standing assertoric use, a person who understands it will know
that it has that use and thus will have a grasp of its assertion conditions. But where
a sentence does not have such a use, but can still figure in embeddings and infer-
ences, that is what is grasped by someone who understands it.

3 Rules and norms

3.1 Concepts as cognitive roles

In 2.1-3 we attempted to set out EM in its broadest, most plausible, form. But we
must now go back to the questions raised at the end of 1.5. That section argued that
the priority thesis amounts to the identity thesis and imposes an epistemic concep-
tion of meaning or, otherwise put, a semantic conception of epistemology. We saw
how Wittgenstein's no-intrinsic-meaning argument destroys any conception of
meanings or concepts as intrinsic signs. But we also saw that the no-intrinsic-
meaning argument seems to fall short of establishing the priority thesis and thus
EM.

Grasping the meaning of a word cannot consist in cognizing an intrinsically
meaningful object. But this does not refute the simple point that to understand a
word is to possess a concept and know that the word expresses the concept. It
merely shows that possessing the concept is not a matter of cognizing any such
object. The right response to Wittgenstein's no-intrinsic-meaning argument may
be a better account of concept-possession than that of the Platonist (or the
‘language-of-thought’ theorist).

A better account is that to possess a concept is to acknowledge certain cognitive
moves as justified. Grasping concepts is acknowledging norms. By analogy to the
slogan that meaning is use, one may say that concepts are cognitive roles. The no-
intrinsic-meaning argument does not decide the choice between the two slogans.

Are the slogans complementary, or does one make the other redundant? It is a
question of the difference between norms and language-rules. By a ‘norm’ [ mean
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a true normative proposition about reasons. An epistemic norm is about reasons to
believe — about the relation ‘. . . gives x reason to believe that p’. So the slogan
‘Concepts are cognitive roles’ says that to possess a concept is to acknowledge a
pattern of epistemic norms. In contrast, a rule is not a proposition at all. It cannot be
said to be true or false. It is the content of an explicit stipulation or implicit conven-
tion. The priority thesis comes down to saying that we cannot treat purported
epistemic norms as ultimately distinct from rules of a language. Talk of norms
constituting a concept must reduce to talk of language-rules constituting the
meanings of words.

The no-intrinsic-meaning argument does not establish this thesis. We must look
elsewhere — to that extraordinarily influential assumption which (as we noted in
1.3, in discussing the priority and identity theses) was made by Viennese
logical empiricism. It was also made by Oxford ordinary-language philosophy, and
indeed Quinean naturalism. The assumption is that all propositions are factual.
Assertoric and judgable content is factual content.”’ In that case, if there are
normative propositions there must be a domain of ‘normative facts’. Well, we do
talk about ‘the fact that’ one ought to come to the assistance of distressed people, or
‘the fact that’ one ought to accept the simplest explanation of the data. But we
are not, I think, indulging in ontology. There is a substantial, ontologically
committing use of the word ‘fact’: in this use of the word the idea of ‘normative
fact’ seems to be a kind of category mistake. The stubborn thought that makes it
seem a category mistake is a cousin, one might say, of the no-intrinsic-meaning
argument. It is the thought that no fact, in any world (natural or non-natural), is
intrinsically normative. Acknowledging a norm cannot consist in recognizing a
fact. Norms are no more facts than meanings are things. But it is in this onto-
logically committing sense of ‘fact’ that the claim that all propositions are factual is
to be understood.

If all propositions are factual and there are no normative facts, normative
utterances, such as ‘You ought to come to the assistance of distressed people’, or
‘You ought to accept the simplest explanation of the data’ cannot be assertions but
must rather be understood as recommendations, proposals, prescriptions and so
forth. In particular, then, it can become plausible to hold that the alleged epistemic
norms which constitute concepts should really be seen as prescriptions as to the use
of words. But this conclusion is not enforced by the powerful double-barrelled
weapon that says no object is intrinsically meaningful and no fact intrinsically
normative. It requires the further claim that all assertoric content is factual. Only
then do we get the dichotomy of facts and rules which generates the priority thesis
and EM.

Although Wittgenstein often seems to assume the dichotomy (as in the passage
quoted on p. 40) it is also Wittgenstein, especially in his later thinking, who effec-
tively drives a wedge through it in his reflections on what it is to follow a rule. He
highlights the point, noted in 1.2, that to apply a rule is to exercise normative
judgement. What view he takes of it, having highlighted it, is a matter of dispute.
Here I am assuming, contrary to some readings of his philosophy of language, that
he does not intend to deny that the question, ‘Has the rule been applied correctly?’,
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can have a true answer. His view is not the nihilist one that there is no true answer,
or the extreme-conventionalist one that the answer in every case expresses a deci-
sion. He accepts that it can be determinately true that if you're following the rules
of English you ought to call this patch here ‘yellow’ (though there can also be vague
or indeterminate cases). I also assume - contrary, admittedly, to much current
discussion — that Wittgenstein was not a reductionist. It was not his view that ‘If
you're following the rules of English you ought to call this patch here “yellow” ' has
a non-normative truth-condition, consisting, say, in a fact about the speech-
dispositions or mental states of certain language-users. But if nihilism, radical
conventionalism and reductionism are all false then we have here an example of a
normative judgement which corresponds to no fact (in the ontologically commit-
ting sense).** The upshot is that a thinker who follows rules must grasp norms as
well as facts and rules. Commitment to the existence of norms is thus entailed by our
very description of an entity as a rule-follower — if there are rules, the dichotomy of
facts and rules is not exhaustive.

Applying a rule involves a spontaneous normative capacity which is reducible
neither to judgements about what is the case nor to familiarity with conventions or
stipulations. But why should interpretative normative judgements, judgements
about the right way to apply a rule to a case, be the only instances of true normative
propositions? We naturally and stably converge on many primitive judgements
about what there is reason to think, feel or do. Spontaneity and stability of norma-
tive judgement is present in all these cases. They are genuine judgements; no more
is needed to show they have genuine propositional content.

Now we can formulate a real contrast between an epistemic conception of
meaning and an epistemic conception of content (or concepts). Both hold that a
truth-conditional theory of meaning must be supplemented if one wants a full
account of language-understanding. And both can be said to hold that the
supplement must be an account of concepts as cognitive roles. But EM takes it
that an account of the cognitive roles of concepts reduces to an account of rules
for use of expressions in a language. It holds that the required supplement is
still semantic. On this view, there is a level of semantic theory which describes
conventions for introducing and eliminating terms in a language. Conventions
stipulating when a sentence is assertible and what is inferable from it are deter-
mined by them. They constitute the language, and the level of semantic theory at
which they are stated — call it ‘the cognitive-role level’ — is more fundamental than
the truth-conditional level. In contrast, an epistemic conception of content (‘EC’ for
short) takes the objectivity of norms seriously, and holds that an account of con-
cepts can consist in an account of the epistemic norms regulating their introduc-
tion and elimination in one’s thinking. Such an account — a theory of epistemic
norms — is not a level of semantic theory, for it does not purport to describe rules of
a language. It denies the identity of semantics and epistemology. As far as the
semantics of a language is concerned, it can hold that a truth-conditional account
is fully adequate.”’

Many questions are raised by this approach; a number of them are analogous to
questions which arise for a comprehensive EM. Thus one can ask how a theory of
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epistemic norms, as well as a theory of linguistic rules of use, copes with the
phenomenon of defeasibility; and one can ask how concept-constituting norms, or
rules, determine an extension for a concept. These are crucial questions, but they
will not be pursued here. The next and final section takes up a very important and
attractive corollary of EM: the account it yields of how a priori knowledge derives
from grasp of meaning.

3.2 Aprioricity and normativity

An epistemic conception of meaning greatly enlarges the empiricist idea that apri-
oricity is analyticity — that an a priori warrant for an assertion is one obtainable
from a grasp of its meaning alone. Because it introduces rules of language at the
cognitive-role level it is able to give a new account of analyticity which differs from
what one might call the Kant/Mill account.

In the latter, a class of sentences is identified as uncontroversially empty of
content, or a class of inferences as uncontroversially ‘merely apparent’; and then
these, together with sentences or inferences reducible to them by explicit defini-
tions, are defined as analytically true. Take, for example, ‘Anyone who is a father is
a parent’ or, ‘He's a father. Therefore he’s a parent’. The explicit definition is * “x is
afather” = Df “x is male and x is a parent” . The contentless sentence might be ‘A
father is a father’, and the inferences acknowleged as merely apparent would in this
case include and-elimination. But as Mill particularily emphasized, this account of
analyticity does not guarantee that all logic is analytic. It is not uncontroversial
that all logically valid inferences are merely apparent, even if it is uncontroversial
that and-elimination is. (If even this is rejected, the class of analytic truths is even
smaller: e.g. ‘Tomorrow is the day after today’.) In this respect, the Kant/Mill
account contrasts with the ‘Kant/Frege’ account, which characterizes analyticity
outright as derivability, with explicit definitions, from logic. However, it does not (in
Frege’s case at least) claim that analyticity is truth by virtue of meaning alone, or
that analytic propositions are empty of content; and it is therefore unacceptable to
a clear-headed empiricist. In contrast to both of these approaches, then, the new
account of the a priori generated by EM does simultaneously claim that all logic is
analytic and that analyticity is truth by virtue of meaning alone. It promises an
empiricist account of the aprioricity of logic and mathematics. This has been per-
haps its most influential feature.*

In the new account, as in the Kant/Mill account, a sentence is a priori or analytic
when a justification for asserting it can be derived exclusively from a grasp of its
meaning. But the rules which constitute that meaning will now include introduc-
tion and elimination rules statable only at the cognitive-role level. An example will
explain what I mean. Consider the following introduction rule for the English word
‘yellow’:

(1) The occurrence of a visual experience as of a yellow object in one's visual
field warrants, in the absence of defeating information, assertion of the
sentence in English ‘There’s something yellow there’.
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This is a rule formulated at the cognitive-role level. In contrast, if (as is plausible)
‘vellow’ is semantically simple, then a truth-conditional semantics for English will
contain only the following dictionary rule:

(2) ‘“yellow” is true (in English) of x if and only if x is yellow’.

Notice that as I have formulated (1) the relation warrants assertion of holds
between a state of visual experience — something which is not a sentence — and
a sentence. Many philosophers, both friends and foes of EM, would find this
unacceptable. They assume or argue that the relation can only hold between
sentences.’” But the only relevant constraint on an object which satisfies *. . . war-
rants assertion of §’, where ‘S’ can be any sentence, seems to be that it must
have content and be transparent (in the sense of 1.3). A visual experience or a
memory has content and is transparent, and so it satisfies that constraint. Some
rules at the cognitive-role level will link warrants for asserting sentences to war-
rants for asserting other sentences (specifically, in the case of logical connectives,
metalinguistic sentences — see 2.2). But if a language has empirical content at all it
must contain rules linking the assertibility of certain sentences in the language to
the language-user’s experience and memory. In the spirit of stating EM in the most
liberal way possible, we should allow that a fully comprehensive EM account can
include them.
Consider now the following normative proposition:.

(3) The occurrence of a visual experience as of a yellow object in one’s field of
vision justifies, in the absence of defeating information, a judgement that
there’s something yellow there.

This is not a metalinguistic statement of a rule of English as (1) is, but a normative
proposition stated in English. What is the relation between them? The EM theorist
must maintain that (3) is in some way an expression of (1) alone. It cannot be a
genuine normative proposition. Rather, sentence (3) is ‘assertible a priori’ in Eng-
lish because its warrant derives solely from a rule of the language — for English the
rule will be (1), while for other languages which have a sentence synonymous to
(3) it will be a rule analogous to (1). Let us allow, for the sake of argument, that the
details of this can be filled in coherently. However it is done, the crucial point is that
it provides an explanation of how a priori knowledge of (3) is possible, in a way that
no appeal to (2) could do. I have a priori knowledge of (3) in virtue of grasping rule
(1), or some analogous rule in another language.

In short, EM generates a new account of aprioricity as analyticity, because it
postulates introduction and elimination rules at the cognitive-role level. Indisput-
ably, this is important and new - a major twentieth-century contribution to
philosophy. But is it right? Does the aprioricity of (3) depend in any way on there
being a rule of English expressible by (1), or some analogous rule for another
language? Well, it's far from obvious that it does depend on that. Do we want to say
that (3) is ‘a priori’? What makes us want to say it is, if we do, does not seem to stem
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from the fact that some language, English or another, contains some rule. Rather,
the essential point is simply that we converge, on critical reflection, in finding (3)
primitively or spontaneously compelling. It is a fundamental epistemic norm: it
expresses a primitive normative response. Acknowledging it does not consist in
learning any linguistic convention or stipulation. It’s the other way round: training
in linguistic conventions assumes such primitive normative responses. In teaching
(2) we assume the existence of belief-forming dispositions responsive to (3). And
once a person had learned (2) he or she would see the truth of (1), understood now
not as a language rule but as a consequence of (2) and (3).

On the other hand, we have accepted the point that no fact is mtrmsmdlly
normative. So acknowledging (3) does not consist in knowledge of any fact, natural
or non-natural. What, then, is its epistemology? As for any other fundamental
norm, be it of belief, action or feeling, it is the epistemology of reflective examination
and critical convergence. That is the epistemology characteristic of the normative:
it is not the epistemology appropriate to propositions which depict the existence of
a state of affairs.

This takes us to the brink of controversial epistemological questions which are
not on our agenda here. For present purposes it is enough to pin down how EC, the
view that concepts are patterns of epistemic norms, differs from EM, the view that
they are patterns of language-rules. EC requires the thesis that the normative and
the factual are both domains of judgement, consisting of propositions with truth-
value. If this is defensible, then we can say that (3) expresses a norm partially
constitutive of the concept yellow. We can also say it is a ‘conceptual truth’ — at any
rate it is concept-constituting and it is true. But its status as a conceptual truth in this
sense in no way explains how it might be a priori. The way it is known to be true is the
way that any fundamental norm is known to be true; its epistemology is that
appropriate to fundamental norms in general. It is not because it is a conceptual
truth, constitutive of the concept yellow, that it is true. Thus EC does not belong to
that class of views which takes certain truths to be ‘a priori’ and seeks to explain that
status by saying that they are conceptual (truths, that is, which go beyond the
Kant/Mill prototype of analyticity). But this does not matter. If concepts are consti-
tuted by norms of reasoning, and if we can get a satisfactory account of normative
knowledge, we do not also need a substantive theory of the a priori which goes
beyond Kant/Mill analyticity. An account of normative knowledge will do what an
account of the a priori was meant to do.”®

I assumed earlier (3.1) that Wittgenstein is neither a nihilist nor a radical
conventionalist nor a reductionist about rule-following. If all this is right then the
later Wittgenstein needs a distinction between rules and norms of the kind made
here. His own reflections on rule-following show that to avoid this trilemma one
must go beyond the Viennese dichotomy of facts and rules. It is that dichotomy,
together with the points that no object has intrinsic meaning and no fact is
intrinsically normative, that produces the package of EM, the linguistic theory of
the a priori and radical conventionalism about logic and rule-following. But
did Wittgenstein go beyond it? Reading his later writings on ‘grammar’ and ‘rules’
it is hard to come up with an answer. Michael Dummett attributes the whole
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package to Wittgenstein (see e.g. Dummett, 1959a, 1994; cp. Stroud, 1965). Oth-
ers disagree. They faithfully reflect Wittgenstein's own murkiness. In a valuable
discussion of Wittgenstein’s notion of a criterion, for example, Hacker (1990) com-
ments thus:

To say that g is a criterion for W is to give a partial explanation of the meaning of ‘W',
and in that sense to give a rule for its correct use. The fact that the criterial relation
between g and W may be neither arbitrary (in one sense at least) nor stipulated, that
in innumerable cases we could not resolve to abandon the normative relationship
without a change in our form of life, and in many cases could not abandon it at all,
does not imply that it is empirical, let alone that it is a matter of Wesensschau. We may
concede that certain concepts are deeply embedded in our lives, occupy a pivotal role
in our thought and experience, yet still insist that their use is rule-governed, a matter
of nomos rather than phusis. (p. 552)

Note how the line of thought here goes from acknowledging that the relationship is
‘normative’ to the conclusion that — however inescapable for us, however felt as a
constraint rather than a stipulation — it must yet be a ‘rule’, a matter of convention
rather than nature. But why cannot it be acknowledged that it is normative with-
out being in any sense a convention? It is hard to see what could be at work here
other than the philosophical thesis that all propositions, judgable contents, are
factual.

It may be impossible to tell how far Wittgenstein thought his way past this thesis.
On the one hand he was not (in his later thought) burdened by the realist semantic
assumptions about truth and reference which lead to it. But on the other hand his
constant insistence that ‘training’ determines the ‘logical grammar’, or framework,
of our language-games at least suggests that he did not repudiate the Viennese
dichotomy of facts and rules. For one is ‘trained’ to observe rules: the process of
acknowledging a norm — spontaneously, autonomously — is a process of education,
not ‘training’.

At any rate, if we reject the thesis that all judgable content is factual, we can
acknowledge that the normative is a domain of the understanding, something we
judge of — but yet that norms are still like rules in this respect: we do not find them
in the world. They are presupposed in cognition of a world — and that view still has
certain strong affinities with Wittgenstein's later philosophy, even if it is not his. For
example, what he says about logic would also apply to this view of norms. For them,
as for ‘logic’,

There is not any question at all . . . of some correspondence between what is said and
reality; rather is logic antecedent to any such correspondence. (Wittgenstein, 1978,
1.156:p. 96)

Certainly this a very important and controversial philosophical claim. The question
in the end, of course, is not who thought it but whether it is true, and if so, how or

why.
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Notes

1

10

I am grateful to Bob Hale and Crispin Wright for many very useful discussions (includ-
ing some illuminating disagreements) about the issues dealt with in this chapter.

I shall refer to its development in Wittgenstein's thought, since his discussions of it
remain influential and exemplary. A balanced historical account would also examine
the important ideas of a number of his contemporaries; for example, Rudolf Carnap and
Moritz Schiick in the development of Viennese verificationism and Friedrich Wais-
mann for his influence on the development of ordinary language philosophy (e.g.
Carnap, 1936, 1937, 1949 and 1967; Schlick, 1936 and 1979, Vol. 2; Waismann,
1945, and Wittgenstein, 1979).

In the Tractatus (Wittgenstein, 1961, 6. 211) he merely notes, ‘In philosophy the
question, “What do we actually use this word or this proposition for?" repeatedly leads
to valuable insights.’

The characterization of a word's meaning as its use in a language becomes promi-
nent in his conversations with Schlick and others between 1929 and 1932 and in
lectures and writing of the thirties. For example, in Philosophical Grammar (Wittgen-
stein, 1974): ‘We ask “How do you use the word, what do you do with it” — that wil} tell
us how you understand it' (p. 87); ‘The use of a word in the language is its
meaning . . . Grammar describes the use of words in the language’ (p. 60). Further,
description of use is description of rules of use, like description of ‘rules of a game: *“I
can use the word ‘yellow’” is like “I know how to move the king in chess™" (p. 49).
Wittgenstein retains this conception even when he drops his verificationism (on which
see 2.1).

‘the meaning of a word is what the explanation of its meaning explains . .. “What
1 c.c. of water weighsis called ‘1 gram’ — Well, what does it weigh?” . . . Meaning, in our
sense, is embodied in the explanation of meaning.’ (Wittgenstein, 1974, pp. 59-60).
You need to know this basic principle to lie (to seek to make someone believe something
is true which you know to be false, by asserting it).

‘Itis what is regarded as the justification of an assertion that constitutes the sense of the
assertion.’ (Wittgenstein, 1974, p. 81.)

Here I use ‘semantics’ broadly, as equivalent to ‘theory of meaning' (or if the term
‘meaning’ is resisted, of ‘language-use’). In this broad sense it is not distinguished from
syntax but includes it.

I borrow the name from Michael Dummett (e.g. Dummett, 1993c, ch. 2), but the
account of the idea in what follows is my own.

EM should also be distinguished from conceptual role semantics (see Field, 1977, and
Peacocke, 1981 and ed. 1993, for a selection of representative articles). They often
sound similar, and similar issues, for example about reference and truth, arise for them.
The difference is that EM describes understanding in terms of grasp of rules, while
conceptual role semantics describes it solely in terms of assertoric and inferential
dispositions. The difference disappears if grasp of rules reduces to assertoric and infer-
ential dispositions — whether or not it does is one of the issues at stake in the rule-
following considerations (see Chapter15, RULE-FOLLOWING, OBJECTIVITY AND MEANING).
What is abolished is the idea of epistemology as the study of norms of belief, understood
as distinct from linguistic conventions or proposals. ‘Epistemology’ can still remain as
the name for conceptual analysis of what kind of fact is asserted to hold when one says,
for example, that a person knows that so-and-so is the case.
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Warrant, incidentally, comes in degrees. That is important, and a comprehensive
theory would need to take it into account. However, it will not be considered here.

It may mention them in giving truth-conditions for sentences which themselves men-
tion concepts and propositions. But while this might show that they enter its ontology,
it would not show that it makes explanatory appeal to them in exhibiting what
language-understanding is.

This attempt to show that truth-conditional semantics is consistent with the priority
thesis is loosely based on earlier discussions by Davidson and others of the philosophy
underlying his programme for semantics. See Davidson (1984); Evans and McDowell
(eds., 1976), ‘Introduction’, and Davidson's reply to Foster therein.

This line of thought implies either (a) a ‘deflationary’, ‘redundancy’, or ‘minimalist’
theory of truth (a theory of the kind discussed e.g. in Horwich 1990) or (b) a verifica-
tionist theory of truth (see 2.1). So the disjunction of (a) and (b) follows from the priority
thesis. A separate issue is whether a truth-conditional theory which clear-headedly
rejects the priority thesis has to adopt some theory of truth robuster than (a) (including
(b) among these robuster theories). Some argue that it does have to do so (see Pea-
cocke, 1993b, p. xvi); I do not myself think that is so.

Remember that we are talking here of a normative response: there is no attempt in
this account of understanding to reduce or eliminate normative attitudes to language-
use.

Contemporary philosophers who have influentially espoused a view of truth like this
include Putnam (1990) and Wright: but Wright now accepts it only for some areas of
discourse — see his concept of ‘'superassertibility’ in Wright (1992). Interestingly, it is
not prominent in either Wittgenstein or the Vienna Circle. Schlick is closest to it.
Neurath inclined to coherentism or to questioning the very respectability of the con-
cept of truth; Carnap (1949}, relying on Tarski's semantic characterization of truth,
defended truth as a respectable concept but explicitly distinguished it from assertibility.
Wittgenstein inclined to a deflationary view of it. As remarked in note 15, both the
verificationist and the deflationary view are consistent with the priority thesis.

This passage comes from a section copied by Stein from notes which Waismann circu-
lated as a transcript of Wittgenstein's views (see editor’s introduction, p. 20).

“The direction of a thought-movement is defined by the logical place of the answer.”
Note the continuity with Tractatus 6.5 and 6.51; cp. Wittgenstein (1975, pp. 66 and
174: ‘The meaning of a question is the method of answering it’, and ‘Every proposition
is the signpost for a verification'.

In Waismann’s own theses (included in Wittgenstein 1979 as Appendix B) the ‘positiv-
istic” kind of verificationism is rather more prominent — “To understand a proposition
means to to know how things stand if the proposition is true” — but the operationist
conception is simultaneously stressed.

The suggestion is canvassed by Crispin Wright in ‘Anti-realism and revisionism’, Real-
ism, Meaning and Truth, pp. 317-41. Cp. Skorupski (1988) section VI, pp. 516-23.
Further discussion of related issues, together with further reading, can be found in
Wright (1987), pp. 309-16 (‘Could Thatcher be a master-criminal’?). Note, however,
that Wright's discussion is about the implications for an ‘epistemically constrained’
notion of truth, whereas here the issue concerns EM and its account of the meaning of
logical operators.

In this section I have skirted obscure and much-discussed issues about ‘holism’, ‘anti-
realism’ and classical logic. A recent statement of Dummett’s view (which is opposed to
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that taken here) is Dummett (1991), chs. 8—12. Compare Wright, ‘Anti-realism’, sec-
tion VI in Wright (1987). The line I have taken is discussed a little more extensively in
§§ I-VII of Skorupski (199 3a).

23  ‘Whatelse but a fact can a statement express? In what sense could something be called
“true” or “false” if it does not designate an existing or nonexisting fact?’ (Carnap, 1967,
p. 341).

24 It does not correspond to the fact that the patch is yellow. Rather, the English sentence
‘The patch is yellow’ can express a fact because the normative proposition ‘If you're
following the rules of English you ought to call this patch “yellow”’ can be determin-
ately true.

25 Two writers who argue for an epistemic theory of content — though in quite different
and, indeed, unrelated ways — are John Pollock and Christopher Peacocke. Peacocke's
theory has been developed in a number of writings, most recently at book length in
Peacocke (1992). An accessible account of Pollock’s ‘view is in Pollock (1987). Also,
those writers in the Davidsonian truth-conditional tradition who hold that interpret-
ing the meaning of a speaker’s utterances requires that one attribute norms of ration-
ality to the speaker, in effect yoke a truth-conditional semantics to an epistemic theory
of content. See Davidson (1984).

26 For further discussion of these matters see Coffa (1991) and Skorupski (1993Db). See
also Chapter 14, ANALYTICITY.

27 The dispute goes right back to the Vienna Circle. Neurath announced that ‘Statements
are compared with statements, not with “experiences”, “the world”, or anything else’
(Neurath, 1959, p. 291). Schlick replied: ‘It is my humble opinion that we can compare
anything to anything if we choose' (Schlick, 1979, Vol. 2, p. 401). See Jacob (1984). A
non-linguistic version of the Neurathian doctrine is that only a belief can provide a
reason for a belief: see e.g. Davidson (1986). For recent discussions of how experience
provides reasons for belief see McDowell (1994) and Millar (1991).

28 Peacocke argues that a theory of concepts cast in terms of norms of reasoning can yield
a substantive account of the a priori which differs from the EM account of analyticity
discussed in this section. His account does not seem to me to be successful, but neither
does it seem to me to be needed for his project of stating possession conditions for
concepts. See Peacocke (199 3a), Skorupski (1995) and Peacocke (1996).
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Intention and convention

ANITA AVRAMIDES

1 Intention and convention in language

Individuals perform intentional actions, and among these are linguistic acts. Indi-
viduals also perform conventional actions, and among these, as well, are linguistic
acts. Some philosophers have taken these facts as the starting-point for an under-
standing of language and meaning.

No one would deny that intentions must have a place in a completed account of
linguistic meaning, but only some have insisted that reference to speakers and their
intentions is of fundamental importance in the understanding of language (see § 2).
One philosopher who gives a clearly defined and central place to speakers and their
intentions when accounting for meaning is H. P. Grice. In his 1957 paper, “Mean-
ing”, Grice proposes an analysis of meaning in terms of a speaker’s intention to
produce a response in an audience. Grice's analysis of meaning is an analysis of
speaker meaning (see §§ 6 and 7). Grice further proposes that we use this analysis
of speaker meaning as the foundation of an account of linguistic meaning. One
difference between the two sorts of meaning is this: linguistic meaning is timeless,
while speaker meaning is tied to a particular occasion of utterance. One way of
effecting the transition from speaker meaning to linguistic meaning is to introduce
the notion of convention. David Lewis (1969) and Stephen Schiffer (1972) have
constructed an analysis of the notion of convention which dovetails nicely with
Grice’s work on meaning (see §§ 9 and 10).

According to Lewis, “it is a platitude that language is ruled by convention”
(1969, p. 1). The problem with platitudes is that they can be so taken for granted
that it is often difficult to say what precisely they mean. The idea that language is
conventional can be traced back to the ancient Greeks. In De Interpretatione Aristo-
tle wrote, ‘A name is a spoken sound significant by convention. . . . [ say “by con-
vention” because no name is a name naturally but only when it has become a
symbol." According to John Lyons (1968, p. 4), the ancient Greeks took convention
to be the result of custom or habit, itself the result of either tacit agreement or social
contract which, in that it was man-made, men could alter without affecting the
efficacy of language. This view of language was set in opposition to that of the
naturalist. A naturalist view of language is claimed to have been held by Cratylus
and is reported by Socrates in the Platonic dialogue concerned with language,
Cratylus. Characteristically, Socrates makes the point by appeal to analogy: “To
what does the carpenter look in making the shuttle? Does he not look to that which
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is naturally fitted to act as a shuttle?. . . . Then, as to names, ought not our legisla-
tor also to know how to put the true natural name of each thing into sounds and
syllables?” A natural name is onomatopoeic, or has a part which is imitative or
suggestive of what it refers to (see Lyons, p. 5).

For philosophers today the debate is no longer between the conventionalist
and the naturalist. In some sense, all philosophers are conventionalists. Reflecting
on the positions of Cratylus and Aristotle, it is possible to discern two basic ideas in
the thought that language is conventional. First there is the rejection of the
Cratylian idea that words have a natural meaning in favour of the idea that there
is an arbitrary association between a word and its meaning. Further to this is the
positive idea that speakers exercise a degree of rational, or intentional, control
over their language. It is the first of these ideas — that the association between a
word and its meaning is arbitrary — which has the greatest claim to being a plati-
tude. It is this that no philosopher today denies. All too often, however, it is the
further idea — that speakers exercise rational control over the meaning of their
words — which is taken to be necessary for convention. And it is to this idea that
many object (see § 10).

Some of those who object to the more full-blooded notion of convention are
opposed also to an account of meaning which depends on the concept of intention.
This may be because intention-based semantics is also thought to give a speaker
some sort of rational control over the meaning of their words (see Grandy and
Warner, 1989, for a good discussion of the way in which meaning is, for Grice, a
reason-governed activity). Whatever the reason for entwining the fates of these two
ideas, it should be remembered that they are essentially distinct.

2 Use theories vs. formal theories

Traditionally there have been two approaches to the understanding of language,
each of which accords an essentially different place to speakers and their intentions.
One approach is associated with formal theories of meaning, the other with what is
sometimes referred to as ‘use theories’ of meaning. It will help to clear the way for
a discussion of the Gricean, intention-based approach if we first review this tradi-
tional distinction.

Formal theories of meaning are primarily concerned with the formal structure
of language and the interrelations between sentences. They aim, inter alia, to
explain how, from a finite stock of semantic primitives, a user of the language
can understand and construct a potentially infinite variety of sentences. Formal
theorists study language in abstraction from the imprecisions and ambiguities
of daily use. Such theories were prominent in the first part of the twentieth
century, encouraged by developments in formal logic. More recently, formal theo-
ries of meaning have been proposed by, among others, Donald Davidson (1984)
and Michael Dummett (1975). Both Davidson and Dummett agree that a formal
approach is the correct approach to linguistic meaning, and they both agree that
a theory of meaning should be constructed in such a way as to conform to
certain general principles. Both Davidson and Dummett agree that a formal
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approach to linguistic meaning is correct, and they both agree that a theory of
meaning should be constructed in such a way as to conform to certain general
principles. Davidson and Dummett part company over the question of which prin-
ciples should guide the construction of the formal theory. As a result, Davidson
ends up employing a Tarski-style theory of truth in his account of meaning, while
Dummett rejects a truth-conditions theory in favour of one based on verification
conditions. (See Chapter 1, MEANING AND TRUTH CONDITIONS, Chapter 2, MEANING, USE,
VERIFICATION, Chapter 8, RADICAL INTERPRETATION, and Chapter 12, REALISM AND ITS OPPOSI-
TIONS.)

Despite the formal nature of these theories of meaning, they do accord some role
to speakers and their intentions. Latterly, formal theorists have proposed that a
completed account of meaning should be taken to consist in a series of layers (see,
for example, Wiggins, 1971): the fundamental level is labelled ‘semantics’ and ac-
counts for the strict meaning of an utterance; the next level is labelled ‘pragmatics’
and accounts for an utterance’s force; further levels are brought in to account for
perlocutionary effect, tone, conversational implicature, etc. The claim, then, is that
formal theories are only applicable at the level of semantics; reference to speakers
and their intentions are to be brought in at the next level — that of pragmatics.

In contrast to the formal theorists, the use theorists put central emphasis on
speakers and what they do in their account of meaning. They are not content to let
mention of speakers and their intentions be relegated to the level of pragmatics. The
debate is over the core; use theorists see themselves as offering an account of
semantics (see Loar, 1976, p. 150). This approach to meaning is associated with
the writings of J. L. Austin, the later Wittgenstein and Grice. John Searle (1971, pp.
6—7) has written that the influence of these philosophers

recasts the discussion of many of the problems in the philosophy of language into the
larger context of human action and behaviour generally. . .. Instead of seeing the
relations between words and the world as something existing in vacuo, one now sees
them as involving intentional actions by speakers.

According to these philosophers one cannot abstract away from the imprecision of
natural language, but must study language in its natural habitat, so to speak. By
placing the emphasis on speakers and their intentions, these use theorists place less
emphasis on sentence structure; they concentrate on giving an account of whole
sentences. However, just as formal theorists eventually turn their attention to
intentions, so use theorists do eventually turn their attention to structure once the
basic analysis is in place. It is often said that the weakness in the formal approach
is in the way it handles intention, while the weakness of the intention-based
approach is in the way it handles structure (see § 8).

The weakness of one approach may be thought to be the strength of another. A
union of the two has sometimes been thought to cover all desiderata. This is a good
idea in principle; in practice, however, there are difficulties. There can be no recon-
ciliation with an approach which is considered misguided, and many have thought
this about the Gricean approach to meaning (see § 4). Furthermore, for many
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philosophers the battle rages over the core. P. F. Strawson (1971, p. 172) charac-
terizes this battle as a “Homeric struggle”. Strawson himself enters the fray on the
side of the use theorist. He does allow both the use and the formal theorist a place
in an overall account of meaning, but he places the use theorist closer to the
philosophical foundations of meaning.

Strawson points out that both theorists may accept some of the ground of the
other: both may accept that the meaning of sentences of a language is largely
determined by the semantic and syntactic rules of that language; and both may
accept that those who share knowledge of a language have at their disposal a useful
means of communicating. Strawson characterizes the difference between the
theorists in this way: the use theorist insists, and the formal theorist denies, that
the nature of the rules can be understood only by reference to the function of
communication. Strawson then attempts to show that the use theorist must be
correct by considering the formal, truth conditions, theory of Davidson, and argu-
ing that these truth conditions cannot be understood without reference to the act of
communication which they facilitate. The line of thought which leads Strawson to
this conclusion goes as follows. The truth condition theorist claims that to give
“necessary and sufficient conditions for the truth of every sentence . . . is a way of
giving the meaning of a sentence” (Davidson, 1984, p. 24). According to Strawson,
such an account gives us an understanding of meaning only if we have some
understanding of truth — not just truth in this or that language, but truth in
general. The first thing we notice when we try to give some account of truth in
general is this: “one who makes a statement or assertion makes a true statement if
and only if things are as, in making that statement, he states them to be” (Strawson,
1971, p. 180). When we put this together with the idea that meaning can be
specified in terms of truth-conditions, we get the following: to specify the meaning
of an indicative sentence is to specify how things are stated to be by someone who
makes a statement by uttering it. What we run up against here is the speech act of
statement-making, and the content of such a speech act. Strawson then writes
(1971, p. 181):

Here the [use] theorist . . . sees his chance. There is no hope of elucidating the notion
of the content of such speech acts without paying some attention to the notions of
those speech acts themselves. . . . And we cannot, the theorist maintains, elucidate
the notion of stating or asserting except in terms of audience-directed intention. For
the fundamental case of stating or asserting . . . is that of uttering a sentence with a
certain intention.

Strawson's conclusion is that reference to speakers and their intentions is of funda-
mental importance in the understanding of language.

John McDowell (1980) has a certain sympathy with the use theorist, but thinks
Strawson grants such a theorist too much ground. In particular, McDowell objects
to the employment of a Gricean analysis to account for meaning. Strawson’s mis-
take, according to McDowell, is to take the formal theorist to be giving a kind of
analysis of meaning in term of truth conditions. McDowell agrees that, had the
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formal theorist embarked on the task of analysis, it would indeed be short-sighted to
stop before offering some analysis of the notion of truth employed in the original
analysis. However, analysis is not the business of the formal theorist. Once we see
this, claims McDowell, we can see as well that the further analysis of truth which
Strawson insists upon is unnecessary. McDowell agrees with Strawson that the
theorist of meaning must mention kinds of action which are standardly intentional
and directed towards audiences. However, he believes that this can be done with-
out employing the method of analysis anywhere in the account of meaning. (This
idea is developed in § 4, below.)

Despite their differences, McDowell and Strawson agree that the study of mean-
ing involves us in the study of speech acts of various sorts. It was Grice who
introduced a detailed analysis of these acts in terms of speakers’ intentions, but it
was J. L. Austin who emphasized the need for philosophers of language to appreci-
ate that speakers of a language do things with words.

3 Austin and the use of language

Austin's 1955 William James Lectures were published in 1962 under the title
How to Do Things With Words. According to Geoffrey Warnock (1989), Austin
claimed to have formed his views on this topic as early as 1939. In his early
thinking about language Austin distinguishes what he calls “performative”
from what he calls “constative” utterances. The “typical or paradigm case” of a
constative utterance is a descriptive utterance, or a statement (1962, p. 132).
Austin initially identifies a constative as an utterance which states a fact and
is true or false. He then proceeds to point out that there are utterances which
masquerade as constatives, as statements of fact, but which are “intended as
something quite different” (1962, p. 3). In other words, there are utterances
which are grammatically constructed along the same lines as a statement of fact,
and yet are importantly different from such statements. Austin specifies two of
these differences:

(1) The masquerading utterances do not describe — or constate — anything; they
are not true or false, and

(2) The utterance of one of these masqueraders is, or is part of, the doing of an
action, which would not normally count as saying something. e

Austin gives the name “performative” to these masquerading utterances. He
begins by drawing attention to explicit performatives, that is, to utterances which
are explicit about the action which they serve to perform. Examples include the
following;: ‘

1) 1 promise to meet you at 5 o’clock.

2) 1Ibet you £10 Princess Precious will win the race.
3) I name this ship the Queen Elizabeth.

4) 1do thee wed.
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IfI say “I promise to meet you at 5 o’clock”, this is not a description of a promise, it
is an act of promising. My utterance is not truth-evaluable. Austin writes,

[This] needs argument no more than that ‘damn’ is not true or false: it may be that the
utterance ‘serves to inform you’ — but that is quite different. To name the ship is to say
(in the appropriate circumstances) the words ‘I name, etc.’. When I say, before the
registrar or altar, etc. ‘I do,” I am not reporting on a marriage: I am indulging in it.
(1962, p. 6)

One important feature of a performative utterance is this: the utterance itself is not
sufficient for the completion of the (speech) act; in addition, a certain ‘setting’ is
required. Austin refers to this as the condition of convention. About this he writes:
“There must exist an accepted conventional procedure having a certain conven-
tional effect, that procedure to include the uttering of certain words by certain
persons in certain circumstances” (1962, p. 14). It is to these conventions that
Austin is referring, above, when he says that the words “I name, etc.” must be said
in the appropriate circumstances, and the words “I do” must be said before an altar
or a registrar. Austin says little in support of this condition, which he takes to be
obvious.

Thus we find in Austin an early example of the explicit introduction of the notion
of convention into semantics. However, the notion of convention which
Austin takes to be necessary for the completion of a performative utterance must be
distinguished from that centrally under discussion in this essay. Austin is not here
referring to linguistic conventions, but to social conventions. These social conven-
tions must be in place for the utterance to be successful or “felicitous”. This leads us
to note yet another feature which, according to Austin, differentiates performative
from constative utterances: performatives, which require the existence of (social)
conventions, are either felicitous (successful) or infelicitous (unsuccessful); consta-
tives, which do not require the stage setting provided by conventions, are either
true or false.

By the time he came to write How To Do Things With Words Austin believed this
distinction between constatives and performatives itself to be infelicitous. The prob-
lem arises when one tries to be more precise about the differences between these
two kinds of utterance. Austin considers whether there might not be some criterion
(or criteria) of grammar or of vocabulary which could be used to distinguish perfor-
mative from constative utterances, but concludes that the same sentence used on
different occasions may be used either as one or the other.

For example, I may promise simply by saying, “I shall be there at 5 o'clock”; or
I may warn you simply by saying, “The bull is dangerous.” In other words, Austin
came to recognize that performatives need not take an explicit form. At one point
Austin considers whether it would be possible to distinguish performatives by argu-
ing that, in the case where a performative cannot, as it stands, be distinguished in
point of grammar or vocabulary from a constative utterance, we can bring out or
make explicit the performative nature of the utterance. Thus, if someone says, “I
shall be there,” we could ask if this is a promise. If the answer is “yes”, we can take
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the original utterance to be a performative. It should, then, be possible in principle
to make a list of performative verbs. At this point, however, Austin runs up against
a problem. Is “I approve” an example of an explicit performative, or does it have
descriptive meaning? And what are we to make of utterances beginning with “I
state that”? Furthermore, Austin soon came to appreciate that one cannot uphold
the distinction between performatives and constatives, as he initially believed, by
pointing out that the former are felicitous or infelicitous while the latter are true or
false. Several considerations led him to conclude that both kinds of utterance can be
thought to be open to both kinds of evaluation (see 1962, p. 55 and pp. 132-46).
Finally, and most importantly, Austin came to the conclusion that in the case of all
(or almost all) utterances there is an element of saying and there is an element of
doing.

With his ill-fated distinction between constative and performative utterances
Austin was exploring the relationship between saying and doing, and in what sense
to say something may be to do something. Having been unable to sustain a
constative-performative distinction, he chooses to make a fresh start on the prob-
lem. He writes (1971, p. 20), “What we need, perhaps, is a more general theory
of . .. speech-acts, and in this theory our constative—performative antithesis will
scarcely survive.”

Austin begins again, this time guided by the idea that “to say something is in the
full and normal sense to do something” (1962, p. 94). He calls the saying of
something in this normal sense the performance of a locutionary act, and he
breaks this up into the following sub-acts: the phonetic (uttering noises), the
phatic (uttering words with a certain construction), and the rhetic (uttering
words with a certain meaning). Austin adds that “to perform a locutionary act
is also and eo ipso to perform an illocutionary act” (1962, p. 98). He defines
an illocutionary act as the performance of an act in saying something (as opposed
to a locutionary act of saying something). The illocutionary act determines the
way we use our words: to ask a question, give information, issue a warning, and
the like. Further to these acts, Austin notes that when we perform a locutionary act
we may also perform an act of another kind; we may, by our utterance, have a
certain kind of effect on our audience. For example, I might, by my utterance,
persuade, annoy, frighten or amuse another. Austin labels acts of this type ‘per-
locutionary’ acts. A perlocutionary act is an act done through, or by, the locutionary
act.

Austin now proposes to uphold a threefold distinction where before he had
attempted to uphold a twofold one. In his 1964 paper “Intention and Convention in
Speech Acts”, P. F. Strawson investigates two aspects of this three-fold distinction.
The first has to do with the place of convention, the second concerns the effect of the
utterance on an audience.

In his discussion of the distinction between illocutionary and perlocutionary
acts Austin writes that “the former may, for rough contrast, be said to be
conventional . . . but the latter could not”. There clearly is a link here between illocu-
tionary acts and performatives. And just as with performatives, it would seem that
Austin's reference to conventions is a reference to extra-linguistic conventions. The
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question Strawson raises is this: Is it the case that all illocutionary acts do involve
such extra-linguistic conventions? Strawson accepts that when one utters the
words “I do thee wed”, or “Checkmate”, a certain social convention must be
in place. However, he cannot see what convention is involved when one utters
with the force of a warning, “The ice over there is thin.” Strawson concludes that
only some illocutionary acts are conventional in this sense. As for the rest, we
may call them “conventional”, but “only in so far as the means to perform [them]
are conventional” (1971, p. 165). In such cases illocutionary force is exhausted
by meaning; there is no appeal to extra-linguistic conventions. Strawson
emphasises that there are, roughly, two kinds of case: there are illocutionary
acts which require the existence of certain social conventions, and there are
others (perhaps the majority) which do not require this. (For a further discussion
of illocutionary acts and convention also see Warnock, 1989, and Recanati,
1987.)

The second aspect of Austin’s threefold distinction which Strawson discusses
is the way in which illocutionary acts may be thought to have effects. Perlocu-
tionary acts straightforwardly involve an effect on an audience (e.g. my
utterance may have the effect of amusing you), but the way effects are involved
in an illocutionary act is very different from this. Consider the case where I utter
the words, “There is a bull in the field” with the illocutionary force of a warning.
In order for this illocutionary act to be successful, a certain effect must be
achieved, that is, my audience must hear my utterance and understand it as a
warning. If this effect is not achieved, the illocutionary act is unsuccessful. In
other words, to speak with a certain illocutionary force is not eo ipso to perform
a certain illocutionary act. The latter requires an effect — what Austin called
“uptake” on the part of the audience. (It should be noted that for the
illocutionary act to be considered complete the warning need not be heeded, just
understood.)

Strawson seeks further to clarify in what sense the performance of illocutionary
acts involves the securing of uptake. In order to understand further the idea
of securing uptake, or of understanding, Strawson suggests that we deploy a
Gricean analysis of meaning. Where Grice is primarily interested in the analysis
of speaker meaning, Strawson is interested in the analysis of hearer’s under-
standing. Strawson proposes to adapt Grice's analysis. The suggestion, very
roughly, is this:

For an audience A to understand an utterance x, A must recognize the speaker
S’s intention that S's utterance of x produce a certain response in A.

Just as the original Gricean analysis is subject to counterexample and in need of
emendation (see §§ 6 and 7), so the Strawsonian analysis of understanding will
require emendation. Strawson’s point is that some such analysis will give sub-
stance to the idea of audience uptake which is required for the successful comple-
tion of an illocutionary act. Strawson’s suggestion also provides an explicit link
from Austin's work on speech acts to Grice’s analysis of meaning.
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4 The analysis of meaning

The idea emphasized by Austin, whether by reference to performatives or to illocu-
tionary acts, is that in speaking we perform actions of various kinds. By way of
development of this idea we may add that actions are intentional events performed
by persons. Austin’s work broke much ground, but it shied away from precision. As
we have just seen, Strawson attempted to introduce precision into Austin’s work by
proposing a union of it with the work of Grice (suitably amended). There are those,
however, who would argue that the analytic precision introduced by Grice and
Griceans is a wrong turning in the idea that meaning is use. The later Wittgenstein
has been interpreted as holding that such analytic rigours are very much out of
place in philosophy. Perhaps influenced by Wittgenstein, some philosophers have
opposed analysis when the subject under consideration is meaning.

Michael Dummett (1975, pp. 97—8) has suggested that our concept of meaning
is too unclear to be the subject of analysis. In the case of meaning, a theory specify-
ing the meanings of the expressions in the language is all we can hope for. Thus,
Dummett takes the side of the formal theorists, and relegates mention of speakers
and their intentions to the level of pragmatics. Dummett contrasts the case of
meaning with that of knowledge, and argues that in the latter case analysis is
appropriate. It is an interesting question to which concepts the method of analysis
is fruitfully applied. In opposition to Dummett, I have suggested that analysis is
appropriately and fruitfully applied to the concept of meaning. Grice and others
have done much by way of clarification of this concept — for example, by disen-
tangling different senses of “to know”, and by suggesting a priority among types
of meaning: speaker meaning, sentence meaning, word meaning, meaning over
time, etc. (see § 5). With this work in mind, I have argued that our concept of
meaning is not as unclear as Dummett suggests (see Avramides, 1989, ch. 1.).

As we saw in § 2, John McDowell also resists the introduction of analyses of
meaning. He writes (1980, p. 124), “we lack an argument that meaning consti-
tutes the sort of philosophical problem which requires analysis for its solution”. Like
Dummett, McDowell favours theory-building over analysis; however, where Dum-
mett favours a theory based on verification conditions, McDowell follows Davidson
in favouring one based on truth conditions. Despite his partiality for theory-
building, McDowell does not proceed by first constructing a core, truth, theory and
building out to include reference to speaker’s intentions. Rather, he suggests that
we begin with a picture of the whole — a picture which includes both sense and force
- and that we work our way back to a core, truth, theory which can help to explain
the structural and recursive features of language. Proceeding in this way will
guarantee that the truth theory we end up with at the core is in fact a theory of
meaning for speakers of that language.

McDowell takes issue with Strawson (cf. § 2 above), and via Strawson with
Grice, over the way intentions figure in an account of meaning. He accuses Straw-
son of commitment to an analysis of meaning which aims to provide a “reductive
account of kinds of speech acts in terms of the intentions of their performers”
(1980, p. 131). A reductive analysis is one which gives an explanation of the
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notion of speaker meaning in terms of some conceptually prior notion of speaker
intention. McDowell suggests that in the place of analysis we aim to provide an
account of meaning which gives “a perspicuous mapping of interrelations between
concepts”. Rather than say that meaning consists in a speaker’s intention to pro-
duce a response in an audience by means of the audience’s recognition of the
speaker’s intention (Grice), McDowell suggests that we see speech acts as intention-
al performances on the part of speakers to say such-and-such to an audience,
which speech acts are recognized — or understood — by that audience. McDowell's
suggestion eschews the idea of conceptual priority.

In the course of developing his proposal, McDowell makes reference to the work
of John Searle (1969). Like McDowell, Searle rejects the Gricean idea that a hearer
must recognize a speaker’s intention and suggests, instead, that what is essential to
meaning is the hearer’s understanding. It is interesting to note that, in his criticism
of Grice, Searle refers to the Austinian idea of an illocutionary act. As we saw in
§ 3 above, what is requisite to the achievement of an illocutionary act is audience
uptake — that is, audience understanding; recognition of the speaker’s intention is
neither here nor there. McDowell and Searle on the one hand, and Grice and
Strawson on the other, propose two different ways of developing the Austinian idea
that we do things with words.

It seems to me that McDowell offers an interesting alternative to Grice's work,
but does not succeed in providing us with a reason to reject the Gricean method of
analysis. It is a mistake to hold that analyses are necessarily reductive, and hence
incompatible with an attempt to examine the interrelations between concepts. I
have argued (in 1989, ch. 1, § 3) that analyses are susceptible of two different
interpretations. The one is reductive, the other I labelled “reciprocal”. I associate
the first with John Wisdom, who held that the aim of analysis is to reach a new level
of concept, one more basic or more fundamental than the other. The second I
associate with the work of G. E. Moore (1966, p. 168) who held that “the chief use
of analysis in the way of clearness, is only the clearness which it produces when you
are doing philosophy itself”. In a reciprocal analysis, conceptual priority is replaced
by conceptual interdependence. Which interpretation one gives of the analysis is
not something that can be represented in the original analysis. It does, however,
effect the further understanding of the concepts employed on the right-hand side of
the original analytic biconditional. What determines the interpretation we give is
our understanding of the concepts involved.

Once these two interpretations have been distinguished it is possible to ask
which sort of analysis Grice intended. Grice himself writes in such a way as to make
it difficult to answer this question. Griceans such as Stephen Schiffer (1982) and
Brian Loar (1981) clearly advocate a reductive interpretation. In 1989 I defended
a reciprocal interpretation. An analysis of meaning under a reciprocal interpreta-
tion is one way of achieving the “perspicuous mapping of interrelations between
concepts” which McDowell seeks. As far as I can see, McDowell does not here have
an argument against the Gricean method of analysis.

In the introduction to their collection of essays Truth and Meaning, Gareth Evans
and John McDowell put forward an argument which, if successful, would count
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against even the weaker, non-reductive, interpretation of Grice's work. Their claim
is that the analysis does not correctly reflect the “phenomenology of language”.
Language is habitual and unreflective, while the analysis is very complex and
suggests a highly reflective form of behaviour. Griceans would accept the observa-
tion about language use, but argue that squaring with the phenomenology is not
their goal. They do not hold that the analysis reflects a conscious process under-
gone either by speakers or their audience. Schiffer (1982) has argued that our
behaviour reveals that audiences in fact have what he calls “tacit expectations”
concerning those they listen to, and speakers exploit these expectations in the
noises they choose to use. Furthermore, it could be said that the analysis represents
something true of the speaker — not something of which she is consciously aware.
David Armstrong (1971) has suggested that the analysis may represent a rational
reconstruction rather than any kind of psychological reality. This idea has also
been attributed to Grice (see Grandy and Warner, 1989, pp. 8-15).

It may be that the sense in which the analysis of meaning represents a wrong
turning in the development of the fundamentally correct idea that meaning is an
act performed by speakers lies deeper than any of the above arguments have delved.
Indeed, it may involve a commitment to a certain way of doing philosophy, one
which eschews the rigours of analysis. The problem with this way of approaching
things, however, is that it would apply equally to the rigours of theory building as
to those of analysis. The difficulty with the philosophers’ views I have considered
here is that they want to retain a theory of meaning while rejecting the {Gricean)
analysis of meaning. For this reason their arguments are directed against an analyt-
ic approach to meaning — allowing for the possibility of an analysis of some other
concept. However, I am not yet persuaded of these objections to the analysis of our
concept of meaning.

5 Grice's account of non-natural meaning

Grice begins his 1957 paper with the observation that the word “means” has (at
least) two different senses: a natural sense (as in “Those spots mean measles”, or
“Black clouds mean rain”); and a non-natural sense (as in “By that gesture Sam
meant that he was fed up”, or “His remark meant . . .”). One distinguishing feature
of these two uses of the word “means” is this: the natural use is factive - that is, it
commits the speaker to a certain fact (i.e. that someone has or will have the
measles, or that it will rain); the non-natural use is non-factive (for example,
Sam’s gesture may mean that he is fed up, but Sam may not be fed up).

In “Meaning” Grice simply sets aside natural uses of “means” and develops an
analysis of non-natural meaning. In a much later paper, “Meaning Revisited”, he
suggests that non-natural meaning is a descendent of, or is derived from, natural
meaning. Grice explains how this may come about by considering a special case of
natural meaning: a groan. A groan is a natural sign of pain when it is produced
involuntarily by an individual. An involuntarily produced groan will lead an ob-
server to believe that the groaner is in pain or discomfort (cf. the case of observing
black clouds). Now in certain circumstances an individual may groan voluntarily.
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The most obvious case of a voluntarily produced groan is where there is a desire to
deceive. In such cases, however, because of the association between a voluntarily
produced groan and deception, any tendency on the part of an observer to come to
believe that the groaner is in pain is undermined. The move from natural to non-
natural meaning comes about, suggests Grice, when the groan is produced volun-
tarily and an observer still takes this as reason to believe the groaner is in pain and
not as evidence of deception. This happens when the groan is voluntarily produced
with the intention that it be recognized as a voluntary act, and is recognized as
such. Grice suggests that the move from natural meaning to non-natural meaning
is complete when the groaner (henceforth the speaker) is taken by the observer
(henceforth the hearer) to be trustworthy.

In this way Grice shows that there is a conceptual link from natural to non-
natural meaning. It should be noted that Grice's story is not intended as a descrip-
tion of a historical or developmental process. It should also be noted that
non-natural meaning is not necessarily limited to such natural devices. Any device
that will communicate the speaker’s intentions will do.

Grice intends the distinction between natural and non-natural meaning to do
roughly the same work as the more traditional distinction between natural and
conventional signs (1989, p. 215). One difference which inclines Grice to favour
the natural — non-natural distinction is this: there may be cases of meaning which
are not signs (for example, words) and which are not conventional (for example,
some gestures and cases of meaning on a particular single occasion). Thus, Grice’s
analysis of non-natural meaning is designed to cover more than conventional
linguistic meaning. The basic Gricean analysis is of speaker meaning on a particu-
lar occasion. The move to standard, or timeless, meaning is achieved by the intro-
duction of the notion of convention at a later stage in the development of the
analysis. The basic analysis is also of whole-utterance meaning. The meaning of the
utterance parts, the words, is also addressed by Griceans at a later stage. In the
sections which follow I give a brief outline of the various stages in the development
of the Gricean analysis.

6 The sufficiency of the analysis

Griceans aim to construct an analysis which provides conditions which are both
necessary and sufficient for speaker meaning. The initial idea for the analysis comes
from Grice, but the analysis has developed in response to counter-examples provid-
ed by, among others, Jonathan Bennett, Brian Loar, Stephen Schiffer, and P. F.
Strawson.

The basic idea is to give an analysis of non-natural speaker-meaning of a whole
utterance on a particular occasion in terms of, roughly, a speaker’s intention to
produce a certain response in an audience. This, however, is too rough; as it stands,
there is nothing that reflects the fact that what is being analysed is an act of
communication between a speaker and a hearer. We move closer towards an analy-
sis of an act of communication if we say, not only that a speaker must have an
intention to produce a response in an audience, but that the audience must
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recognize this intention. Yet even this is not adequate to account for communica-
tion, since the audience may indeed recognize the speaker’s intentions, but not
come to have the intended response because of this recognition. To capture this it
must be added that the audience’s recognition of the speaker’s intention should
function as at least part of the reason for the response. Furthermore, the audience
must come to have its response as the result of its recognition that the speaker’s
utterance has a certain feature (note that: the Gricean literature, “utterance” must
be understood to cover not only spoken syllables and the written word, but also
gestures). Each of these emendations to the basic analysis is in response to specific
counter-examples which can be found in Schiffer (1972) and Grice (1989, essays 5,
6 and 14).
At this point the basic analysis looks like this:

(1) Speaker S meant something in uttering x if and only if S uttered x

intending:

(a) that x have a certain feature, {

(b) that A recognize that x has f,

(c) that A infer at least in part from the fact that x has f that S uttered x
intending:

(d) that S’s utterance of x produce response r in A,

(e) that A’srecognition of S's intention (d) should function as at least part
of A’s reason forr.

{(Note: This formulation of the analysis largely follows Schiffer (1972). Grice's own
formulation of the analysis can be found in Grice (1989), essays 5, 6, and 14.)

At this point the analysis is still not sufficient for meaning. In other words,
counter-examples can still be devised which reveal that all the above-mentioned
conditions may be satisfied and yet, intuitively, the case is not one of meaning. The
kind of problem was first identified by P. F. Strawson (1971, p. 156) and is captured
by the following counter-example: Let’s say that S intends, by the act of arranging
convincing-looking evidence that p, to bring it about that an audience, A, believes
that p. Say, also, that S arranges this evidence knowing that A is watching him do
this, and knowing as well that A will take the arranged evidence as evidence that p.
If we add to the story that S also knows that A does not know that S knows that A
is watching, then this case cannot be taken to be a case of genuine communication.
Strawson identifies the problem as follows: although A will take S to be trying to
bring it about that A believes that p, A will not take S as trying to ‘let him know’ or
‘tell’ him something. The point is that, in this case, A comes to believe that p
because he reasons that S would not be doing what he is doing unless he intended
A to come to believe that p as a result of seeing S arrange the evidence. There is a
slight deception on S’s part which results in a lack of openness between S and A
about what is going on. Strawson then suggests, “It seems a minimum further
condition of his trying to [communicate with A] that [S] should not only intend A
to recognize his intention to get A to think that p, but that he should also intend A
to recognize his intention to get A to recognize his intention to get A to think that p”
(1971, p. 157).
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This condition is, then, built into the basic analysis in the following way:

(2) S meant something in uttering x iff S uttered x intending:
(a)~(e) and
(f) that A should recognize S’s intention (c).

The addition of condition (f) does get around the kind of problem which Strawson’s
counter-example brought to light. However, Strawson also suggests that, unless
the analysis contains a condition which ensures that a kind of openness is main-
tained between speaker and audience, we may find this kind of problem recurring.
Strawson does not actually introduce the term “openness”, but he does suggest the
idea (1971, p. 157). Neither does he suggest any way of ensuring openness. The
term “openness” can be found in Simon Blackburn'’s discussion of the Gricean
analysis (see Blackburn, 1984, ch. 4).

Strawson was correct. Soon further counter-examples were being devised which
showed that conditions (a)—(f) are not sufficient conditions of (speaker) meaning.
These further counter-examples are extremely complex and ingenious. It is not
necessary here to repeat them (although they may be found in Schiffer, 1972, pp.
18-19). What is important to understand is that these further counter-examples
represent more complex examples of the sort of deceit we can see from the original
Strawsonian counter-example.

One way of blocking this sort of counter-example would be to add, for each
counter-example, a further condition of the sort that Strawson added to block his
counter-example, sometimes labelled “backward-looking” intentions. The problem
with this solution is it leaves us waiting for the next ingenious counter-example. In
other words, adding further intentions is an ad hoc, defensive move. We need to
grasp the nettle that Strawson observed, and build into the analysis a condition
which will ensure sufficiency on this score. Strawson was acute in his observation
that we need in the analysis a condition which ensures that “it [is] clear to both”
speaker and audience what is going on, as well as that it is “clear to them both that
it [is] clear to them both”.

Stephen Schiffer has proposed building into the basic analysis a condition which
aims to ensure that this sort of counter-example can no longer be brought against
the analysis. Schiffer labels this the “mutual-knowledge condition” (see Schiffer,
1972,11. 2). Roughly, a speaker, S, and an audience, A, mutually know that p if and
only if S knows that p, and A knows that p, and S knows that A knows that p, and
A knows that S knows that p, and S knows that A knows that S knows that p,
and A knows that S knows that A knows that p, and so on. This “and so on” is both
important and controversial. It is important because without this it could be argued
that we would be no better off with this new mutual knowledge condition than we
were with the earlier series of “backward-looking” intentions. Writing in a condi-
tion with the words “and so on” basically is saying that we could iterate knowledge
conditions indefinitely here. This, however, is controversial because it can be
argued to involve a regress, no better than the regress involved in the defensive
further conditions of intention mentioned earlier. However, Schiffer has defended
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the regress involved in the mutual knowledge condition, claiming that this regress
is “perfectly harmless” (1972, p. 32).

Schiffer offers the following example to illustrate the phenomenon of mutual
knowledge and to give assurance of the harmless nature of the regress involved:
Two people, A and B, are seated at a table with a candle between them. Assuming
that A and B have normal sense faculties, normal intelligence, and normal per-
ceptions, and that they both have their eyes open, we can say that both A and B
know that there is a candle before them. Furthermore, given these same assump-
tions we can say that each of A and B knows that the other knows that there is a
candle before him, and so on. This regress is claimed to be harmless because it
involves knowledge that two (or more) people may uncontroversially be thought to
have about one another given certain situations and certain general features
of those situations. Schiffer takes his point to have been established, and adds
that the phenomenon illustrated by the two people seated before a candle is an
entirely general one which does not depend upon any features particular to the
viewing of a candle. He then points out that the phenomenon is also to be found in
cases of communication. It is precisely the absence of such mutual knowledge
which, in Schiffer’s opinion, is at the root of the counter-examples from Strawson
onwards.

Schiffer proposes to build into the basic analysis this condition of mutual know-
ledge in the following way:

(3)(2) S meant something by uttering x iff S uttered x, intending thereby to
realize a certain state of affairs E that S intends to be such that if E obtains, S and
a certain audience mutually know that E obtains and that E is conclusive (or at
least good) evidence that S uttered x intending;:

(a) to produce a certain response, r, in A,

(b) that A’s recognition of S's intention (a) function as at least part of A’s

reason for A’s response r, and
(c) torealizeE.

The analysis, on the surface, now looks substantially altered from that in (1).
However, close inspection will satisfy that (3) is indeed (1) with the incorporation of
a mutual knowledge condition. In particular, the feature f referred to in (1) has
been absorbed into the state of affairs E in (3). Concerning E Schiffer writes, “Typi-
cally, E will essentially involve the fact that S, a person having such and such
properties, uttered a token of type x having a certain feature(s) f, in the presence of
A, a person having such and such properties, in certain circumstances, C" (1972,
p. 39).

This condition of mutual knowledge has been the subject of much criticism.
Some of it comes from Schiffer himself, who now rejects the Gricean account of
meaning which he once did so much to promote (see Schiffer, 1987). It has been
objected that the regress is not harmless, and, further, that it is psychologically
implausible that speakers have any such knowledge — either explicitly or tacitly.
Alan Coady (1976) has suggested that it won’t be possible to find a property posses-
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sion of which will suffice for knowledge. He points out that a “visually normal”
person (the property suggested by Schiffer) may be facing a candle on a table, and
have well-sighted eyes focused on the candle, but fail to know that there is a candle
before him because he may be daydreaming.

There are alternatives to the mutual knowledge condition. Grice himself
eschews mutual knowledge in favour of a condition which in effect guarantees
that the speaker not have, what Grice calls, “sneaky” intentions. A sneaky intention
is one which encourages a hearer to come to have a belief as the result of re-
cognizing a certain feature of the speaker’s utterance, while the speaker’s true
intentions are otherwise. The evidence-arranger in Strawson'’s counter-example
has a sneaky intention. Grice suggests that we build into the analysis a condition
which states that the speaker not have certain sorts of intentions (see Grice, 1989,
essay 18).

There is yet another suggestion for dealing with the deception which generates
counter-examples to the sufficiency of the proposed analysis. This suggestion leads
to the simplest overall formulation of the analysis, and can be found in Harman
(1974). Harman's suggestion is this:

(4) Sintends that an audience A will respond in a certain way r at least partly
by virtue of A’s recognition of this very intention.

All that this version of the analysis requires is that we accept self-referential inten-
tions. (A slightly different formulation, also employing self-referential intentions,
can be found in Blackburn, 1984, ch. 4.) A self-referential intention is one which
has itself within its scope. Harman's appeal to self-referential intentions avoids the
need for a series of intentions of the sort we find in (1), augmented by a series of
“backward-looking” intentions to accommodate the possibility of complex decep-
tions. A formulation of the Gricean analysis which incorporated self-referential
intentions would, then, be one way of handling such cases of deception and incor-
poration into the analysis of a mutual knowledge condition would be another.
Harman suggests that the mutual knowledge condition itself can be argued to
involve a kind of self-reference. In the light of this, Harman suggests that we sweep
aside complexity and accept self-reference at a much earlier stage along the lines of
(3) above.

Despite the simplicity which such intentions introduce into the analysis, self-
referential intentions have been rejected by some on the grounds that they involve
a “reflexive paradox”, and by others on the grounds that they involve a regress.
(For a discussion of self-referential intentions see Recanati, 1987, pp. 192-9, and
also Blackburn, 1984, ch. 4, § 2.)

This covers, in rather broad brush-strokes, the sufficiency of the analysis of
(speaker) meaning. It is interesting to note that it is the possibility of deception
which has made the formulation of sufficient conditions for (speaker) meaning so
difficult. The possibility of deception lies, we might say, at the very heart of mean-
ing. This is not surprising when we recall the suggested conceptual link between
natural and non-natural meaning outlined by Grice (see § 5 above). The move from
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natural to non-natural meaning comes about, on this suggestion, when an invol-
untary act comes to be produced voluntarily. And the most obvious case of such
voluntary acts would be, suggests Grice, for the purpose of deception. On this view
deception may be thought to lie at the heart of meaning — the very thing revealed
by the Gricean attempt to analyse meaning.

I shall not pursue the sufficiency of the analysis any further here. Rather, I shall
turn, in the following section, to a brief examination of the necessity of the proposed
analysis.

7 The necessity of the analysis

Objections to the necessity of the Gricean analysis of meaning are designed to show
that there are cases of meaning which, intuitively, do not satisty the conditions
for speaker meaning discussed in § 6. There are, roughly, two kinds of counter-
example to the necessity of the analysis. One kind is designed to show that there
may be cases of (speaker) meaning where the speaker does not intend to produce a
response in a particular audience. Here are a few examples:

(1) Diary entries.

(2) A sign with the words: Private Property, Keep Out.
(3) Rehearsing a speech or conversation.

(4) Soliloquies.

(5) Writing notes to clarify a problem.

Grice (1989, essay 5, § 5) and Schiffer (1972, chs. 11.2 and III) have both suggested
a way of responding to this sort of counter-example. Grice is characteristically terse
and modest in the number of counter-examples he considers, while Schiffer’s dis-
cussion of this sort of counter-example is highly detailed and thorough. I would
say that they are in agreement in their proposed emendations to the analysis.
However, since each formulates the analysis in a slightly different way, the pro-
posed amended analysis looks a little different in each case. For simplicity, I shall
follow Grice here.

Grice’s way with this sort of counter-example is to recommend that the analysis
be amended in such a way as to incorporate the idea that the speaker produce his
utterance with the intention of producing something which would produce a cer-
tain response in appropriate circumstances in an audience who has a certain prop-
erty. (For Grice’s version of the analysis, suitably amended, see Grice, 1989, p. 114;
to see how the same emendations would fit into Schiffer’s version of the analysis,
see Avramides, 1989, pp. 64-5.) The sort of property Grice has in mind includes
the following: is a passerby who sees this notice; is a snoop who read this diary;
is identical with the speaker (1989, p. 114). Grice notes that the analysis, so
amended, will cover cases of speaker meaning where (a) the speaker thinks there
may, at some future time, be a particular person who may encounter S's utterance,
or (b) the speaker pretends to address some imagined audience or type of audience,
or (c) the speaker intends to produce a certain response in a “fairly indefinite kind
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of audience were it the case that such an audience was present” (1989, p. 113). If
one accepts the Grice—Schiffer line with this sort of counter-example to the necessi-
ty of the analysis of speaker meaning, one would be in a position to say that, strictly
speaking, there aren’t any cases of meaning where the speaker has no audience-
directed intention.

There is a second kind of counter-example which aims to challenge the necessity
of the analysis of (speaker) meaning. To understand this kind of counter-example
we must return to the basic Gricean analysis (as described in § 6 above). The basic
analysis stipulates that the speaker intends to “produce a response in an audience”,
and that this be by means of the audience’s “recognition of the speaker’s intention
to produce that response”. The second kind of counter-example is designed to show
that there are cases of (speaker) meaning where the speaker has an intention to
produce a certain response, but where it is no part of the speaker’s intention that
part of the audience’s reason for his response is that the speaker intends to produce
that response in that audience. (See formulation (2a) and (2b) of the analysisin § 6
above.) Here are some examples:

(1) A student giving the correct answer to a teacher in the course of a viva voce
examination.

(2) A husband confessing an infidelity to his wife when confronted by her with
incontrovertible evidence.

(3) A passerby giving directions to a tourist, indifferent to whether or not the
tourist believes anything he says.

(4) Someone reminding a friend of the name of a mutual friend’s baby by saying
“Rose” (or by holding up a rose).

(5) A lecturer delivering a philosophy lecture. (He does not intend the lecture to
produce in his audience the belief that the lecturer believes the content of the
lecture.)

Schiffer has suggested that in cases like (1) and (2) the speaker may be said to mean
something in an “extended or attenuated sense, one derived from and dependent
upon the primary sense captured in the [analysis]” (1972, III, 3).In (1) the student
means something in an extended sense because, Schiffer offers, he produces his
utterance as if he were genuinely “telling” the teacher something. In the case of (2)
Schiffer suggests that the husband’s confession may said to be producing his utter-
ance as if he were “telling” his wife something. In this case the confession may act
as a means of “getting things out into the open”. Schiffer points out that case (3)
simply requires that we point out that, while appearing indifferent, the speaker may
arguably have a momentary or fleeting intention to produce a belief in his audi-
ence. Finally, Schiffer accommodates cases like (4) and (5) by rewriting the analysis
in such a way as to accommodate the fact that what the speaker intends is to
produce in an audience the activated belief that p. This move clearly accommodates
cases like (4), where the audience can be said to know the baby’s name, but needs
to be prompted or reminded. This move will also cover cases like (5) where the
lecturer may be said (ideally, at least) to get the student to understand that certain
propositions are consequences of other propositions one already believes. (It should
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be noted that in his response to alleged counter-examples of types (4) and (5)
Schiffer is indebted to Grice, 1989, essay 5, § 4.)

At the end of the day, both kinds of counter-example to the necessity of the
analysis of (speaker) meaning can be accommodated either by a more careful
understanding of the example or a small emendation to the analysis. It has to be
said that both Grice and Schiffer have written up the development of the analysis in
a way which obscures the final results. A careful reading, however, reveals that the
analysis is robust and can accommodate counter-examples.

For those who are still worried that the task of coming up with conditions which
are at the same time strong enough for sufficiency and weak enough for necessity
is too much to require, the following will, perhaps, placate (see also § 4 above):

[Many] concepts . . . do not have absolutely knock down necessary and sufficient
condition. . . . But this insight into the looseness of our concepts . . . should not lead
us into a rejection of the very enterprise of philosophical analysis; rather the conclu-
sion to be drawn is that certain forms of analysis, especially analysis into necessary
and sufficient conditions, are likely to involve (in varying degrees) idealization of the
concept analyzed. This approach has the consequence that counterexamples can be
produced . . . which do not fit the analysis. . . . Their existence does not ‘refute’ the
analysis, rather they require an explanation of why and how they depart from the
paradigm case. (Searle, 1969, p. 55)

Searle’s reflections on analysis fit with Grice's own suggestion that what we are
doing when we construct an analysis of meaning is describing an “optimal state”
(see Grice, 1989, essay 18). Grandy and Warner (1989, pp. 25-6) sum up Grice's
idea of an optimal state in such a way as to make it chime in with Searle's com-
ments on analysis. Grandy and Warner suggest that “to spot exceptions and resolve
conflicts as well as handle situations not covered by the rules, one needs to know
what the . . . optimum is” (1989, p. 26). Grice introduces the notion of an optimal
state as a way of introducing the notion of value into semantics; the notion can also
help us to defend the analysis against certain alleged counter-examples.

8 Structure

Thus far the Gricean analysis is designed to give an account of the speaker meaning
of whole utterances. Sentence structure was set aside until the basic analysis had
been developed. Until the issue of structure has been addressed, the analysis is open
to the following objection: in any given language there will be an infinite number of
unuttered, yet meaningful, sentences (see Platts, 1979). This objection arises as the
result of the following fact of language: sentences of a language can be generated by
the combination and recombination of a finite number of semantic elements in
accordance with certain rules. The meaning of a sentence is a function of the
meaning of its parts, the words. (This is a feature of language much emphasized by
formal theorists of meaning: see § 2 above.)

One obvious way to address this objection would be to amend the analysis so
that it makes mention of speakers and their intentions, not in relation to whole
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sentences, but in relation to sentence parts. This sort of approach is tentatively
proposed by Grice (1989, essay 6). The suggestion is that speakers would have
knowledge of what Grice calls “resultant procedures” regarding both the con-
stituent elements of some utterance (for example, that “Tom” denotes Tom) and
their rules of combination. There is, however, a problem with this suggestion. It not
only attributes to speakers a great deal of knowledge, but it attributes to them as
well possession of certain concepts (for example, the concept of denotation) which
they are unlikely to have. Grice notes the problem, and proposes that we simply
accept that “in some sense” we do know these rules. He acknowledges that the
proper understanding of what exactly this sense is remains an “unsolved mystery”
(see Chapter 7, TACIT KNOWLEDGE).

Loar (1981, ch. 10) proposes a more sophisticated version of Grice’s suggestion.
Following David Lewis (1983, essay 11), Loar identifies, for each language, a gram-
mar which generates sentences of the language on the basis of repeatable con-
stituents, combining operators and a representing operation. The notion of a
grammar which is at work here is not purely syntactic; it is, rather, semantically
interpreted. This grammar may be represented by a Tarski-style truth theory for a
language. Now, there are infinitely many grammars which could be the grammar
of a given language. Which grammar is the grammar of a given language is a
matter of which has been “internalized” by the speakers of the language (see Loar,
1981, p. 259). Loar’s idea of a grammar replaces Grice's notion of a resultant
procedure. The idea of an internalized grammar, however, gains us little insight into
Grice's unsolved mystery.

At this point formal theorists may see their opportunity and argue that an appeal
to resultant procedures, or grammars, is little more than a return to the apparatus
of formal theories of meaning (see Coady, 1976). It could be argued that, when it
comes to accounting for structure, what we find is that it is the formal theorist who
is closer to the philosophical foundations of meaning. This conclusion would be in
direct opposition to that of Strawson (see § 2, above).

At this point it is tempting to conclude that it may be less illuminating to answer
the question of whether the formal or the use theorist is closer to the philosophical
foundations of meaning, than to set about exploiting the virtues of each