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Introduction

A. P. MARTINICH

Though analytic philosophy was practiced by Plato and reinvigorated in the modern
era by René Descartes and Thomas Hobbes among others, we are concerned with it
only in its twentieth-century forms. As such, it was revived in two centers, Germany
and England. In Germany, Gottlob Frege was exploring the foundations of math-
ematics and logic. His efforts introduced new standards of rigor that made their way
into analytic philosophy generally, through the work of Bertrand Russell and Ludwig
Wittgenstein. His discussions of the nature of language and reasoning have also
become powerful tools in the hands of later philosophers. Among Frege's many books
and articles, the Grundgesetze, Begriffsschrift, “On Sense and Reference” (“Uber Sinn und
Bedeutung,” 1892) and “Thoughts” (“Gedanken,” 1918) stand out as especially
significant.

During about the same period in England, G. E. Moore led the way in opposing the
then-dominant philosophy of British idealism. While “The Nature of Judgment” is an
early criticism of a point in F. H. Bradley’s Logic, the locus classicus of British analytic
philosophy is likely “The Refutation of Idealism” (1903), a criticism of the formula esse
est percipi (“to be is to be perceived”). A crucial part of that argument is Moore's claim
that the concept of the sensation of yellow contains two parts: the sensation that is
unique to each person and the yellowness that can be perceived by many people. Even
when idealists conceded that there was some kind of duality here, they insisted on a
kind of inseparability.

To use a general name for the kind of analytic philosophy practiced during the first
half of the twentieth century, initially in Great Britain and German-speaking countries,
and later in North America, Australia, and New Zealand, “conceptual analysis” aims
at breaking down complex concepts into their simpler components. Successive analy-
ses performed on complex concepts would yield simpler concepts. According to Moore,
the process might lead ultimately to simple concepts, of which no further analysis could
be given. The designation “conceptual” was supposed to distinguish the philosophical
activity from various analyses applied to nonconceptual objects. Physics was famous in
the twentieth century for breaking down atoms into protons, neutrons, and electrons,
and these subatomic particles into an array of more exotic components. And analytic
chemistry aims at determining chemical compositions. The analogy between philoso-
phy and science inspired the name “logical atomism,” a theory that flourished between
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1920 and 1930. Both Wittgenstein and Bertrand Russell maintained that there
must be simple, unanalyzable objects at the fundamental level of reality. Wittgenstein
thought that the simples existed independently of human experience, Russell that they
existed only for as long as one'’s attention was fixed on them.

Notwithstanding the analogy between scientific and philosophical analysis, most
philosophers in the first half of the twentieth century maintained that philosophy was
very different from science. In his Tractatus Logico-Philosophicus (1921), Wittgenstein
wrote: “Philosophy is not one of the natural sciences. (The word ‘philosophy’ must
mean something whose place is above or below the natural sciences, not beside them.)”
(4.111). This conveniently left open which was superior.

But if there is anything constant in analytic philosophy, it is change, and the oppo-
site view of the relation between science and philosophy has dominated the second
half of the century. Largely owing to the influence of W. V. Quine, many philosophers
have come to believe that philosophy is continuous with science. Yesterday’s heresy is
today’s orthodoxy. Whichever view is correct, the division between the philosophical
analysis of concepts and the nonphilosophical scientific analysis of nonconceptual
objects should perhaps not be taken too strictly. Concepts and hence philosophy would
be of no use if they did not make contact with the nonconceptual world. In addition,
science uses concepts, many of which may be among the most fundamental of reality.
To paraphrase Kant, perceptions without concepts are blind; concepts without percep-
tions are empty.

Overlapping with the latter period of logical atomism is logical positivism, which
may be dated from Moritz Schlick’s founding of the Vienna Circle in 1924. One of its
principal doctrines was that science is a unity; and one of its principal projects was to
show how to translate all meaningful language into scientific language, in other words,
to reduce meaningful nonscientific language to scientific language. This project cannot
be successful unless something distinguishes meaningful from nonmeaningful expres-
sions. A. J. Ayer probably devoted more energy and displayed more ingenuity in trying
to formulate a criterion of meaningfulness than anyone else. His first effort was
presented in Language, Truth and Logic (1936), the book that became the most widely
known statement of logical positivism and which introduced that philosophy to the
anglophone public. The basic idea is that a sentence is meaningful if and only if it
is either analytic (or contradictory) or empirically verifiable. Various objections were
raised to this, and to every revision of this criterion. Part of the problem was the status
of the criterion itself. Either it would be analytic and hence vacuous, or it would be
empirical but then not completely confirmed. Logical positivism had been dead for some
time when it was buried by Carl G. Hempel’s “Problems and Changes in the Empiricist
Criterion of Meaning” (1950) and W. V. Quine’s “Two Dogmas of Empiricism” (1951).
Nevertheless, Ayer and others never abandoned the spirit of verifiability.

What had already begun to take the place of logical positivism in the 1940s was
ordinary-language philosophy, one strand of which emanated from Cambridge in the
later philosophy of Wittgenstein, the other from Oxford. One of Wittgenstein’'s moti-
vating beliefs was that philosophy creates its own problems, and that means that they
are not genuine problems at all. The confusion arises from philosophers’ misuse of ordi-
nary words. They take words out of their ordinary context, the only context in which
they have meaning, use them philosophically, and thereby discover anomalies with the
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displaced concepts expressed by these words: “For philosophical problems arise when
language goes on holiday.” Wittgenstein questioned many of the assumptions of ana-
lytic philosophy — from the nature and necessity of analysis to the nature of language
—in a discursive and dialectical style so inimitable that it was as if Ludwig were talking
to Wittgenstein. His oracular aphorisms, such as “Don’t ask for the meaning, ask for
the use” and “To understand a sentence is to understand a language” stimulated a
variety of reactions, from the Fregean interpretations of Peter Geach and Michael
Dummett, to the holism of Quine and Donald Davidson, to the deconstructivist
approaches of O. K. Bouwsma and D. Z. Phillips.

The other strand of ordinary-language philosophy came from Oxford, under the
leadership of Gilbert Ryle and J. L. Austin. These philosophers, more numerous than
the Cambridge group (Antony Flew, ]. O. Urmson, and G. J. Warnock, deserve to be men-
tioned), did not so much think that there were no philosophical problems as say that
philosophical problems could be solved through the careful analysis of the distinctions
inherent in ordinary language. The purpose of Austin’s “Ifs and Cans” and “A Plea for
Excuses” was to elucidate the problem of freedom and determinism, which arose from
his understanding of Aristotle (see his Philosophical Papers, 2nd edition, p. 180). He said
that while ordinary language was not the last word in philosophy, it was the first. He
certainly was not opposed to philosophers developing theories.

Austin, who had been a closet logical positivist according to A. J. Ayer, coined the
term “performative utterance” as part of his refutation of the central thesis of logical
positivism, namely, that all sentences that were cognitively meaningful were either true
or false. Austin pointed out that some straightforwardly meaningful sentences, sen-
tences that did not contain suspicious words like “beautiful,” “good,” or “God,” were
not the kind of sentences that could have a truth-value: “I bequeath my watch to my
brother,” “I christen this ship the Queen Elizabeth II,” and “I bet ten dollars that
Cleveland wins the pennant.” Although the concept of performatives did the work it
was designed to do, the distinction between performatives and “constatives” (roughly,
statements) could not be sustained; and Austin replaced that distinction with another,
between locutionary, illocutionary, and perlocutionary acts. In the 1960s, John Searle,
who was trained at Oxford by ordinary-language philosophers, showed that Austin’s
latter theory was itself inadequate and replaced it with his own fully-developed theory
in Speech Acts (1969) and Expression and Meaning (1979).

By the late 1960s ordinary language had lost its dominance. Some of the Oxford
philosophers were instrumental in its demise. Searle, as mentioned, developed a full-
fledged theory of speech acts, and then used it as inspiration for foundational work on
the nature of intentionality and the social world. One of his teachers and a colleague
of Austin’s, H. P. Grice, developed his own theory of language use, a theory comple-
mentary in many ways to Searle’s.

A more dramatic cause of the demise of ordinary language philosophy is attribut-
able to one of its chief practitioners, P. F. Strawson. In Individuals (1959), he resurrected
metaphysics, an area of philosophy that was considered unacceptable by logical posi-
tivism. Strawson distinguished between “stipulative” (bad) metaphysics and “descrip-
tive” (good) metaphysics. His descriptive project, to lay “bare the most general features
of our conceptual structure,” was supposed to differ from logical or conceptual analy-
sis only “in scope and generality.” At almost the same time, the American W. V. Quine
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published Word and Object (1960). His approach differed from Strawson’s primarily in
emphasizing the genesis of the most general concepts and in accommodating itself
explicitly to empirical psychology and physics.

Once metaphysics had been made respectable again, philosophers felt more com-
fortable pursuing a large variety of problems in a variety of ways. Metaphysical systems
became more elaborate when Saul Kripke used possible worlds to prove theorems about
modal logic. Some subsequent positions can even be thought outlandish, such as David
Lewis’s view that every possible world exists, and exists in the same sense our own world
does — outlandish but not disreputable. Some disciplines that had been relatively
neglected between 1930 and 1960 were reinvigorated, for example, ethics and politi-
cal philosophy by John Rawls, most notably in A Theory of Justice (1971); and some
questions, such as the meaning of life, were mulled over by, for example, Thomas Nagel
in an analytically respectable way. Perhaps two of the most salient characteristics of
the period from 1970 onwards were first, the interest of analytic philosophers in the
foundations of empirical sciences, from physics through biology to psychology, and
second, their use of and contribution to artificial intelligence and cognitive science.
Analysis was largely abandoned and replaced by a desire for philosophical doctrines
that were variously more intelligible or intellectually respectable to physicists, logicians,
or psychologists. This would explain the large presence of philosophers in cognitive
science, linguistics, logic, and the philosophy of science; but has perhaps also led to
what Searle has called “the rediscovery of the mind” in a book by that name.

There were other consequences of the revival of metaphysics. Some philosophers,
respected for their work as early as the 1950s, for example Roderick Chisholm and
Wilfrid Sellars, but not closely associated with any of the schools we have mentioned,
grew in significance. Some philosophers turned to the history of modern philosophy,
notably, Strawson and Jonathan Bennett on Kant, Bennett on Locke, Berkeley, and
Hume, and Bernard Williams and Margaret Wilson on Descartes. Some philosophers
who became important in the last quarter of the twentieth century, notably Richard
Rorty, declared analytic philosophy misconceived, bankrupt, or similarly deficient. In
making their position clear and in aiming at cogency, they are analytic philosophers in
spite of themselves.

It is likely less helpful to talk about one or another movement in philosophy after
1965. No one method or doctrine dominated. Sometimes a philosopher championing
a view became its most significant critic or at least moved on to something quite dif-
ferent, paradigmatically Hilary Putnam. What can be said about the last quarter of the
twentieth century is that the original conception of analysis and most of its presuppo-
sitions were abandoned by almost all analytic philosophers. Gone is the assumption that
concepts of philosophical importance are often composed of simpler sharply-defined
concepts. Quine’s arguments that there is no principled distinction between analytic
and synthetic statements is just a special case of the broader thesis that language and
hence thought are essentially indeterminate.

We have been explaining and illustrating analytic philosophy in the last century
without defining it. It probably defies definition since it is not a set of doctrines and
not restricted in its subject matter. It is more like a method, a way of dealing with
a problem, but in fact not one method but many that bear a family resemblance to
each other.
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Once when Gilbert Harman was asked, “What is analytic philosophy?,” he said
(tongue firmly in cheek), “Analytic philosophy is who you have lunch with.” In general,
analytic philosophy has become highly pluralistic and in many ways hardly resembles
what was done in the first half of the century. The refectory of analytic philosophy is
not as clubby as it once was. Many more people sit at the table, and many more differ-
ent kinds of food, prepared in more ways, are served. Perhaps what makes current ana-
Iytic philosophers analytic philosophers is a counterfactual: they would have done
philosophy the way Moore, Russell, and Wittgenstein did it if they had been doing phi-
losophy when Moore, Russell, and Wittgenstein were. The multiplicity of analytical
styles is one reason for organizing the volume by individual philosopher and not by
theme.

Over forty of the greatest analytic philosophers of the last century are discussed in
this volume. At least thirty of them, we believe, would be on virtually any sensible list
of forty outstanding analytic philosophers. Many other philosophers have almost as
good a claim to be included in this volume. To name only some of those who are not
alive, the following were considered and finally, reluctantly, not included: Max Black,
Gustav Bergmann, Herbert Feigl, Paul Feyerabend, Gareth Evans, C. I. Lewis, J. L.
Mackie, Ernest Nagel, H. H. Price, H. A. Prichard, A. N. Prior, Hans Reichenbach, Moritz
Schlick, Gregory Vlastos, Friedrich Waismann, and John Wisdom.

Some philosophers were excluded because they do not fit squarely within the tradi-
tion of analytic philosophy as ordinarily understood: John Dewey, William James,
Charles Sanders Pierce, John Cook Wilson, and, ironically, Alfred North Whitehead,
co-author with Russell of one of the century’s greatest works of logic, Principia
Mathematica.

While the reputations of some of the philosophers included are as high as they ever
were, e.g. Frege and Russell, those of others have declined, not always justifiably, for
example, those of C. D. Broad and Rudolf Carnap. In making our decisions we have
tried not to be prejudiced either for or against any school, method, or time period, but
to reflect the relative importance of various philosophers over the entire twentieth
century.

We know that our selection will be controversial, even though it was influenced by
the judgments of many colleagues. A referee of our proposal wrote that the editors
seem to “aim at enraging the reader.” Most analytic philosophers will believe that some
other list of people would have been better. We are sympathetic. Neither of us com-
pletely agrees with the final selection. Each believes that at least three other philoso-
phers have a better claim to be included than some that were. In order to preserve
“plausible deniability,” we have agreed not to comment further on the lists in any
written form, and not to appear together at any public gathering of philosophers for
five years.
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Gottlob Frege (1848-1925)

MICHAEL DUMMETT

Friedrich Ludwig Gottlob Frege was born in Wismar in 1848, and died in Bad Kleinen
in 1925. His whole adult career was spent, from 1874 to 1918, in the Mathematics
Department of Jena University. He devoted almost all his life to work on the borderline
between mathematics and philosophy. In his lifetime, that work was little regarded, save
by Bertrand Russell and Ludwig Wittgenstein; his death was marked by very few.
Yet today he is celebrated as the founder of modern mathematical logic and as the
grandfather of analytical philosophy.

Frege's intellectual career was unusual. Most philosophers and mathematicians
make contributions to diverse topics within their fields; but Frege set himself to achieve
one particular, though extensive, task. From 1879 to 1906 he pursued this single ambi-
tious aim: to set arithmetic upon secure foundations. Virtually all that he wrote during
those years was devoted to this project, or to the elaboration of ideas that he developed
in the course of trying to carry it through and took as integral to it. The term “arith-
metic,” as he used it, is to be understood in a broad sense: for him, it comprised, not
only number theory (i.e. the theory of the natural numbers), but also analysis, that is,
the theory of real and complex numbers. He did not attempt to construct the founda-
tions of geometry. He viewed mathematics in the traditional way, as divided into the
theory of quantity, and thus of cardinal numbers and of numbers measuring the mag-
nitudes of quantities (real numbers), and the theory of space (points, lines, and planes).
He believed these two parts of mathematics to rest on different foundations. The
foundations of arithmetic — of number theory and analysis — are purely logical. But
although the truths of geometry are a priori, they rest upon spatial intuition: they are
synthetic a priori, in the Kantian trichotomy Frege accepted. Kant was therefore right
about geometry; but he was wrong about arithmetic. All appeal to spatial or temporal
intuition must be expelled from arithmetic: its concepts must be formulated and its basic
principles established without recourse to intuition of any kind.

It was to the task of establishing the purely logical foundations of arithmetic that
Frege devoted his whole intellectual endeavor. In carrying out this task, he was led into
some purely philosophical investigations; it is for this reason that, although a mathe-
matician, he is now held in such high regard by philosophers of the analytic school.
His attempt to provide arithmetic with secure logical foundations was embodied in
three books, all of high importance, although he also published a number of articles,
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GOTTLOB FREGE

spin-offs from his central endeavor. The first of these three books was the short
Begriffsschrift (Conceptual Notation) of 1879: this expounded a new formalization of
logic. It was the first work of modern mathematical logic: it contained an axiomatic
system of predicate logic of precisely the type that was to become standard. The nota-
tion was utterly different from that which would become standard, and was essentially
two-dimensional, the two clauses of a conditional being written on different lines; but
the notation was essentially isomorphic to that which Peano, Hilbert, and Russell later
made standard. An English translation of the book and of some related articles was
published by T. W. Bynum in 1972. The Begriffsschrift received six reviews, including a
lengthy one by Ernst Schroder; but none of the reviewers understood Frege's intention
or his achievement. The second book was also short, though not quite so short as
Begriffsschrift. It was called Die Grundlagen der Arithmetik (The Foundations of Arithmetic)
and appeared in 1884. In order that it should be accessible to as many as possible, the
book was written without the use of logical symbols. Frege first surveys a range of rival
theories on the status of arithmetical propositions and the nature of (cardinal) number,
and demolishes them with trenchant arguments; this part of the book is largely philo-
sophical in character. Then, having to his satisfaction left no space for any other theory
but his own, he proceeds to sketch a purely logical derivation of the fundamental laws
of arithmetic. It is to be doubted whether any other philosophical treatise of comp-
arable length has, since Plato, ever manifested such brilliance as Frege's Grundlagen.
An English translation by J. L. Austin was published in 1950, and a critical edition by
C. Thiel in 1986. This time Frege's book received five reviews, again none of them
adequate to their subject matter. One was by Georg Cantor, who unhappily does not
seem to have tried to understand the work, with which he might have been expected to
be in large sympathy.

Frege had thought that he was on the verge of success in constructing definitive
foundations for arithmetic. He had thought that his Grundlagen would make this plain
to the world of philosophers and mathematicians. He became intensely depressed by
his failure to have conveyed to that world the magnitude of his achievement. At the
same time, he became aware of deficiencies in the philosophical basis on which, in
Grundlagen, he had rested his arguments and which underpinned his formal logic. There
followed five years during which he published nothing, but engaged in a thoroughgo-
ing revision of his philosophy of logic and of his formal logic. The outcome of this revi-
sion he expounded in a lecture, Function und Begriff (Function and Concept), given in
1891. He then set about a complete formal exposition of his foundations of arithmetic
in his third great book, Grundgesetze der Arithmetik (Basic Laws of Arithmetic). This was
utterly unlike Grundlagen. The first volume came out in 1893, the second volume not
until ten years later, in 1903. The book is incomplete; a third volume must have been
planned, but it never appeared. In the first volume of Grundgesetze, there is no argu-
ment, only exposition. Frege began by explaining his formal logical system, and
expounding, without giving any argument for or justification of them, the philosophi-
cal, or, more exactly, semantic notions that underpinned it. He provides what is in effect
a precise semantic theory for the formal language used in the book. This makes up Part
I, of which an English translation by M. Furth was published in 1964.

There follows in Part II a string of formal derivations, carried out in Frege’s far from
easily read symbolism, which execute in detail the program sketched in Grundlagen for
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constructing a logical foundation for the theory of cardinal numbers, including the
natural numbers, understood as finite cardinals. Part IT was concluded in the second
volume of 1903, and is followed by a Part III devoted to the real numbers, a topic Frege
had never treated in any detail before. Part III is not completed in the second volume;
a clear intention to complete it proves that a third volume was contemplated. The first
half of Part III is in prose, not symbols; Frege has changed his approach. He attempts
in this half to do for real numbers what he had done in Grundlagen for cardinal
numbers: to review and criticize rival theories so that there would appear no alterna-
tive to his own construction of a foundation for analysis, carried out by proof in
his formal system in the second half of Part III. Unhappily, he had lost his touch.
Whereas in Grundlagen nothing is mentioned save what will carry the argument
forward, the first half of Part III of Grundgesetze reads as if he was merely determined
to get his own back on the other theorists who had neglected him, Cantor and Dedekind
included. Criticisms are made of features of their work quite irrelevant to the main
strand of the argument; errors are pointed out which could easily be rectified, without
any indication of how to rectify them. A powerful critique of formalism is included.
It is possible to extract Frege's reasons for the strategy he adopts for constructing
foundations of analysis; but the whole lacks the brilliance and the exquisite planning
of Grundlagen.

When he had finished composing the second volume of Grundgesetze, Frege must
have felt a deep contentment. Still embittered by the neglect of his work, he surely
believed that he had attained his life’s goal: he had constructed what he thought to be
definitive foundations for the theories both of natural numbers and of real numbers.
But, while the book was in press, he received the heaviest blow of all, delivered by one
of his few admirers, the young Bertrand Russell. Russell wrote in June 1902 to explain
the celebrated contradiction he had discovered in the (naive) theory of classes, and to
point out that it could be derived in Frege’s logical system (see RUSSELL). At first Frege
was shattered. Then, as he reflected on the matter, he devised a weakening of his Basic
Law V, which governed the abstraction operator used for forming symbols for classes
and was responsible for the contradiction; he was confident that this modification
would restore consistency to his system. The modification was explained in an Appendix
added to Volume II of Grundgesetze. The fact was, however, that the modified Basic Law
V still allowed the derivation of a contradiction. Whether Frege ever discovered this is
uncertain; but what he must have discovered was that, in its presence, none of the
proofs he had given of crucial theorems would go through. His wife died in 1905. It
took him until August 1906 to convince himself that his logical system could not be
patched up; at that point he had to face the fact that the project to which he had devoted
his life had failed. Grundgesetze remains the only part of Frege’s published work of which
no full English translation has yet appeared (save for the translation by Furth of PartI,
which also contains the Appendix to Volume II, and excerpts in the volume of transla-
tions by Geach and Black).

A brief fragment among Frege’s literary remains, dated August 1906, asks the ques-
tion, “What can I regard as the outcome of my work?” In other words, “What remains
now that the contradiction has destroyed my logical foundations for arithmetic?”
Frege's answer was that what survived of enduring value was his logical system,
stripped of the abstraction operator, and the whole structure of philosophical logic
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which, from 1891 onwards, had underpinned it. He continued to think about these
topics, although it was not for years that he published anything more. Eventually,
during the war years, he published the first three chapters of what was planned as
a comprehensive treatise on logic, although it was never finished. In the very last years
of his life, he finally turned again to the foundations of mathematics; reversing his
lifelong view, he began a derivation of arithmetic from geometry, but did not carry
it very far.

Frege’s judgment of 1906 about where the value of his work lay was at first the
judgment of those who participated in the revived study of Frege's writings. In the
Preface to his Tractatus Logico-Philosophicus of 1922, Ludwig Wittgenstein had written
of “the great works of Frege and the works of my friend Bertrand Russell,” and had
referred frequently to Frege in the book. Despite the celebrity of the Tractatus and its
wide influence, this failed to stimulate more than a very few philosophers to find out
anything about Frege. Rudolf Carnap, who had actually heard Frege's lectures, Alonzo
Church, and Peter Geach continued to hold him in high regard (see CARNAP); but the
majority of philosophers, British, German, and American, went on ignoring him. The
revival of interest in him began in a slow way in the 1960s, and gathered momentum
inthe 1970s; by the end of that decade, he had become required reading for any student
of analytic philosophy. But the interest in his philosophy of arithmetic was meager; it
was taken for granted that his system’s having run foul of Russell’s contradiction
destroyed all its pretensions to serious consideration. Interest in Frege therefore con-
centrated on what made him the grandfather of analytic philosophy: his philosophical
analysis of language and of thought which underlay his formal logic.

The key to a modern system of predicate logic is of course the quantifier-variable
notation for generality, which Frege introduced for the first time in Begriffsschrift. He
employed only negation, the conditional, and the universal quantifier; he did not use
symbols for conjunction, disjunction, or the existential quantifier, but expressed these
by means of the three logical constants for which he did have symbols. Frege insisted
that his symbolism, unlike that in the Boolean tradition such as Schroder’s, could incor-
porate a formal language: it needed only the addition of suitable nonlogical constants,
predicates, etc., to be capable of framing sentences on any subject matter whatever, and
of carrying out deductive reasoning concerning it. Frege did not conceive of formulae
in his symbolism in the way that Tarski was to do, namely as built up from atomic for-
mulae containing free variables waiting to become bound in the process of forming
complex formulae. Rather, he thought of them as built up out of atomic sentences. This
required that, before attaching a quantifier, there must first be formed, from a suitable
sentence, what we should call a predicate, but, for Frege, was a functional expression
or expression for a concept. (He eschewed the term “predicate” as too closely associated
with the traditional subject—predicate logic.) Such an expression was “incomplete” or
“unsaturated”: it could not stand on its own, but had gaps in it, being formed
from a sentence by omitting one or more occurrences of a singular term. When a
quantifier was attached to it, the bound variables governed by it were to be inserted into
these gaps, thereby showing to what expression for a concept the quantifier had
been attached.

When he wanted to speak of a particular expression for a concept, Frege used the
lower-case Greek letter & to indicate the gaps in it; but an expression containing & was
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no part of the formal language, but only something to be used metalinguistically
to speak about the formal language. Thus from the sentence “Pitt respects Pitt’s
father” (which represents the way we are meant to understand the colloquial “Pitt
respects his father”) three different expressions for concepts could be formed: “& respects
Pitt’s father,” “Pitt respects &'s father,” and “§ respects &'s father.” This exemplifies
the fact that a sentence can be analyzed in different ways. Frege insists in Begriffsschrift
that these different analyses have nothing to do with the content of the sentence, but
only with our way of looking at it; in other words, our grasp of the content of the
sentence does not depend upon our noticing that it is possible to analyze it in one
way or another, for example that the proper name “Pitt” occurs twice within it. In
one sense, each of the three expressions for concepts occurs within the sentence;
but none of the different concepts is part of the content of the sentence. By attaching
the universal quantifier to these three expressions for concepts, we obtain respectively
“For all a, a respects Pitt’s father,” “For all a, Pitt respects a's father,” and “For all a, a
respects a’s father,” or, colloquially, “Everyone respects Pitt’s father,” “Pitt respects
everyone's father,” and “Everyone respects his own father.” And now, in these quanti-
fied sentences, Frege says, the expression for the relevant concept is part of the content
of the sentence.

The process of forming expressions for concepts may likewise be used to form
expressions for functions, as we ordinarily conceive them, namely by starting with a
complex singular term within which some simpler singular term occurs. And it may
also be used to form expressions for relations between two objects, namely by
removing from a sentence one or more occurrences of each of two different singular
terms. This was of importance for second-order logic, admitting quantification over
functions and relations.

Thus Frege’s invention of the quantifier-variable notation yielded him several fun-
damental insights. First, the conception of concept-expressions as incomplete solved
the problem of the unity of sentences and the thoughts they express. No glue is needed
to make the parts of the sentence adhere to one another. The concept-expression or
relation-expression is of its nature incapable of standing alone, but can be present only
when its argument-places are filled by singular terms to form a sentence. Or else it is
itself the argument of a quantifier, forming a different kind of sentence: it is made to
adhere to such terms, or to have a quantifier attached to it, and cannot exist otherwise.
Secondly, concept-formation does not consist solely of the psychological abstraction of
some common feature from individual objects or of the process of applying Boolean
operations to given concepts (conjoining or disjoining them). By the process of omit-
ting singular terms from complete sentences, or, equivalently, of thinking of them as
replaceable by other singular terms, we can arrive at expressions for concepts with new
boundaries, and so at the concepts thus expressed. Moreover, such expressions were
not, in general, actual parts of the sentences from which they were formed; they were,
rather, patterns exemplified by different sentences. The expression “€ respects &'s father”
occurs both in “Pitt respects Pitt’s father” and in “Fox respects Fox's father”; the two
sentences have, not just common words, but a common pattern. Thus we should not
think of a sentence, or the thought it expresses, as formed out of its component parts,
but of the components as attainable by analyzing the sentence; still less should we think
of a concept-expression as formed out of its components, but as a result of analyzing
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a sentence. Because apprehending the possibility of analyzing a sentence in a particu-
lar way requires us to see it as manifesting a certain pattern, which is not required for
a simple grasp of the sentence’s content, and because apprehending this possibility may
be essential to recognizing the validity of some deductive inference, there is a creative
ingredient in deductive inference. Such inference does not depend only upon a grasp of
the contents of the sentences that figure in it; and this explains how deductive infer-
ence can lead us to new knowledge, which consideration of its role in mathematics
makes evident that it does.

These ideas were expressed in Begriffsschrift and in Grundlagen. Part I of Begriffsschrift
was devoted to sentential logic, and Part II to first-order predicate logic. Although Frege
did not have the concept of the completeness of a logical system, he had in fact framed
a complete formalization of first-order logic. Part III of Begriffsschrift is devoted to
second-order predicate logic, involving quantification over concepts, relations, and
functions; Frege never saw any reason for regarding the first-order fragment as espe-
cially significant. To explain second-order quantification in the same way as first-order
quantification, Frege has to admit the notion of an expression for a concept of second
level, formed by removing from a sentence one or more occurrences of an expression
for a first-level concept, or of a relational or functional expression; these second-level
concept-expressions all have different types of incompleteness. In Part III Frege gave his
purely logical definition of a sequence; since previously the notion of an infinite
sequence had usually been explained in temporal terms, as involving its successive con-
struction step by step, or else a successive diversion of attention from one term to the
next, Frege regarded this as an essential contribution to the program of expelling intui-
tion from arithmetic in favor of purely logical notions. It was especially important for
number theory, since the natural numbers themselves could be defined as the terms of
a finite sequence beginning with O and proceeding from each term to its successor.
Frege’s definition of a sequence was so framed that, when the natural numbers are so
defined, the principle of finite induction, sometimes claimed as a method of reasoning
peculiar to arithmetic, becomes a direct consequence of the definition. Frege’s
definition of “sequence” is now generally known as the definition of the ancestral of a
relation, namely the relation which the first term of a finite sequence has to the last
term when each term but the last stands in the original relation to the next term. (It is
named the “ancestral relation” because the relation “ancestor of” is the ancestral of
the relation “parent of.”)

There are three features of Grundlagen of especial interest to philosophy in general.
The first is the distinction between the actual (wirklich) and the objective. Frege used
“actual” to mean “concrete” in the sense in which concrete objects are distinguished
from abstract ones; an object is actual if it is capable of affecting the senses, directly or
indirectly. But something may be objective even though it is not actual; an example he
gives is the Equator. You cannot see or trip over the Equator, but it is not fictitious or
subjective; statements about it may be objectively true or false. We can make reference
to objects which, though objective, are not actual, and make objectively true statements
about them. Frege thus rejected what is now called “nominalism” as based on a fun-
damental error. This was crucial for his philosophy of arithmetic. He took numbers to
be objects, objective but not actual: we can refer to them and make objectively true
statements about them.
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A principle greatly stressed in Grundlagen is what has come to be known as the
“context principle”: that it is only in the context of a sentence that a word has a
meaning. It is noteworthy that the principle is formulated linguistically, as concerning
the meanings of words in sentences, rather than, say, as “We can think of anything
only in the course of thinking that something holds good of it.” The interpretation of
the dictum is contentious. At the very least, it is an assertion of the primacy of sen-
tences in the order of explanation of meaning. We must first explain what, in general,
constitutes the meaning of a sentence, and then explain the meanings of all small
expressions as their contributions to the meanings of sentences in which they occur.
When we look at how Frege applies the principle in the book, it appears to have a much
stronger significance: namely that, to secure a meaning for an expression or type of
expression, it suffices to determine the senses of all sentences in which it occurs. Frege
never reiterated the context principle in any subsequent writing, although there is a
strong echo of it in Part I of Grundgesetze.

The other salient feature is the first clear example of the linguistic turn, giving Frege
a strong claim to be the grandfather of analytic philosophy. At a critical point of the
book, Frege, having already argued that our notion of number is not derivable from
sense-perception or intuition, asks, “How, then, are numbers given to us?” The ques-
tion is both epistemological and ontological: how are we aware of numbers, and what
guarantee is there that such objects as numbers exist? In answering it, Frege simply
assumes that it can be equated to “How are meanings conferred on numerical terms?”
He appeals immediately to the context principle; in virtue of this, the question reduces
to, “What sense attaches to statements containing numerical terms?” A question about
what objects exist and how we know of them is thus transformed into a question about
the meanings of certain sentences.

However, those of Frege's ideas that most interested analytic philosophers when
interest in his work revived were the ones he expounded in his middle period
(1891-1906). Frege had no general term for meaning, in the sense in which the
meaning of a word or expression comprises everything that a speaker must implicitly
know about it in order to understand it. He distinguished three features which, in this
sense, may contribute to the meaning of a word or sentence: force, tone, and sense. The
force of an utterance is what distinguishes an assertion from a question, and Frege rec-
ognized only these two types of force: assertoric and interrogative. In English interroga-
tive force is usually indicated by the inversion of the verb and subject; Frege insisted that
the sense of a question inviting the answer “Yes” or “No” will coincide with that of the
corresponding assertoric statement. What differentiates them is the significance of the
utterance: in one case we ask whether the thought expressed is true, in the other we
commit ourselves to its truth. It was important for Frege that only a complete utterance
can carry force; a declarative sentence serving as, say, one clause of a disjunctive state-
ment or as the antecedent of a conditional one does not have assertoric force, which is
attached only to the statement as a whole. It was essential, Frege thought, not to con-
strue the verb or predicate of a sentence as intrinsically containing the assertoric force
within it. Natural languages usually lack any express means of indicating that asser-
toric force is to be attached to a sentence, but Frege considered this a defect of them. In
his formal language he used a symbol for just this purpose, the “judgment-stroke” (often
called by others the “assertion sign”). It is a philosophical mistake to speak of “judg-

12



GOTTLOB FREGE

ments” when all that we are concerned with is their contents; unless we are actually
concerned with the act of recognizing them as true, we should speak in this connection
of thoughts, rather than of judgments. Frege did not recognize imperatival or other
kinds of force, though it may plausibly be argued that an imperative sentence expresses
the thought that is true if the command is obeyed or the demand complied with. He
simply declared that such a sentence expresses a command, not a thought.

What I have called “tone,” and Frege called Firbung (coloring) is distinguished from
sense in that it cannot affect the truth or falsity of what is said. The English sentences
“He has died,” “He is deceased,” and “He has passed away” do not differ in sense, but
only in tone. Likewise, where A and B are sentences, the complex sentences “A and B”
and “Not only A but B” do not differ in sense, but in tone: if either is true, the other is
true, even if it conveys an inappropriate suggestion. The sense of a whole sentence is
the thought that it expresses; the sense of a part of a complex expression, including a
sentence, is part of the sense of the whole.

In his middle period, Frege drew a distinction between the significance of an expres-
sion and what it signifies, which he had not done in his early period. For the thing
signified, he confusingly chose the word “Bedeutung,” the ordinary German word for
“meaning”: but the Bedeutung of an expression is not part of its meaning, where
“meaning” is understood as specified above. It is not necessary, in order to understand
a word or phrase, to know its Bedeutung, only its sense. Frege’s term is conventionally
rendered in English either “meaning” or “reference”; neither is happy. The Bedeutung
of a singular term is the object we use the term to talk about. It is impossible just to
know the Bedeutung of a singular term, even if that term is logically simple, i.e. it is a
proper name in the restricted sense (Frege misleadingly called all singular terms
“Eigennamen” — proper names). Frege followed Kant in holding that every object of
which we are aware is given to us in a particular way; the sense of a singular
term embodies the particular way in which its Bedeutung is given to us in virtue of our
understanding of the term.

But it was not only singular terms which Frege took as having Bedeutungen: he
ascribed them to every expression that could be a genuine constituent of a sentence,
including incomplete ones such as concept-expressions and sentences themselves. He
does not argue that any such expression must have a Bedeutung; he takes it for granted.
The only question he canvasses is what kind of thing the Bedeutung of an expression of
any given type should be taken to be. This causes much perplexity to those reading
Frege for the first time: surely there is nothing to which a concept-expression or
a sentence stands as a name stands to the object named. The only way to arrive at an
understanding of Frege's notion of Bedeutung is to look at the use to which he puts
it. That use is governed by four fundamental theses:

1 The Bedeutung of a part of a complex expression is not part of the Bedeutung of the
whole.

2 But the Bedeutung of the whole depends uniquely upon the Bedeutungen of its parts.

3 If a part lacks Bedeutung, the whole lacks Bedeutung.

4 The Bedeutung of a sentence is its truth-value — its being true or its being false.

Thesis (1) follows from the fact that Sweden is not part of Stockholm, the capital of
Sweden; and thesis (3) derives from the consideration that, if there is no such country
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as Ruritania, then there is no such city as the capital of Ruritania. As for the identifi-
cation of truth-values as the Bedeutungen of sentences in accordance with thesis (4),
that follows from Frege’s extensionalist logic, despite its failure to fit natural language.
According to it, a subsentence of a complex sentence contributes to the truth-value of
the whole solely by its own truth-value. Counterexamples from natural language then
have to be explained away. Instances are sentences in indirect speech following verbs
like “said that” and “believes that”; as is well known, Frege handled these by deeming
the sentences following “that” to have a special, indirect sense, whereby their Bedeutung
became the senses that they would express when in direct speech.

It is plain from these four theses that the Bedeutung of an expression constitutes its
contribution to the determination of the truth-value of any sentence in which it occurs.
This explains why Frege takes it for granted that any expression capable of occurring
in a sentence without denying it a truth-value must have a Bedeutung. It also makes a
Fregean theory of Bedeutung for a language equivalent to what we understand as a
semantic theory for that language, which is a theory explaining how sentences of the
language are determined as true or as false in accordance with their composition. The
semantic value of an expression, in such a theory, is precisely that which contributes
to the determination of the truth-value of a sentence in which that expression occurs.
We may therefore equate the notion of the Bedeutung of an expression, as Frege con-
ceived it, with that of its semantic value.

In a conventional semantic theory for a formalized language, the semantic value
of an individual constant or other singular term is an element of the domain denoted
by the term. The semantic value of a one-place predicate is a class of elements of the
domain; the sentence resulting from putting the term in the argument-place of the
predicate is true if the element denoted by the term is a member of the class constitut-
ing the semantic value of the predicate, false otherwise. Frege did not speak of the
domain of quantification; so far as can be determined, he took the individual variables
to range over all objects whatever, the Bedeutung of any term being such an object. Frege
did not take the Bedeutung of a concept-expression to be a class. He called the Bedeutung
of a concept-expression a “concept.” This must not be understood in the sense in
which we may speak of acquiring a concept or grasping a concept, which has to do
with the senses expressed by words. In Grundlagen, the word “concept” (Begriff) had
been used both in this way and in conformity with what was to become Frege's
usage in his middle period; but, in that period, he took a concept to stand to a concept-
expression as an object stands to a singular term, and thus not at all as the sense of
that expression.

For Frege, a concept must be distinguished from a class, which was for him a par-
ticular kind of object. A class is the extension of a concept, comprising those objects
that fall under the concept; but the extension of a concept is a derivative notion, only
to be so explained. The relation of being a member of a class can be explained only as
that of falling under a concept of which the class is the extension; any attempt to
explain it in any other way turns the relation into that of part to whole, which is quite
different. So we can attain the concept of a class only via that of a concept; and we can
characterize any particular class only by citing a concept of which it is the extension.

Since a concept-expression was for Frege incomplete, so its Bedeutung cannot be an
object of any kind, but must be likewise incomplete, an entity needing an object to
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saturate it. This is a difficult conception, but is to be thought of by analogy with how
we think of functions. We think of an arithmetical function as a principle according to
which one number is arrived at, given another: not a method of arriving at the value,
given the argument, but simply the association of the value to the argument. Its in-
completeness consists in the fact that there is nothing to it save this association: its
existence consists solely in its linking arguments to values. Likewise, the existence of a
concept consists solely in its having certain objects falling under it, and others not
falling under it. In facts, according to the doctrines of Frege’s middle period, concepts
simply are a particular type of function. For he regarded truth-values — truth and falsity
— as themselves being objects. So a concept is a function which takes only truth-values
as values, mapping an object falling under it on to the value true, and one not falling
under it on to the value false. In the same way, a relation is a function with two argu-
ments, all of whose values are truth-values.

In his early period (1874-85), Frege had not distinguished between significance and
thing signified; he had used the one term “content” for both without differentiation. It
was a great advance that in his middle period he sharply distinguished them as sense
and Bedeutung. What we tacitly know in understanding a word or expression is its sense;
its sense is the way its Bedeutung is given to us. It is not only of an object that it holds
good that it must be given to us in a particular way: the same holds good of concepts,
relations, and functions. For instance, an arithmetical function may be given to us by
means of a particular procedure for computing its value, given its argument or argu-
ments; other procedures might serve to determine the values of just the same function.
For this reason, the content of any piece of knowledge that we may have concerning a
given expression can never simply consist in our knowing its Bedeutung, but must be
our knowing its Bedeutung as given in a particular way. The Bedeutung of an expression
is therefore no part of its meaning, where this is what we grasp in understanding the
expression: what we grasp is its sense. We may indeed grasp more than its sense, namely
what was called above its tone. Sense is that part of the meaning of the expression that
is relevant to the determination of a sentence containing it as true or as false. But the
notions of sense and Bedeutung are closely connected: again, the sense of an expression
is the way in which its Bedeutung is given to us. (The sense is die Art des Gegebenseins,
usually clumsily translated “the mode of presentation.”)

It is not only that each individual speaker must think of the Bedeutung of a word as
given in some particular way, leaving it possible for different speakers to think of it as
given in different ways. For successful communication, the speakers must know that
the Bedeutung of a word, as each is using it, is the same. To ensure this, it must be a
convention of the language that each associates with the word the same sense, that is,
the same way of thinking of something as its Bedeutung. An imaginary example given
by Frege in a letter to Jourdain is that the Bedeutung of the name “Afla” might be given
as the mountain visible on the northern horizon from such-and-such a place, and that
of the name “Ateb” as the mountain visible on the southern horizon from a certain
other place. It may prove that the two names have as Bedeutung the very same moun-
tain, which was not at first evident; the identity-statement “Afla and Ateb are the same”
is informative and reports an empirical discovery. Famously, in his celebrated essay
“Uber Sinnund Bedeutung” of 1892, Frege used the example of the names “the Morning
Star” and “the Evening Star,” which both denote the planet Venus, to illustrate the
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distinction between sense and Bedeutung and so explain how a true statement of iden-
tity could be informative (he had used the same example earlier in his lecture “Function
and Concept” of 1891).

To know the sense of an expression is, therefore, to know how its Bedeutunyg is deter-
mined: not necessarily how we can determine it, since we may lack an effective means
of doing so, but how, as it were, reality determines it in accordance with the sense we
have given it. The sense of a part is part of the sense of the whole; the sense of any
given expression is part of the sense of any more complex expression of which the given
expression is part. So a grasp of the sense of an expression involves knowing how it
may be put together with other expressions to form a complex expression — ultimately,
a sentence — and how the sense of the complex is determined from the senses of its
parts. To grasp the sense of a concept-expression is to apprehend a particular way of
thinking of something incomplete as its Bedeutung, something that associates each
arbitrary object with a truth-value: a concept that carries each object into the value
true or the value false according as it falls under the concept or not. In general, we grasp
the sense of a whole sentence by grasping the sense of each expression composing it,
which is its contribution to the sense of the sentence as a whole; and to do this is to
have a particular conception of the Bedeutung of each constituent, together with a
grasp of how these Bedeutungen combine to yield the Bedeutung of each phrase and ulti-
mately of the sentence itself. But the Bedeutung of a sentence is a truth-value; its sense
Frege terms a thought. In the case of a sentence, the distinction between sense and
Bedeutung is that between a thought and its truth-value. Thus to grasp a thought is to
apprehend how it is determined — by reality, though not necessarily by us — as true or
as false. And to grasp a sense that goes to compose a thought by being the sense of a
constituent of a sentence that expresses that thought is to understand how the contri-
bution to determining the truth-value of the thought that is made by that constituent
is itself determined. In the words of Grundgesetze, Part I, the thought expressed by a
sentence is the thought that the condition for its truth is fulfilled. This was an expres-
sion of what has become the most popular form of a theory of meaning, a truth-
conditional theory: truth is the central notion of such a theory, and meaning is to
be explained in terms of it.

Frege held that anyone who makes a judgment knows implicitly what truth and
falsity are. We can express a thought without asserting or judging it to be true, which
we do whenever we utter a sentence whose sense it is but to which assertoric force is
not attached (e.g. when we ask whether it is true). When we judge the thought to be
true, we “advance from the thought to the truth-value.” But this advance is not a
further thought, to the effect that the original thought is true; by prefacing the sen-
tence expressing the thought with the words “It is true that”, we do not confer asser-
toric force on it, but merely express the very same thought as before. That is why Frege
says, in one of his posthumously published writings, that the word “true” seems to
make the impossible possible. Frege held the notion of truth to be indefinable: he
rejected the correspondence theory of truth, and any other such theory that professes
to say what truth is.

Frege was vehemently opposed to psychologistic explanations of concepts, that is,
of the senses of linguistic expressions. He opposed explanations in terms of the inner
mental operations by which we acquire such concepts. The sense of any expression had
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to be explained objectively, not subjectively, in terms of the conditions for the truth of
sentences containing the expression. A thought, for Frege, is not one of the contents
of the mind, as is a sense-impression or a mental image. These are subjective and
incommunicable; but it is of the essence of thoughts to be communicable. Different
people can grasp the very same thought; it cannot therefore be a content of any of their
minds. This rejection of psychologism was of the greatest importance: it rescued the
philosophy of thought and of language from explanations given in terms of private
psychological processes. Frege's alternative explanation was neither so popular nor so
successful. He recognized no intermediate category between the subjective and the
wholly objective. He took thoughts and their component senses to constitute a “third
realm”: like the physical universe, its inhabitants are objective, but, unlike it, they are
not in time or space or perceived by the senses. But it is only through our grasp of the
inhabitants of the third realm that mere sense-impressions are converted into per-
ceptions, and so we become aware of the external world. We can grasp thoughts and
express them: but we human beings can grasp them only as expressed in language or
in symbolism.

Frege's attitude to language was ambivalent. He viewed natural language as full of
defects: only when it was conducted by means of a purified language, such as his logical
symbolism, could deductive reasoning be confidently relied on. So some of the time he
inveighs against language, declaring that philosophy must struggle against it and that
his real concern is with thoughts and not with the means of their expression. Yet a
great deal of his discussions are concerned precisely with language and its workings.
His philosophical logic is not a theory of thought, independent of language: it is a
systematic theory of meaning, applicable directly to a language purified of the defects
of our everyday speech, but indirectly to natural language. The power of his theory of
meaning rests upon the capacity of predicate logic — the logic he first invented — to
analyze the structure of a great range of sentences and of the thoughts they express.
Although many of his ideas were not found acceptable by later analytic philosophers,
his theories were seen as a better model of what philosophy should aim at, in framing
its basic theories of meaning and of thought, than anything supplied by any other
philosopher; and his discussions of problems within that realm a better place to start
from than any other.

In recent years there has been a great revival of interest in Frege's philosophy of
mathematics, the late George Boolos being one of those to have contributed greatly
to it. The comparison between Frege's Die Grundlagen der Arithmetik and Richard
Dedekind’s Was sind und was sollen die Zahlen?, two books which approach the same
subject matter very differently, is extremely fruitful. Dedekind is concerned to charac-
terize the abstract structure of the sequence of natural numbers; having done so, he
arrives at that specific sequence by an operation of psychological abstraction, a quite
illegitimate device much favored by mathematicians and philosophers of the time. He
acknowledges the use of the natural numbers to give the cardinality of finite classes,
but only as a minor corollary. For Frege, by contrast, that use is central. It was for him
the primary application of the natural numbers, and must therefore figure in their
definition. “It is applicability alone,” he wrote in Part III of Grundgesetze, “that raises
arithmetic from the rank of a game to that of a science.” He strongly opposed appeal,
such as that made by J. S. Mill, to empirical notions having to do with one or other par-
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ticular type of application, in defining the natural numbers or the real numbers. But
he thought it essential that, in defining them, the general principle underlying all their
applications should be made central to their definition. Hence natural numbers were to
be presented as finite cardinals: the operator in terms of which all numerical terms were
to be framed was “the number of x’ssuch that ... x...,” where of course the gap was
to be filled by an expression for a concept of first level.

Frege's aim was to show that arithmetical were derivable from purely logical prin-
ciples. A description of physical space as non-Euclidean is intelligible; so Euclidean
geometry is not analytically true. By contrast, any attempt to describe a world in which
the truths of arithmetic fail is incoherent. Since Frege characterizes logical notions as
those which are topic-neutral, applying to things of every kind, arithmetical notions
are already logical ones. But, like Russell’s “axiom of infinity,” a proposition may be
expressed in logical terms without its truth being guaranteed by logic. It therefore
remains to be shown that what we take to be the fundamental truths of number theory
are derivable from purely logical principles.

Frege endorsed the definition of equicardinality that was becoming generally
accepted by mathematicians, in particular Cantor:

There are just as many Fs as Gs iff there is a relation which maps the Fs one-
to-one on to the Gs.

If there is a cup on every saucer on the table, and every cup on the table is on a saucer,
we shall know that there are just as many cups as saucers on the table without neces-
sarily knowing how many of each there are. In Grundlagen Frege enunciates a basic
principle governing his cardinality operator:

(*) The number of Fs=the number of Gs iff there are just as many Fs as Gs,

“just as many as” being interpreted in accordance with the foregoing definition. He
decides that the cardinality operator cannot be defined contextually, but requires an
explicit definition: the one that he chooses is:

The number of Fs = the class of concepts G such that there are just as many Fs
as Gs.

Here Frege appeals to the notion of a class for the first time, although he never again
considers classes of concepts rather than of objects. But the appeal is solely for the
purpose of framing an explicit definition of the cardinality operator; Frege uses it for
nothing else than proving the principle (*) from it: all the theorems he goes on to prove
about the natural numbers are derived from (*) alone, without further recourse to the
definition of “the number of.”

The theory sketched in Grundlagen is elaborated and fully formalized in Grundgesetze,
Part II. Grundgesetze makes extensive use of the notion of classes, or, rather, of
Frege's generalization of it, that of value-ranges: a class is the extension of a first-level
concept, while a value-range is the extension of a first-level function of one argument.
The latter notion is for Frege the more fundamental one, since concepts are for
him a special kind of function. Frege had convinced himself that the notion of a value-
range was a logical one. The Basic Law governing the operator forming terms for value-
ranges is Law V:
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the value-range of f= the value-range of g iff flx) = g(x) for every x.

It was of course this law which gave rise to the contradiction. Because of this, interest
has centered upon a possible modification of Frege’s construction of number theory, in
which there are no value-ranges or classes, but the cardinality operator, governed
by (*), is treated as primitive. Attention has focused on what is now called “Frege’s
Theorem,” namely the proposition that, using Frege’s definitions of “0,” “successor,”
and “natural number,” all of Peano’s axioms, and hence the whole of second-order
Peano arithmetic, can be derived in a second-order system from (*) alone. Opinions vary
about how close this result brings us to Frege's goal of proving the truths of number
theory to be analytic.

While most attention has been paid to Frege’s foundations for number theory, some
has been given to his foundation for the theory of real numbers, expounded in the
incomplete Part III of Grundgesetze. Unlike both Cantor and Dedekind, Frege does not
first construct the rational numbers and then define real numbers in terms of them:
true to his principle that types of number are distinguished by their applications, and
holding that both rationals and irrationals serve to give the magnitude of a quantity,
he simply treats rational numbers as a kind of real number, defining the latter directly.
While cardinal numbers answer questions of the form “How many . . . ?,” real numbers
answer those of the form “How much . .. ?” Any such question that can be answered
by a rational number can also be answered by an irrational number. There are various
quantitative domains — lengths, durations, masses, electric charge, etc.; within each,
the magnitude of a quantity is given as the ratio of the given quantity to some chosen
unit quantity; these ratios are the same from domain to domain. Thus real numbers
are to be defined as ratios of quantities belonging to the same domain; such a defini-
tion accords with Frege's general tenet, that the definition of a type of number should
incorporate the general principle underlying all its applications.

In the sections of Part III included in Volume II of Grundgesetze, Frege is concerned
to characterize quantitative domains, and he identifies them as groups of permutations
of an underlying set satisfying certain conditions. Unknown to Frege, this work had
been partially anticipated by Otto Holder in an article of 1901. Neither Frege nor Holder
uses explicit group-theoretical terminology. Both of them were concerned with groups
with an ordering upon them. Holder is generally credited with having proved the
Archimedean law from the completeness of the ordering, which Frege also proved; but
Frege’s assumptions are much weaker than Holder's. Frege assumes only that the order-
ing is right-invariant and that it is upper semi-linear (the ordering is linear upon the
elements greater than any given element); Holder makes the further assumptions that
it is also left-invariant, fully linear, and dense. This preliminary part of Frege's con-
struction of the foundations of analysis contains substantial contributions to group
theory, and Part III as a whole presents pregnant ideas about how real numbers should
be explained.

Frege's work on the philosophy of mathematics offered an explanation of how
deductive reasoning can extend our knowledge, and a conception of the significance of
the applications of a theory to its foundations. It also challenges us to say on what our
recognition of mathematical truth rests, if not on pure logic or, more generally, on
purely conceptual truths. But it offers another challenge not so often recognized.
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Frege’s attempt in Part I of Grundgesetze to justify his introduction of value-ranges was
undoubtedly a failure: he was attempting simultaneously to specify the domain of his
individual variables and to interpret his primitive symbols over that domain. But he was
facing a problem that is usually left untackled: how can we without circularity justify
the existence of domains sufficiently large to contain the objects of our fundamental
mathematical theories such as number theory and analysis? Until a convincing answer
is given to this question, we shall not have a satisfying philosophy of mathematics.
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2
Bertrand Russell (1872-1970)

THOMAS BALDWIN

Russell was the most important British philosopher of the twentieth century. At the
start of the century he helped to develop the new theories that transformed the study
of logic at this time, but his greatest contribution was not to logic itself. Instead it lay
in developing and demonstrating the philosophical importance of this new logic and
thereby creating his “logical-analytic method,” which is the basis of the analytical style
of philosophy as we know it today. The result is that we can still read Russell’s writings
as contributions to contemporary debates. He is not yet someone whose works belong
only to the history of philosophy. He lived to be nearly 100 and there is every reason
to expect that some of his writings will have an active life and age at least as great as
his. A classic instance is provided by his introduction to philosophy, The Problems of
Philosophy (his “shilling shocker” as he liked to call it), which, though published in
1912, remains one of the best popular introductions to the subject.

Early life

Despite the fact that as a philosopher Russell remains almost a contemporary, in other
respects his life now seems very distant from us. His family, the Russells, was one of the
great Liberal families of British politics: his paternal grandfather, Lord John Russell, had
been Prime Minister twice during the first half of the nineteenth century, and Russell
describes meeting Mr. Gladstone several times. His parents, Viscount Amberley and his
wife Kate, were friends with John Stuart Mill, who agreed to act as an honorary god-
father to their young son Bertrand. Mill in fact died during the following year, too soon
for Bertrand to make his acquaintance. Much more traumatic for the young child,
however, was the death of both his parents soon afterwards, so that in 1876 he was left
at the age of 4 in the care of his grandparents, indeed of just his grandmother after
his grandfather’s death in 1878. Russell described his lonely childhood in his
Autobiography. His rebellious elder brother Frank was sent away to school, but Bertrand
(“a solemn little boy in a blue velvet suit,” 1967: 30) was educated at home, brought
up in a constricting atmosphere whose narrow limits were fixed by his grandmother’s
strict Presbyterian beliefs. The only refuge that the young Bertrand found was in the
privacy of his own thoughts; he kept a secret diary in code in which he set down
his growing doubts about religious orthodoxy. There can be little doubt that Russell’s
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troubled later emotional life (he had four marriages) was affected by this childhood. In
his writings there are many passages in which he refers indirectly to it; for example,
when writing in 1916 about the difficulties of marriage, he remarks that “The funda-
mental loneliness into which we are born remains untouched, and the hunger for inner
companionship remains unappeased” (1916: 191).

From an early age his precocious talent in mathematics had been recognized, and
in 1890 he went to Trinity College, Cambridge to study mathematics. Despite his delight
in escaping from his grandmother, however, he soon found himself dissatisfied with the
antiquated teaching of mathematics at Cambridge. So in 1893 he switched to the study
of philosophy, a subject into which he had been initiated through membership of the
Cambridge “Apostles” (a private society largely dedicated to the discussion of philoso-
phy) and friendship with the philosopher J. M. E. McTaggart, then a young Fellow of
Trinity. In 1894 he obtained a first class result in his final examinations and almost
immediately started work on a dissertation in the hope of winning a prize fellowship at
Trinity College. At the same time he married, and then travelled with his first wife, Alys,
to Germany. In his Autobiography he recounts a moment of clear-minded future reso-
lution during this honeymoon:

During this time my intellectual ambitions were taking shape. I resolved not to adopt a pro-
fession, but to devote myself to writing. I remember a cold, bright day in early spring when
I walked by myself in the Tiergarten, and made projects of future work. I thought that I
would write one series of books on the philosophy of the sciences from pure mathematics
to physiology, and another series of books on social questions. I hoped that the two series
might ultimately meet in a synthesis at once scientific and practical. My scheme was
largely inspired by Hegelian ideas. Nevertheless, I have to some extent followed it in later
years, as much at any rate as could have been expected. The moment was an important
and formative one as regards my purposes. (1967: 125)

This passage (though written with the benefit of hindsight) is remarkably prophetic;
Russell had no settled profession (he held teaching positions for only about ten years)
and for most of his life he made his living by writing, in which he had remarkable pro-
ficiency. He wrote about seventy books, which do indeed form two series: there are about
twenty books of philosophy, mostly on “the philosophy of the sciences”; and many of
the rest concern “social questions,” though it cannot be said that the two series meet
in a synthesis. His most popular book was A History of Western Philosophy, despite the
fact that this is an unreliable and distinctly idiosyncratic book in which Russell devotes
most space to ancient and medieval philosophy.

Breaking with idealism

During the 1890s the dominant school of philosophy in Cambridge, as in Britain gen-
erally, was idealist. Under McTaggart’s influence Russell chose to work within a broadly
idealist framework (as the Tiergarten testament quoted above shows), and the project
he selected for his fellowship dissertation was that of providing a revised a priori foun-
dation for geometry, one that would take account of the possibility of non-Euclidean
geometries in a way that Kant's famous account does not. Russell argued that Kant's
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conception of the conditions of the possibility of experience had been too limited. What
is important, and thus a priori, is that space be of a constant curvature, but it is not an
a priori matter just what its curvature is — for example whether it is zero, as Euclid main-
tained, or positive, as Riemann proposed. Russell was duly elected to a six-year prize fel-
lowship at Trinity College in 1895 and in 1897 he published a revised version of the
dissertation, An Essay on the Foundations of Geometry.

As well as offering a Kantian foundation for geometry Russell argued in a Hegelian
fashion that within the abstract conception of points in space characteristic of
geometry there are “contradictions,” which can only be resolved by incorporating
geometry into an account of the physical structure of space. This led him into a study
of the foundations of physics and in particular to a study of the problems associated
with the continuity of space and time. He initially approached these matters with the
presumption that these problems arise from a conflict between, on the one hand, the
fact that individual points or instants differ only in respect of their relations and, on
the other, the requirement that “all relations are internal,” which he took to imply that
differences in the relationships between things are dependent upon other differences
between these things. Russell summed up the conflict here as “the contradiction of
relativity”: “the contradiction of a difference between two terms, without a difference
in the conceptions applicable to them” (“Analysis of Mathematical Reasoning,” Papers,
2:166). The presumption that there is a contradiction here was a commonplace among
the idealist logicians of the period, such as F. H. Bradley, and was central to their denial
that there are any relational truths and thus to their metaphysical monism. It was
therefore by calling this presumption into question that Russell made his break with
idealism. The key to this was his affirmation of the independent reality of relations,
which he proposed in his 1899 paper “The Classification of Relations” (see Papers, 2).
Once this move was made, the alleged “contradiction of relativity” is dissipated and
Russell was free to approach the issues raised by the continuity of space and time afresh.

Although Russell’s papers from this period show him finding his own way to this
anti-idealist thesis, he always acknowledged the decisive importance of G. E. Moore’s
writings at this time (“It was towards the end of 1898 that Moore and I rebelled
against both Kant and Hegel. Moore led the way, but I followed closely in his footsteps,”
1995a: 42). G. E. Moore was two years younger than Russell. Having been drawn
from the study of classics to that of philosophy at Trinity College partly through
Russell’s influence he graduated in 1896 and completed his own, successful, disserta-
tion for a prize fellowship in 1898. It is in this dissertation that Moore works out
his own break with idealism. His basic claim is that of the unqualified reality of the
objects of thought, propositions, as things is in no way dependent upon being thought
about. Moore further maintained that there is no reason to duplicate ontological struc-
tures by hypothesizing the existence of facts for true propositions to correspond to.
Instead there are just propositions and their constituents: the world just comprises
the totality of true propositions, and an account of the structure of propositions is an
account of the structure of reality itself. One implication of this is that the structure
of space is independent of our experience of it and, therefore, of the conditions
under which experience of it is possible. So Moore was very critical of Russell’s neo-
Kantian account of geometry, and Russell quickly came to agree with Moore on this
matter (see MOORE).
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Russell read Moore’s dissertation at an early stage, and immediately accepted many
of Moore's central points, including in particular his conception of a proposition. As
we shall see, many of his later difficulties can be traced back to this. But at the time
Russell was exhilarated by the possibilities that this new realist philosophy opened out
before him:

But it was not only these rather dry, logical doctrines [concerning the reality of relations]
that made me rejoice in the new philosophy. I felt it, in fact, as a great liberation, as if T
had escaped from a hot-house on to a wind-swept headland. (1995a: 48)

The principles of mathematics

This tremendous sense of intellectual liberation quickly became focused on a new
project, which was to dominate Russell’s thought and life for the next ten years: the
“logicist” project of demonstrating that “all mathematics is Symbolic Logic.” The occa-
sion which fired Russell’s enthusiasm for undertaking this project was his visit in July
1900 to the International Congress of Philosophy in Paris, where he heard Peano
discuss his formalization of arithmetic using new logical techniques. Peano did not
himself seek to provide a purely logical foundation for mathematics; he did not offer
logical definitions of the concepts “0,” “successor,” and “number” which occur in his
postulates. But, on hearing him, Russell jumped to the hypothesis that definitions of
this kind should be possible, and thus that mathematics is, in the end, just logic. In
making this jump Russell was drawing on his recent close study of the philosophy of
Leibniz, which, fortuitously, he had undertaken the year before (simply because he
stood in for McTaggart who should have been teaching it). Russell recognized that
Leibniz had also conceived this hypothesis but had been prevented from demonstrating
it, largely because of the inadequacies of the traditional logic to which he adhered. But
with the richer resources of the logic employed by Peano (which Russell immediately
used to develop a new logic of relations), Russell supposed that Leibniz’s logicist hypoth-
esis could now be vindicated.

An important aspect of Russell’s new project was the opportunity it provided him to
continue his criticisms of idealist philosophy:

The questions of chief importance to us, as regards the Kantian theory, are two, namely,
(1) are the reasonings in mathematics in any way different from those of Formal Logic?
(2) are there any contradictions in the notions of time and space? If these two pillars of
the Kantian edifice can be pulled down, we shall have successfully played the part of
Samson towards his disciples. (1903: 457)

In providing a negative answer to the second of these questions Russell drew on the
work of the great German mathematicians of the nineteenth century, Dedekind,
Weierstrass, and Cantor, whose work he had discovered a few years earlier but had not
then appreciated fully because of his attachment to idealist doctrines. He now devoted
a central section of his new book, The Principles of Mathematics, to a careful exposition
of their philosophy of the infinite, from which he concluded “that all the usual
arguments, both as to infinity and as to continuity, are fallacious, and that no definite
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contradiction can be proved concerning either” (1903: 368). Since the idealist logicians
had advanced the opposite view, and then used the infinity of space and time to argue
for their unreality, Russell felt that he was here providing a definitive refutation of their
position.

In laying out this new philosophy Russell worked at extraordinary speed. He started
writing The Principles of Mathematics in October 1900 and by the end of the year he
had completed a first draft: the book as we now have it is more than 500 pages long
and 300 of these come unchanged from that first draft. This period was, he wrote,

an intellectual honeymoon such as I have never experienced before or since. Every day
I found myself understanding something that I had not understood on the previous day.
I thought all difficulties were solved, all problems were at an end. (1995a: 56)

But, he continues,

The honeymoon could not last, and early in the following year intellectual sorrow
descended upon me in full measure. (1995a: 56)

The main reason for the onset of this sorrow was his discovery, early in 1901, of
“the contradiction,” now usually known as “Russell’s paradox.” This is a contradiction
that can be easily demonstrated just at the point at which one seeks to develop
elementary logic into set theory in order to show how arithmetic can be established
on the basis of logic alone. Russell discovered the contradiction when reflecting upon
Cantor’s “paradox” that there is no greatest cardinal number. Cantor’s paradox rests
on the theorem that the number of subsets of a given set S is always greater than the
number of members of § itself. Cantor proves this theorem by deducing a contradiction
from the hypothesis that there is a one-to-one correlation between the subsets of S and
the members of S, which would imply, on the contrary, that their numbers are the same.
The contradiction arises as follows: consider that subset of S whose members are just
those members of S which do not belong to the subset of S with which they are corre-
lated under the hypothesized correlation. Since this so-called “diagonal” set D is a subset
of § it too must be correlated with a member of S, say d. Cantor now asks whether d
belongs to D: given the way d and D have been defined, it turns out that d belongs to D
if and only if d does not belong to D, from which it is easy to derive the explicit contra-
diction that d both belongs to D and does not belong to D.

The step from Cantor’s theorem to Russell’'s paradox is very simple. Instead of
Cantor’s hypothetical one-to-one correlation between the members of a set and
its subsets, consider instead the non-hypothetical identity relation between anything
and itself. Then the analogue of Cantor’s “diagonal” set D of things that are not
members of the set with which they are hypothetically correlated becomes simply
the set R of things that are not members of themselves. Under the “identity” correla-
tion R is of course “correlated” with itself; hence in asking whether R belongs to that
with which it is correlated we are simply asking whether R belongs to R. But since R
just is the set of things which do not belong to themselves, it follows that R belongs
to R if and only if R does not belong to R. This too immediately gives rise to an explicit
contradiction, but in this case the derivation does not depend on a hypothetical
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correlation which is thereby proved not to exist, but only on the non-hypothetical
identity of a thing with itself which cannot be rejected. So in this case there is no
obvious positive conclusion to be drawn comparable to Cantor’s theorem. There is
instead the utterly dismaying implication that there is something seriously amiss in the
foundations of logic.

As soon as he had discovered this contradiction Russell communicated it to Frege,
whose works he had just recently read properly for the first time and recognized for
what they were, namely much the most sophisticated attempt to develop a logicist
program of the kind he was also engaged upon. Frege received Russell’s letter just as
the second volume of his Grundgesetze was in press, and added the famous Appendix II,
which begins, “Hardly anything more unfortunate can befall a scientific writer than to
have one of the foundations of his edifice shaken after the work is finished.” Frege did
in fact suggest a way of circumventing Russell’s paradox, but he could not show that
it worked, and it is now known not to. Russell also attempted to find a way around
the paradox and ended The Principles of Mathematics with a tentative proposal that the
definition of the set R is ill-formed because a set, being of a different “type” from
that of its members, cannot be a member of itself. As we shall see below, this is a pro-
posal to which he returned later; but in the context of the The Principles of Mathematics
it was not easy for him to advance it, since it conflicts with the conception of logic
advanced there, namely that the truths of logic are truths which are absolutely
universal, and are therefore not to be restricted by considerations arising from the type
of thing under discussion.

The contradiction was not the only problem to delay publication of The Principles of
Mathematics until 1903 and to dominate his research for the next few years. He also
ran into a tangle of difficulties concerning the structure of judgment, with which he
continued to grapple thereafter. These difficulties are, broadly, of two kinds: concern-
ing (1) the unity of judgment and (2) the structure of general judgments.

In The Principles of Mathematics Russell’s treatment of these matters is expressed
through a discussion of the structure of propositions, which, following Moore, he takes
to comprise both the objects of judgment and the objective structure of the world. So
conceived, propositions are not representations which, when true, correspond to a fact.
Instead true propositions just are facts — there is no difference between the death of
Caesar and the (true) proposition that Caesar is dead. Since his death is something that
befell Caesar himself, Caesar is himself a “constituent” of the proposition that Caesar
is dead. Indeed the proposition just is a “complex” whose constituents are Caesar and
death (which is a “predicate”).

The difficulty that now arises concerning the “unity” of judgment is that of
explaining how it is that a complete proposition is constituted. Russell discusses this in
connection with the proposition that A differs from B. The constituents here are A, B,
and difference; but specifying them does not yet specify the proposition in question, for
they are also the constituents of the different proposition that B differs from A
(because difference is a symmetric relation this is actually a poor case to have taken.
The point is much clearer with an asymmetric relation, such as occurs in the
proposition that A is larger than B, which is manifestly different from the propo-
sition that B is larger than A although it has the same constituents). Russell sums up
his discussion:
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The difference which occurs in the proposition actually relates A and B, whereas the
difference after analysis is a notion which has no connection with A and B. (1903: 49)

Furthermore, Russell notes, it does not help if one adds that the difference in the case
we want is a difference of A from B, for all that these additions do is to add further rela-
tions to the supposed constituents of the proposition without “actually relating” the
relation of difference to the right terms. The problem is that

A proposition, in fact, is essentially a unity, and when analysis has destroyed the unity, no
enumeration of constituents will restore the proposition. (1903: 50)

The point raised here is one that was to come back to plague him. In The Principles
of Mathematics Russell, having identified it, simply sets it aside for further treatment.
This is disappointing, for here there is a straightforward challenge to the Moore—Russell
conception of a proposition as a “complex whole” comprised of its elementary con-
stituents. Indeed the point was not new: this difficulty concerning relational judgments
had been famously set out by F. H. Bradley in chapter III of Appearance and Reality
(1893). The person who first saw clearly the way to defuse the issue here was Frege: for
through his famous “context” principle (presented in his Grundlagen, 1884) that it is
only in the context of a sentence that a word has a meaning, he acknowledges the irre-
ducible primacy of judgments instead of regarding them as “complexes” to be con-
structed out of elementary constituents. We shall see below that Russell’s theory of
descriptions includes a partial acknowledgment of the context principle; but he himself
never generalizes it to solve this problem of the unity of judgment.

The other general type of difficulty that Russell encountered in The Principles of
Mathematics concerns the structure of general propositions such as the proposition that
I met a man. The difficulty here is supposed to come from the fact that, on the one hand,
the concept a man is a constituent of this proposition; but, on the other hand, such a
concept

does not walk the streets, but lives in the shadowy limbo of the logic-books. What T met
was a thing, not a concept, an actual man with a tailor and a bank-account or a public
house and a drunken wife. (1903: 53)

Russell’s argument here is intuitive and questionable. But it is clear that the tension
arises from the dual role of propositions as both objects of thought (and thus consti-
tuted of concepts such as a man) and situations within the world (and therefore con-
stituted not from general concepts, but from particular men).

Russell’s way of resolving this tension is to say that concepts such as a man “denote”
the things that a proposition in which they occur is “about”; and it is the things that
are denoted in this way that “walk the streets” etc. It is difficult at first not to interpret
this talk of that which a proposition is “about” as a way of implicitly specifying a “truth-
maker” for the proposition distinct from the proposition itself; but this of course would
be entirely inimical to Russell's conception of a proposition. Furthermore, Russell
develops his account of denoting in such a way as to make this interpretation
inappropriate. For he goes on to argue that
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some man must not be regarded as actually denoting Smith and actually denoting Brown
and so on: the whole procession of human beings throughout the ages is always relevant
to every proposition in which some man occurs, and what is denoted is essentially not each
separate man, but a kind of combination of all men. (1903: 62)

As Russell acknowledges, such a “combination of all men” is a very paradoxical object;
in the case of a man, what is denoted is supposed to be Smith or Brown or . . . (for the
whole human race).

It is in fact clear enough what Russell is seeking to do here: namely, to effect a reduc-
tion of general propositions to propositions that involve only disjunctions or conjunc-
tions of singular propositions, for which the tension between propositions as objects of
thought and as truthmakers is not so acute. He writes that “the notion of denoting may
be obtained by a kind of logical genesis from subject-predicate propositions” (1903: 54),
and as Geach has observed, Russell’s account is in this respect comparable to medieval
theories of suppositio. But Russell muddles things by supposing that he needs to hold
that there are disjunctive and conjunctive combinations of things denoted by the denot-
ing concepts that occur in the general propositions. These are the “paradoxical objects”
which the propositions in question are to be “about.” Not only are such objects intrin-
sically objectionable (as Russell himself acknowledges, 1903: 55n.), this way of coming
at the matter makes it impossible to provide a coherent treatment of propositions
involving multiple generality, since there is no way of representing scope distinctions,
such as the distinction between the two ways of interpreting “Everyone loves someone.”

Russell in effect acknowledges this point himself when discussing variables, both free
and bound. He would like to handle free variables within his theory of denoting as cases
of the denoting concept any term; but he can see that this approach does not deal prop-
erly with the role of repeated variables. His discussion of bound variables occurs as part
of his exposition of Peano’s conception of “formal implication” as a universally quan-
tified conditional, as in “for all x, if x is a man then x is mortal.” Russell wants to be
able to apply his theory of denoting concepts to the quantifier “for all x,” as a concept
denoting some combination of things which the whole proposition is “about.” But he
can also see that where there are multiple quantifiers binding different variables (as in
both interpretations of “Everyone loves someone”) the variables are tied to the quan-
tifiers in a way that blocks off this conception of the denotation of a quantifier. So
although he cannot bring himself to say so explicitly, his theory of denoting concepts
is inadequate to the new logic of quantifiers and variables upon which the logicist
project of The Principles of Mathematics is founded.

The theory of descriptions

Two years later, in 1905, Russell published his most famous paper, “On Denoting.” He
begins by, in effect, developing his earlier discussion of formal implication into a sys-
tematic account of the propositions expressed by sentences involving what he now calls
“denoting phrases” such as “all men,” “a man,” and “no man.” There is now no talk
of denoting concepts; instead he uses the universal quantifier and bound variables to
specify the propositions expressed by these sentences by reference to the truth of simpler
propositions. Thus he now says that the proposition expressed by “I met a man” is the
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proposition that propositions of the type “I met x, and x is human” are not always false
(Papers, 4: 416).

Clearly, much is here assumed, for example the interdefinability of the existential and
universal quantifiers. There is also a degree of oversimplification, since, as he recog-
nizes when dealing with multiple quantifiers, he actually needs to specify the variable
in the quantifier; in the case above he should have said “are not always false of x.”
Setting these points aside, what is worth considering is whether Russell offers any
general account of quantifiers and variables to replace the theory of denoting concepts
that has been tacitly discarded. In “On Denoting” itself Russell is unhelpful: he just says
“Here the notion ‘C(x) is always true’ is taken as ultimate and indefinable” (Papers, 4:
416). If, however, one looks ahead to the discussion of the universal quantifier in the
introduction that Russell wrote to Principia Mathematica (1910), one finds him using
the language of “ambiguous denotation” to sketch what is now recognizable as a sub-
stitutional account of the quantifier. For he now says that we assert a universal propo-
sition in order to condense the assertion of all the substitution instances “ambiguously
denoted” (1910: 40) by the propositional function that occurs in our universal propo-
sition; and the truth of the universal proposition depends on the “elementary truth” of
all these substitution instances (p. 42). Since the motivation behind the original theory
of denoting concepts was that propositions involving all men, a man, etc. are in some
way “about” their instances, it is unsurprising that he ends up with a substitutional
treatment of quantification, dealing, of course, with substitutions in propositions, not
sentences.

Russell’s main topic in “On Denoting” is the structure of propositions whose expres-
sion involves definite descriptions, phrases such as “The present President of the USA.”
In The Principles of Mathematics he had applied his theory of denoting concepts to such
propositions in order to provide an account of why it is that true identities, propositions
expressed by sentences such as “Bill Clinton is the present President of the USA,” are
of interest to us (1903: 62—4). The problem here is familiar: if we just take it that we
have two names for the same thing, and that the proposition’s constituents are just the
thing thus named twice and the relation of identity, it seems that the very same propo-
sition is also expressed by “Bill Clinton is Bill Clinton,” which is of no interest to us. In
The Principles of Mathematics Russell took it that this problem is solved by the hypoth-
esis that the description “the present President of the USA” introduces a corresponding
denoting concept into the proposition expressed through its use, which of course does
not occur as a constituent of the proposition expressed by “Bill Clinton is Bill Clinton.”

Russell does not explain how this denoting concept occurs as a constituent of the
proposition expressed, and he says other things about it on the basis of which it is easy
to reopen the old problem. Since the proposition cannot comprise Bill Clinton’s identity
with the denoting concept in question, it seems that it must comprise Bill Clinton’s iden-
tity with the thing denoted by the denoting concept, that which the proposition is
“about” in Russell’s intuitive sense. But this thing is of course just Bill Clinton himself,
and we have now come back to the difficulty of showing why this proposition is of any
interest to us since it is equally expressed by “Bill Clinton is Bill Clinton.” If one looks
to Russell’s extensive unpublished writings on this matter from the period 1903-5 (see
Papers, 4), one can, I think, see him identifying this difficulty for his old position. He
also begins to think about a different issue, also problematic for his old position, which
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arises from his critical reaction to some works by the contemporary Austrian philoso-
pher Alexius Meinong, which he studied closely at this time.

In this case the issue concerns the proper treatment of “empty” descriptions, descrip-
tions such as “the present King of France” which, though meaningful, describe nothing
that actually exists. Russell interpreted Meinong as advancing a theory of “objects”
according to which empty descriptions of all kinds describe an object, even descriptions
of impossible objects such as “the round square.” In “On Denoting” and thereafter
Russell ridiculed this position as conflicting with “the robust sense of reality” which
“ought to be preserved even in the most abstract studies” (1919: 169—70); but in truth
Meinong's position was a good deal more subtle than Russell appreciated. What is
important here, however, is that through thinking about Meinong’s work Russell came
to appreciate the importance of constructing a theory that would allow for the possi-
bility of meaningful sentences that include empty descriptions — sentences such as “The
present King of France is bald.” Since Russell took it that the meaning of a name was
just the name’s bearer, it followed at once that such descriptions were not names. This,
he recognized, did not rule out the treatment of such descriptions as introducing denot-
ing concepts into a proposition. But, he argued, there was still a problem: the proposi-
tion expressed by “The present King of France is bald” ought to be about the present
King of France. But there is no such thing; so the theory implies that the proposition is
about nothing, which Russell takes to imply that “it ought to be nonsense.” But, he con-
tinues, “it is not nonsense, since it is plainly false” (“On Denoting,” Papers, 4: 419).

This argument is condensed, but the way to understand the crucial move from being
“about nothing” to “being nonsense” is to connect the “aboutness” thesis with the thesis
that the truth or falsehood of a proposition with a denoting concept depends on the
truth or falsehood of the propositions specified by reference to that which the first
proposition is about. For in the light of this, a proposition about nothing will be one for
which there are no such propositions to determine its truth or falsehood. So it can be
neither true nor false itself; but this is absurd since propositions are inherently either
true or false. Hence it follows that the sentence with an empty description fails after all
to express a proposition: in which case “it ought to be nonsense.”

We now have the two “puzzles” which, Russell says in “On Denoting,” an adequate
theory of descriptions must solve: (1) Why is it that questions about identity are often
of interest to us — how can it be that George IV wished to know whether Scott was the
author of Waverley but did not wish to know that Scott was Scott? (2) What proposi-
tions are expressed by sentences with empty descriptions, such as “The present King of
France is bald,” and how is their truth or falsehood determined? Before showing how
his new theory can solve these puzzles, Russell explains why he rejects the view that
one should account for these puzzles by distinguishing between the “meaning” and the
“denotation” of a description. He specifically mentions Frege in connection with this
view and it is natural to think of him as arguing here against Frege’s theory of Sinn
and Bedeutung which was of course precisely introduced to handle the first of Russell’s
puzzles and seems well suited to handle the second (see FREGE).

Russell’s argument in “On Denoting” against the “Fregean” position is notoriously
obscure. His conclusion is that there is an “inextricable tangle” in the account this posi-
tion offers of the relation between the meaning and the denotation of a description
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(Papers, 4: 422); but in truth it is Russell’'s own discussion which certainly appears to
be an inextricable tangle. My own view is that Russell’'s argument is vitiated by the fact
that he adapts Frege's theory to his own different conception of a proposition, and
thereby crucially distorts Frege's actual position. (Russell himself acknowledges the dif-
ferences here: Papers, 4: 419 n. 9.) This can be illustrated by considering a slightly later,
and considerably clearer, discussion by Russell of the same issue, in “Knowledge by
Acquaintance and Knowledge by Description,” in which he is considering the structure
of the proposition expressed by “the author of Waverley is the author of Marmion”
(Papers, 6: 159). Russell argues here that (1) the proposition involves an identity; but
(2) plainly does not involve the identity of the meanings of “the author of Waverley”
and “the author of Marmion”; so (3) it must comprise the identity of the denotations
determined by the meanings of “the author of Waverley” and “the author of Marmion.”
But these denotations are just Scott himself, so the proposition in question is just the
proposition that Scott is Scott. Yet the whole point of the meaning/denotation theory
was to preserve the distinction between interesting and trivial identities.

For Frege this argument simply gets off on the wrong foot. The thought expressed
by “the author of Waverley is the author of Marmion” is indeed a thought about iden-
tity; but the thought itself is not structured by the relation of identity, but by the sense
employed here of this relation, and this sense can then relate the senses expressed by
the two descriptions without turning it into a thought that these senses are the same.
Russell’s argument against the meaning/denotation distinction as applied to descrip-
tions only works insofar as it depends on a non-Fregean hybrid conception of a
proposition which violates Frege's distinction between Sinn and Bedeutung.

The fact that Russell’s argument against Frege is a failure does not, of course, vin-
dicate Frege's treatment of descriptions as functional expressions or undermine
Russell’'s own theory of descriptions. The key to this new theory is, as Russell put it later,
that descriptions are “incomplete symbols,” that is, phrases which “have no meaning
in isolation” but are only “defined in certain contexts” (1910: 66). As such, for Russell,
descriptions such as “the man” are to be regarded as essentially similar to the other
denoting phrases discussed in “On Denoting,” e.g. “a man” and “all men.” They have
“no meaning in isolation” in the sense that there is no thing (not even a concept) that
is their “meaning” and that occurs as a constituent of the propositions expressed by
sentences in which they occur. Instead they contribute to these propositions in more
complex ways by fixing their structure, in the way that Russell conceives of the role of
the universal quantifier as described above. It is therefore no surprise that on Russell’s
new theory of descriptions, the role of descriptions is elucidated by spelling out the
quantificational structure of the propositions expressed by sentences in which they
occur. This turns out to be a complex matter since Russell sticks to his initial assump-
tion that all such propositions involve only the universal quantifier. But we can grasp
the key points of Russell’'s new theory by providing just the first stage of it, which is
that the proposition expressed by “The author of Waverley is Scott” is more clearly iden-
tified as the proposition expressed by the following sentence:

For some x, (i) x is an author of Waverley and, (ii) for all y, if y is an author of Waverley
then y = x, and, (iii) x = Scott.
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Once the proposition is identified in this way solutions to Russell’s two puzzles are
immediate. There is no reason to identify the complex proposition thus expressed with
the proposition that Scott is Scott, for the description “the author of Waverley” is not
construed as giving rise to a complex name of a constituent within the proposition
which turns out to be just Scott. So the distinction between significant and trivial iden-
tities is clearly preserved. Secondly, the role of empty descriptions is easily allowed for:
the proposition expressed by “The present King of France is bald” is to be identified as
that expressed by the sentence:

For some ¥, (i) x is a present King of France and, (ii) for all y, if y is a present King
of France then y = x, and, (iii) x is bald.

It is then unproblematic that there is such a proposition, and that it is “clearly false” as
Russell declares that it should be.

The fact that these solutions are so straightforward, and do not depend on the under-
lying theory of propositions (though they are consistent with it), shows that one can
abstract Russell’s theory of descriptions from this underlying theory. This is in fact what
has largely happened to Russell’s theory of descriptions: it is taken to rest on the thesis
that descriptions are quantifiers, and as such the Russellian position is best conceived
of as one that employs a restricted “definite” quantifier to construe definite descriptions,
so that the logical form of “the author of Waverley is Scott” can be better captured by
construing it as

For the x who is an author of Waverley, x = Scott.

One can then interpret Russell’s reduction of the definite quantifier to other quantifiers
as a misleadingly expressed way of spelling out the truth-conditions of this sentence.
Once the matter is handled in this way, the debate with Frege can be re-opened, as a
debate as to whether this way of construing descriptions is preferable to Frege's
approach, according to which they are complex singular terms, comparable to func-
tional expressions in mathematics, such that the logical form of “the author of Waverley
was Scott” is captured by construing it as

The author of (Waverley) = Scott.

This debate was famously revived by Strawson in his attack on Russell. Strawson
introduced a range of linguistic data concerning the use of empty descriptions in
situations which conflict with our “presupposition” that descriptions are non-empty,
and argued on their basis that a Fregean position is in fact preferable to Russell’s; in
many cases, Strawson argued, we take it that the use of empty descriptions issues in
statements that are “neither true nor false” and not “plainly false” in the way that
Russell maintained. In fact, however, the linguistic data in this area are indeterminate,
and most contemporary discussions focus instead on the relative merits of alternative
accounts of the logical behavior of descriptions in complex sentences involving
temporal modifiers and counterfactual constructions. Even when these are introduced,
however, the issue remains surprisingly open — so much so that it seems to me best
to conclude that definite descriptions blur the apparently sharp logical distinction
between particular thoughts involving a singular term and general thoughts involving
a quantifier.
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Returning, however, to Russell himself I want finally to discuss the significance
of the theory of descriptions within his philosophy generally. The first point is
that Russell felt that his theory showed that there was no need to abandon his
one-dimensional conception of meaning in favor of a Fregean theory with its all-
encompassing distinction between Sinn and Bedeutung. Indeed, as we have seen, Russell
felt that he could cope better than Frege with the “puzzles” of interesting identities
and empty descriptions. This had an important implication for Russell’s treatment of
names: with no Sinn/Bedeutung distinction Russell was committed to the view that all
identities involving just names are trivial and that there cannot be meaningful empty
names. So all putative counterexamples had to be handled by supposing that the names
in question were really just descriptions under disguise. The scope of this thesis was
massively extended by a point that Russell introduces right at the end of “On Denoting”
(p. 427), namely that our understanding of a proposition is based upon our “acquain-
tance” with its constituents, which are the meanings of the phrases used to express
the proposition. For once one adds, as Russell does here, that we are not acquainted
with matter and the minds of other people, it follows that our understanding of
sentences that include putative names of material objects and other people cannot be
achieved by identifying these things as the meanings of the names; instead we are
bound to reinterpret the names as descriptions that invoke properties of things with
which we are acquainted.

I shall discuss this radical doctrine of “knowledge by acquaintance” below. What I
want to stress here is just that it was the theory of descriptions that made this doctrine
tenable, since it seemed to offer a way of escaping the doctrine’s otherwise unaccept-
able skeptical implications. The trick here was to suppose that “logical analysis” involv-
ing the theory of descriptions could save the appearances of common-sense belief even
though its obvious foundations had been removed by the doctrine of limited acquain-
tance. This move became central to Russell’s later “logical-analytic method in philoso-
phy” (1914: v), to which I shall return below.

Another important point is the doctrine of “incomplete symbols,” and in particular
the central claim of the theory of descriptions that phrases whose meaning at first sight
seems to consist in denoting some object turn out, after “logical analysis,” not to have
such a meaning at all. Instead their meaning is given only “in context”: in the broader
context of the sentences in which they occur. It is striking that Frege's context princi-
ple, which I mentioned earlier when discussing the issue of the unity of judgment, here
enters into Russell’s theory; but of course it does so only because descriptions are
a counterexample to Russell’s fundamentally non-contextual conception of meaning.
For Russell the appeal to context is appropriate precisely where the demands of logic
conflict with superficial grammar and its associated conception of meaning. The idea
of such a conflict has been a deeply influential idea in the analytical tradition, giving
rise to a very Platonist conception of “logical form” as something characteristically
veiled by ordinary language. Wittgenstein rightly identified Russell’s seminal role in
developing this conception:

All philosophy is a “critique of language” (though not in Mauthner’s sense). It was Russell
who performed the service of showing that the apparent logical form of a proposition need
not be its real one. (Tractatus Logico-Philosophicus 4.0031)
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Though by 1914 Russell took the view that “philosophy . . . becomes indistinguish-
able from logic” (in “On Scientific Method in Philosophy”) he would have repudiated
this characterization of philosophy as just “critique of language,” since for him logic
primarily concerns the logical forms of “the various types of facts” (Papers, 8: 65);
indeed towards the end of his life, in the 1950s, he was very critical of the way in which
philosophers seemed primarily concerned with language. As we have already seen, and
shall see further below, Russell’s logic was always shaped by metaphysical theses (e.g.
concerning the nature of propositions) and driven by epistemological concerns (e.g. the
doctrine of acquaintance). Nonetheless, his own theory of descriptions, and the uses
to which he then put it in his logical-analytic program, did seem to many philosophers
to show that it is through the logical analysis of language that philosophers can make
progress in resolving old debates. To a considerable extent the whole project of analyti-
cal philosophy is founded upon this faith, and to that extent Russell’s theory of descrip-
tions remains, as Ramsey called it, “a paradigm of philosophy” (Ramsey 1931: 263n.).

Avoiding the contradiction

Russell’'s main concern in the years following the publication of The Principles of
Mathematics was not in fact the theory of descriptions and its implications, which I have
been discussing. Instead he was still preoccupied with his logicist project, on which he
was now working with the Cambridge mathematician and (later) philosopher A. N.
Whitehead, and he was, therefore, confronted by the need to avoid the perplexing
contradiction he had discovered in 1901.

His first thought was that the conception of an incomplete symbol he had developed
in connection with the theory of descriptions could be put to work to show what was
wrong with the paradoxical set R of things that are not members of themselves. Russell
developed this thought in an ingenious way by interpreting talk of sets in terms of the
results of substitutions within propositions and then showed that, under this interpre-
tation, the condition of self-membership cannot be coherently expressed. Regretfully,
however, he decided that this approach was not the whole story since it did not resolve
paradoxes concerning propositions, such as the liar paradox, which, he felt, were so
closely related to his own paradox that there should be a single solution for them all.

He turned next to an idea that arose in the course of a debate with the French
philosopher, Henri Poincaré, that these paradoxes arise only because the underlying
argument tacitly involves a “vicious circle,” in that something which has been defined
in terms of a totality is then assumed to belong to this totality. Thus Russell’s set R is
defined in terms of the set of sets which are not members of themselves, and the con-
tradiction is then arrived at by considering whether or not R belongs to this very set.
Similarly in the case of the liar paradox the crucial move is that whereby the statement
made by the liar is taken to be included in the scope of the liar's own statement. So,
Russell thought, the way to avoid all these paradoxes is to adhere to the “vicious circle”
principle, that “Whatever involves all of a collection must not be one of the collection”
(1910: 37).

This principle gives rise to a hierarchy of “orders,” since anything defined in terms
of a collection of things of order n is held to be of order n + 1 and therefore not a can-
didate for membership of the first collection. In developing the idea further, however,
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Russell went back to his earlier idea that the very definition of the paradoxical set R is
somehow ill-formed. So he returned to the thought that our normal talk of sets involves
incomplete symbols, and thus that sets are only “quasi-things” (1910: 81). But he no
longer used his earlier interpretation of this talk in terms of substitutions within pro-
positions: instead he introduced the conception of a “propositional function,” a func-
tion whose values are propositions, and proposed a way of interpreting talk of sets in
terms of propositional functions. Under this interpretation, talk of a’'s membership of
the set of things x such that fx is interpreted in terms of the truth of the proposition
that is the value of the propositional function f*x (Russell’s standard notation for
propositional functions) for the argument a (i.e. the proposition fa). Hence the condi-
tion of self-membership entering into the definition of R is interpreted in terms of the
truth of the proposition that is the value of a propositional function applied to itself as
argument. But this, Russell claims, is incoherent: he takes it that the vicious circle prin-
ciple implies that the propositions that are the values of a propositional function should
in no case be specified by reference to the propositional function itself, and thus that

there must be no such thing as the value for f*x with the argument f*x . .. That is
to say, the symbol ‘f(f*x)’ must not express a proposition. (1910: 40)

Russell reinforces this point by arguing that although there are functions of func-
tions, in all cases functions must be of a different “type” from that of which they are
functions; thus functions of simple individuals cannot themselves be individuals, but
must have sufficient complexity to yield complete propositions when applied to indi-
viduals. Similarly functions of these functions, such as the quantifiers, have to have the
type of complexity required to yield a complete proposition in these cases. Hence, he
says, functions cannot be arguments to themselves, for they lack the type of complex-
ity required to yield a complete proposition in this situation.

This line of thought generates a hierarchy of types (individuals, functions of indi-
viduals, functions of such functions, etc.) different from the hierarchy of orders gener-
ated by the vicious circle principle, which concerns the order of definitions. The
resulting theory, the “ramified theory of types,” is the result of merging these two hier-
archies. There is an element of overkill in this theory, for there are now three reasons
why the contradiction does not arise: (1) the vicious circle principle straightforwardly
implies that R is of a higher order than its members and cannot therefore be a member
of it; (2) Russell takes the principle to imply also that the definition underlying R, when
spelled out in terms of propositional functions that apply to themselves, is ill-formed;
(3) Russell also invokes a separate thesis that a function must have a different type of
complexity from its arguments if it is to yield a complete proposition as value, which
again implies that the definition underlying R is ill-formed.

The main aim of the theory, however, was not to avoid the contradiction but to fulfill
the logicist project of providing a logical foundation for pure mathematics. This was in
a way accomplished by Russell and Whitehead in their massive, though incomplete,
trilogy Principia Mathematica (1910-13). They had found, however, that their task was
obstructed by the complexities of the ramified theory. For example, at a crucial point in
the standard theory of real numbers (the least upper bound theorem), the vicious circle
principle is violated; hence Russell and Whitehead had, in effect, to set aside this
principle by introducing the assumption (the “axiom of reducibility”) that wherever a
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propositional function is defined in terms of a totality to which it is then required to
belong there is a way of defining it without reference to that totality, in terms of “pre-
dicative” functions that do not involve reference to the totality in question. As their
critics observed, if Russell and Whitehead were going to help themselves to this assump-
tion, then they could have simplified things a good deal by formulating the whole theory
in terms of predicative functions in the first place. Indeed, after discussion with E. P.
Ramsey Russell and Whitehead adopted a proposal of this kind in the second edition to
Principia Mathematica (1927). The resulting theory, the “simple theory of types,” no
longer offers a solution to semantic paradoxes such as the liar paradox. But this is a
positive gain since the vicious circle principle is anyway not a satisfactory resolution of
these paradoxes, which depend on concepts such as truth whose complexities are
separate from set theory itself.

But there are other problems, which afflict even this modified theory. Once individ-
uals and functions (or sets) are divided into exclusive types, there has to be a separate,
though isomorphic, arithmetic for each type, an idea that is highly counterintuitive.
Furthermore the validity of standard arithmetic as applied to individuals requires the
assumption that there is an infinity of such individuals. As Russell himself recognized
(1919: 141), this assumption, or axiom, is not logical; it is clearly metaphysical (and
may well be false).

To say this is to raise the question, central for the logicist project, as to what logic is.
In Principia Mathematica logic is said to be the theory of formal inference, of inferences
that depend merely on the logical form of the propositions involved. The distinction
between “form” and “content” is then crucial; Russell takes it that the identification of
the logical constants, by reference to which logical form is defined, is only a matter of
enumeration. In his abandoned 1913 manuscript “Theory of Knowledge” he appreci-
ates the need for some deeper theory, but remarks, “In the present chaotic state of
knowledge concerning the primitive ideas of logic, it is impossible to pursue this topic
further” (Papers, 7: 99). This is a surprising remark in the light of all Russell's work on
logic. But there is no doubt that he had found the experience of coping with his con-
tradiction a chastening experience, which had taught him that even in logic there are
no simple answers, and thus that only “patience and modesty, here as in other sciences,
will open the road to solid and durable progress” (Papers, 8: 73).

To compare logic with other sciences is to invite the question whether logic
differs from them except in respect of its subject matter of formal inference, however
exactly that be defined. This question is particularly apposite since at least until 1911
Russell affirmed that logic is synthetic, which might suggest that he also thought
it is empirical. In fact, however, he held that it is a priori, and rests upon self-evident
intuitions concerning the relationships between logical forms, which are universals
(1912: ch. X). What is then a little odd is that he generally takes it that logical infer-
ence is just a matter of material implication (1910: 8-9), so that although logical infer-
ences must be in fact truth-preserving it is not required that they preserve truth in all
possible situations. His views in this area are not easily fitted together. Later, presum-
ably under the influence of his former student Wittgenstein, he describes logical truths
as “tautologies,” which suggests a move to a conception of them as analytic; but in
the “Lectures on the Philosophy of Logical Atomism” (published 1918) he is still very
tentative:
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Everything that is a proposition of logic has got to be in some sense or other like a tautol-
ogy. It has got to be something that has some peculiar quality, which I do not know how
to define, that belongs to logical propositions and not to others. (Papers, 8: 211)

Modern set theories are based on the work of Zermelo and Von Neumann and avoid
the problems that arise for Russell and Whitehead by sweeping away type distinctions.
This implies that there is nothing ill-formed about the condition of self-membership,
but Russell’s paradox is avoided by denying that any well-formed condition (or propo-
sitional function, as Russell would call it) determines a set. Indeed it is standard to have
an axiom of “foundation,” which requires that the membership of a set be founded by
being based upon “ur”-elements which do not themselves have members. This axiom
(proposed by Mirimanoff in 1917) implies that the condition of non-self-membership
does not determine a set and captures the intuition which lies behind Russell’s “vicious-
circle principle,” but without obstructing the development of a systematic set theory
that can be interpreted as a foundation for mathematics.

This does not, however, mean that modern set theory provides a vindication of
Russell’s logicist project. Russell's conception of a propositional function blurs the
distinction between standard predicate logic and set theory, but, ironically, Russell’s
paradox itself shows the importance of maintaining a distinction here, and once this
is drawn and set theory is provided with its own distinctive axioms concerning the exis-
tence of sets, there is no good reason to count set theory as logic. This does not mean
that the logicist project is altogether untenable; for one can abandon set theory in favor
of second-order logic and try to use this to provide a foundation for mathematics.
Whether the resulting position is satisfactory remains disputed, but even if it is, it is still
subject to the implications of Godel's famous incompleteness theorem, which shows
that arithmetic (and thus mathematics) cannot be completely captured within a for-
malized theory. If logic is just the theory of formal inference, as Russell maintained,
then Godel's theorem provides the ultimate refutation of his project of showing that
“all mathematics is Symbolic Logic.”

Logical atomism

When Russell was asked in 1924 to provide a personal statement of his philosophical
position he chose to entitle it “Logical Atomism” (1956). This is a name that he began
to use in 1914 (Papers, 8: 65) and then used in his 1918 “Lectures on the Philosophy
of Logical Atomism.” The rationale for the emphasis here on logic will be obvious; but
what is the “atomism”? What are the “logical atoms”?

They are atomic facts. The reference here to “facts” is due to his abandonment by
1914 of his earlier Moorean conception of propositions. He has now adopted a form of
the correspondence theory of truth according to which the truth of a proposition, now
conceived of as normally a linguistic structure (though Russell also allows for imagis-
tic mental propositions), is grounded in the perfect correspondence of logically simple
propositions with atomic facts. I shall explain his reasons for this change of mind con-
cerning propositions below, but since facts are said to be composed of the things that
are the meanings of the words occurring in the proposition, it turns out that atomic
facts differ little from old-style true elementary propositions, the propositions whose
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truth formed the basis for the truth of propositions whose expression involves incom-
plete symbols (see “Lectures on the Philosophy of Logical Atomism,” Papers, 8: 175).

Atomic facts are facts concerning the intrinsic qualities of, and relations between,
particular individuals (Papers, 8: 177). But since the individuals and properties that
constitute any fact we can talk about must be such that they are the meanings of the
words we use, it follows that in practice the identity of atomic facts is constrained by
the requirements of Russell’s theory of meaning. And the crucial requirement here is
that of our acquaintance with the things in question:

A name, in the narrow logical sense of a word whose meaning is a particular, can only be
applied to a particular with which the speaker is acquainted. (Papers, 8: 178)

Since Russell holds that we are not acquainted with ordinary things, such as Piccadilly
and Socrates, but only with sensory particulars which are “apt to last for a very short
time indeed” (Papers, 8: 181), it turns out that the atomic facts we can talk and think
about do not deal with the familiar furniture of life, but for the most part only with the
private objects of experience.

It is at this point that Russell’s logical atomism makes contact with the doctrine of
knowledge by acquaintance, which we encountered earlier, and thereby becomes a
form of epistemological atomism. The core of that doctrine is expressed in his funda-
mental epistemological principle (in “Knowledge by Acquaintance and Knowledge by
Description”) that

every proposition which we can understand must be composed wholly of constituents with which
we are acquainted. (Papers, 6: 154)

With what things are we acquainted? Russell’s approach is a combination of empiri-
cism and rationalism. Through perception and introspection we gain acquaintance
with particulars: with particular colors, noises, feelings, etc.; but through reflection
we can also gain acquaintance with the universals of which these particulars are
instances. This form of acquaintance involves “conception” (Papers, 6: 149-50), and is
central to our capacity for intuitive awareness of a priori truths (1912: ch. Xx).

For our present purposes, the point on which to concentrate is our acquaintance
with particulars. Russell uses Moore’s general term “sense-data” for these sensory
particulars but emphasizes that it is for him an open question whether such
particulars may not also exist as unperceived “sensibilia.” Sense-data so conceived are
not “in the mind,” though our awareness of them is immune from error. Initially
Russell took the view that they are subjective because their relativity to their subject’s
position and condition implies that they cannot be combined in a single public world
(1912: ch. 1); but in 1914 he switched to the view that they are physical elements
within private spaces, which are capable of being integrated into a single public world
unless they belong merely to dreams and hallucinations. His account of this supposed
integration is difficult and the details cannot be discussed here, but it is for him an
important application of his “supreme maxim in scientific philosophising” (Papers,
8:11) that
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Wherever possible logical constructions are to be substituted for inferred entities.

The basic idea here is said by Russell to be similar to that involved in Ockham'’s razor,
but in fact it is motivated by the need to escape the skeptical implications of his theory
of knowledge by acquaintance. For where the apparent objects of putative knowledge
are things of which we have no acquaintance, Russell’s theory seems to imply that our
beliefs can only ever be a matter of uncertain, speculative, inference concerning certain
kinds of things “we know not what” whose existence is in some way implied by the exis-
tence of the things with which we are acquainted. Russell thinks he can avoid this
skeptical result by substituting an alternative way of thinking, which can still be rep-
resented as a way of thinking about the apparent objects of knowledge but which,
because it is “logically constructed” from thoughts of things (sense-data and univer-
sals) with which we do have acquaintance, does not require speculations concerning
the existence of any further “inferred entities.” This alternative strategy shows how
knowledge is possible while respecting the fundamental epistemological principle
quoted earlier.

Thus Russell takes it that knowledge of the external world is achieved on the basis
of acquaintance with sense-data primarily by the application to these data of the logical
principles involved in the theories of descriptions and of classes (though the integra-
tion of private spaces into a single public one involves more than logic). The result is
that talk and thought putatively about public physical objects is to be provisionally
interpreted in terms of logically complex propositions about classes of sense-data; but
because classes are themselves “logical fictions” these propositions are themselves to be
further interpreted in terms of propositional functions. Only then can we arrive at an
indirect specification of the atomic facts, involving only items with which we are
acquainted, of which we are aware, and which ground our knowledge of the external
world. But, in principle, such a specification can be arrived at; so knowledge is possible,
or so Russell supposes. In truth the matter is more tricky than he allows because of the
“other minds” problem. As Russell acknowledges, the construction of the external
world involves apparent reference to the sense-data of others, for the external world
is essentially something that transcends our own sense-data. But since we are not
acquainted with the sense-data of others, Russell’'s fundamental principle implies that
we cannot understand any propositions requiring reference to them. So we have to start
from our own sense-data alone and build out simultaneously to other minds and the
external world. But whether this can be done in a way that meets Russell’s require-
ments for knowledge is doubtful.

Russell’s discussion of these matters connects directly with the logical positivist
program of the 1920s and 1930s (especially Carnap’s Aufbau), though, as we shall see
below, he himself had modified his approach in important respects by then. That
change was an indirect result of a different problem, which caused him to substantially
rethink his position even while he was still developing his logical atomist program. The
background to this is his abandonment of Moorean propositions. The reason for this
change of mind (in 1906) is that Russell ceased to find it credible that there are “objec-
tive falsehoods,” false propositions that are ontologically on a par with true proposi-
tions, that is, facts. As we have seen, he continued to accept the existence of facts, and

39



THOMAS BALDWIN

to that extent the old theory continued under a new name. But since propositions had
been also taken to be the objects of judgment, false as well as true, Russell needed a new
theory of judgment, which facts alone could not supply. His new theory, the “multiple-
relation” theory, was that what had previously been conceived of as the constituents of
a proposition that is the object of judgment should now be conceived of as terms of a
new multiple-term relation conception of judgment; that is, instead of thinking of the
Moorean proposition expressed by the sentence “Tom judges that A is larger than B” as
having the logical form:

Judges (Tom, the proposition A is larger than B)

where this proposition is itself a complex entity somehow composed of A, B, and the
relation of being larger than, we are to think of the same sentence (now regarded as a
proposition itself, because it is to be the primary vehicle of truth and falsehood) as being
such that, if true, it would correspond to a fact of the form:

Judges™ (Tom, A, B, being larger than)

where “judges™” is the multiple-term relation that relates the subject of judgment (Tom)
with certain objective terms (A, B, being larger than) in such a way that, together, they
constitute a judgment that is true if and only if the objective terms constitute a
fact — the fact that A is larger than B.

Russell never integrated this “no proposition” theory into his logical theory.
Although it is stated in the introduction to Principia Mathematica (PM: 43—4), its
implications for his conception of a propositional function, which has just been defined
as a function whose values are propositions, are not worked through, nor are its impli-
cations for his substitutional treatment of quantifiers. Indeed it is flatly inconsistent
with his theory of descriptions, since the complex interweaving of quantifiers and
variables in that theory cannot be decomposed into “simple” constituents in the way
required by the application of the multiple-relation theory to judgments involving
descriptions.

Another difficulty comes from that old bugbear, the unity of judgment. For the
theory in effect assumes that the objective terms of the multiple-term relation “judges*”
can act as a surrogate for that which is judged, e.g. that A is larger than B. So the chal-
lenge that the terms by themselves do not constitute a complete judgment is one that
cannot be avoided. Russell needs to explain how an appropriate specification of the right
truth-making fact is determined simply by the objective terms of the multiple-term rela-
tion. One standard objection is that there is no basis for the distinction between judging
that A is larger than B and that B is larger than A. It is arguable that this can in fact
be handled simply by attending to the order in which the objects occur as terms of the
relation “judges™”; but, as with descriptions, this strategy will not cope with general
judgments involving multiple quantifiers — e.g. the judgment that all elephants are
larger than all mice — where the bound variables obstruct the decomposition into simple
constituents essential for Russell’s approach. Wittgenstein’s objection to Russell con-
cerns a related point, that the theory permits one to judge nonsense. For unless some
constraints are placed upon the terms of “judges™” there seems nothing to rule out a
simple permutation of terms to generate, say,
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Judges* (Tom, being larger than, A, B)

which would have to be a surrogate for Tom’s “judgment” that being larger is A than
B (see WITTGENSTEIN). Russell might seek to rule this out by placing type-restrictions on
the terms of the multiple-term relation; but since type distinctions were explained in
terms of the capacity of things to form a complete proposition Russell cannot appeal to
them once he has embarked on his “no-proposition” perspective.

Russell was shattered by this objection. He had spent the months of May and June
1913 working at tremendous speed and in high spirits on a book about judgment and
knowledge; but once he grasped Wittgenstein’s point he abandoned the book (now pub-
lished in Papers, 7) and fell almost into despair. Three years later he wrote to Ottoline
Morrell about the crisis this event had induced:

Do you remember that at the time when you were seeing Vittoz I wrote a lot of stuff about
Theory of Knowledge, which Wittgenstein criticized with the greatest severity? His criti-
cism, tho’ I don’t think you realized it at the time, was an event of first-rate importance in
my life, and affected everything I have done since. I saw he was right, and I saw that I could
not hope ever again to do fundamental work in philosophy. (1968: 57)

Later philosophy

Russell was prevented from lapsing into silence by the pressure of prior commit-
ments at this time, most notably the Lowell lectures, which he delivered at Harvard in
spring 1914 (published as Our Knowledge of the External World). Indeed his productiv-
ity during 1914 is a remarkable testament to his strength of will. Once the First
World War began he turned with some relief from the need to rethink his philosophy
to public opposition to the war, though by 1918 he was keen to return to philosophy.
(At the very time in early 1918 that he was standing trial for his anti-war propaganda
and then appealing against the terms of his sentence of six months’ imprisonment he
was also delivering the lectures on the philosophy of logical atomism (Papers, 8) I have
referred to above).

Imprisonment, under the comfortable conditions permitted to him, turned out to
provide the conditions of relative isolation that Russell needed to achieve a fresh start
in his philosophy (though he also wrote his Introduction to Mathematical Philosophy,
which is a lucid informal discussion of the main themes of Principia Mathematica). The
starting point for this new work, which was published as The Analysis of Mind (1921),
was William James’s “neutral monism.” Russell had already been thinking about this
for some time; James's claim had been that the traditional opposition between mind and
matter could be transcended by somehow conceiving of them as just different ways of
thinking about something intrinsically neutral, which James called “experience.”
Russell, noting the similarities between this approach and his own account of the exter-
nal world, develops a similar account based upon “sensations,” which are like his old
sense-data, except that he now holds that the fact that they are physical is no reason
not to hold that they are not also mental (1995b: 143—4). The details of the construc-
tions of the mind and of the physical world that follow are complex and unpersuasive;
but what is nonetheless striking in the light of contemporary philosophy of mind is that
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Russell sets out a position that combines ontological monism concerning mind and
matter with an insistence that the natural laws regulating them are not reducible either
way (1995b: 104-5), so that the position is not a reductive monism.

A central feature of Russell’s analysis of mind is his attempt to do justice to what he
takes to be the insights of scientific psychology, and in particular the behaviorist psy-
chology being propounded at this time by John B. Watson. Russell cannot endorse the
full behaviorist position; he thinks that beliefs typically involve mental imagery in a way
that is incompatible with behaviorism. But he does endorse a broadly behaviorist
conception of desire, and indeed refines it into a position that is recognizable as a pre-
cursor of contemporary functionalism. Furthermore he offers a causal account of the
content of the images that enter into beliefs and extends this into a generally causal
account of meaning. So his analysis of mind, including mental content, is based quite
generally upon causal considerations, and this then provides him with the materials for
anew theory of judgment to replace that which Wittgenstein had overthrown. He does
not, however, take full advantage of this opportunity largely because he still thinks that
the meaning of a complete sentence is constructed from the independent meanings of
its constituent words (1995b: 273). So it was left to Ramsey to think the matter right
through and propose, soon after, a tentative functionalist theory of judgment.

On the subject of knowledge, however, Russell clearly grasps the potential of his new
causal conception of the mind. He begins The Analysis of Mind by rejecting his old con-
ception of acquaintance, and later in the book he reinforces this break with his past by
denying that we can obtain self-evident, certain, knowledge either by perception or
by a priori intuition (pp. 262—6). In place of his old conception of knowledge, which,
he now thinks, cannot rule out such “logically tenable, but uninteresting” skeptical
hypotheses as that the world was created, with all our putative memories, five minutes
ago (pp. 159-60), he offers “a more external and causal view” (p. 270) of knowledge.
This is indeed precisely the view that is now familiar as “externalist”; and Russell intro-
duces it by means of the now-familiar comparison between an accurate thermometer
and someone with reliably true beliefs (p. 253ff).

In The Analysis of Mind Russell’s presentation of this externalist conception of
knowledge is somewhat tentative. In his last major work of philosophy, Human
Knowledge: Its Scope and Limits (1948), Russell is much more assured and sophisticated
in his development of this conception. His general aim here is Kantian: he seeks to
explain how scientific knowledge is possible, but (unlike Kant) to do so within a broadly
scientific conception of human life. The topic on which he then directs much of his
attention is induction. This is a topic he had discussed in The Problems of Philosophy,
where he had argued, first, that scientific knowledge is dependent upon the validity of
the inductive principle that the greater the experience of the association of properties
A and B the larger the probability that A and B will be found to be associated in new
situations, and, secondly, that since this principle is presupposed in all reasoning from
experience, it must be regarded as a self-evident a priori truth comparable to funda-
mental truths of logic. In his later work Russell begins by arguing that this position
is untenable, because the inductive principle is open to obvious counterexamples if
no restrictions are placed upon the properties involved. His argument here is similar to
that later made famous by Nelson Goodman (as “The New Riddle of Induction”) (see
GOODMAN) and he takes from it the conclusion that this is not an area within which self-
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evident truths are to be found. Instead, he proposes, it is essential to look to “scientific
common sense” and discern the actual “postulates of scientific inference” (1948: 436).

In the last part of the book he undertakes this task in the context of a sophisticated
conception of knowledge as something that comes in degrees: knowledge is not just
true belief, but there are many kinds of warrant, some merely involving reliable con-
nections, others involving understanding and reflection, which provide the higher
degrees of knowledge. But in the end even the higher types depend on the existence of
the connections that justify primitive types of knowledge. Russell’s conclusion is that:

Owing to the world being such as it is, certain occurrences are sometimes, in fact, evidence
for certain others; and owing to animals being adapted to their environment, occurrences
which are, in fact, evidence of others tend to arouse expectation of those others. By reflect-
ing on this process and refining it, we arrive at the canons of inductive inference. These
canons are valid if the world has certain characteristics which we all believe it to have.
(1948: 514-15)

One could not ask for a clearer statement of the externalist’s justification of induction,
though Russell is under no illusion that this will altogether satisfy the philosophical
skeptic.

This late work shows Russell still capable of originality at the age of 76. These late
writings are often neglected today. But this is a mistake. For in these late writings, he
practices the principle he had enunciated in 1924 that “we shall be wise to build our
philosophy upon science” (1956: 339). As a result, his writings from this period
connect directly with contemporary debates, since from the 1970s onwards the
“naturalization” of analytical philosophy has introduced into philosophical debate the
requirement of harmony with scientific knowledge that Russell had recognized fifty
years earlier. Russell is still our contemporary.
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3
G. E. Moore (1873-1958)

ERNEST SOSA

Reflecting on his long philosophical career, G. E. Moore had this to say:

I do not think that the world or the sciences would ever have suggested to me any philo-
sophical problems. What has suggested philosophical problems to me is things which other
philosophers have said about the world or the sciences.

Yet this philosophers’ philosopher was lionized by the Bloomsbury literati, and his first
book, Principia Ethica, is now included by the Modern Library Board among the one
hundred most important nonfiction books of the century.

Born in 1873 to a middle-class family in a London suburb, Moore went up to Trinity
College, Cambridge, at 19. After two years studying classics, he switched to philosophy
under the influence of his friend Bertrand Russell, but soon after that it was Moore who
led Russell from and against idealism. With “The Refutation of Idealism” Moore set the
direction that was to take them both to logical and philosophical analysis, and to found-
ing, along with Ludwig Wittgenstein and the logical positivists, the philosophical move-
ment that came to be known as “analytic philosophy.”

Moore’s focus was not just on the giving of definitions or “analyses,” however,
though that certainly was central to his work, as it was for Plato. On the contrary, he
made it clear that it is also a job for philosophy to give “a general description of the
whole of this universe, mentioning all the most important kinds of things which we
know to be in it.” He also reflected long and deeply on what knowledge is and on how
it might be attained. These reflections had an important impact on Wittgenstein, whose
On Certainty is a response to Moore in epistemology (see WITTGENSTEIN). And it was
ethics that first attracted Moore’s intensely concentrated, patient attention, yielding
that great first book of his.

In that book, Moore introduces the analysis of concepts and properties into compo-
nents. Consider, for example, being male and being a sibling, which come together
through conjunction to form the complex concept of being a brother. According to
Moore, some concepts are not thus analyzable, however, among them that of being yellow
andthat of being good (i.e. intrinsically good), the latter of whichisfundamental to ethics.

This fundamental concept of ethics is said to be not only simple but also nonnatural,
and irreducible to any natural property. Thus it is not analyzable in utilitarian style as
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a matter of causing or containing states of pleasure or pain. There are ways of being
intrinsically good not dreamt of by such hedonism; being good cannot be identified with
any one member of the plurality of intrinsic goods. Moreover, concerning any natural
property X proposed as identical with the property of being good, there is always some
such “open question” as: “Is having X inevitably necessary and sufficient for being
good?” Even if we answer such a question in the affirmative, once our answer is dis-
puted, as surely it will be if not absolutely trivial, that will show the property X and the
property of being good not to be one and the same property. For if these were the same,
then our question would be tantamount to the question “Is having X inevitably
necessary and sufficient for having X?” — than which few questions can be more trivial.
Surely this question cannot occasion the sort of controversy that always attends theo-
ries of the good.

Moore puts forward some excellent issues here, but his answers are not entirely sat-
isfactory if only because based on too few distinctions (uncharacteristically so). At a
minimum, we need the distinction between meaning analysis and philosophical, meta-
physical analysis, as well as the distinction between concepts and properties. Perhaps
“male sibling” can help provide a meaning analysis of “brother,” so that the question
“Is a brother a male sibling?” is indeed trivial. By contrast, “is productive of a greater
balance of pleasure over pain than any alternative” may not give us a meaning analy-
sis of “is the right thing to do.” But it is left open that it may give a good philosophical
analysis in any case, if one that is not obvious, not just a matter of surface meaning.
How then are we to think of philosophical analysis compatibly with the fact that, unlike
a kind of (surface) meaning analysis, it is far from trivial and requires reflection? This
has proved a difficult and troubling problem for analytic philosophy, and has been not
so much solved as shelved under the heading of “the paradox of analysis.” Those who
still care about piecemeal analysis — which still includes many philosophers, though not
all who count themselves “analytic” — have good reason to feel nagged by this worry.

Not through such cool analytic work did Moore attract the Bloomsburies. Most likely
it was rather through bucking the Victorian penchant for rigid rules. These could not
withstand Moore’s probing intelligence except as rules of thumb. But Moore also dis-
tanced himself from Bentham—Mill utilitarianism. It is certainly not just pleasure that
fundamentally deserves our admiration and pursuit. There are things of various sorts
that separately have that special status of the intrinsically good; prominent among these
figure, first, the enjoyment of certain human relations and, second, the appreciation of
things of beauty. Here Moore’s milieu and upbringing may show. Talk to the starving
millions about things of beauty, and you will be less successful than in Bloomsbury.
Still, pluralist that he is, Moore could simply accept further intrinsic goods that his list
may have overlooked, without any major setback to his overall position.

An act is right, Moore advises, if and only if there is no better available alternative,
where the value of each alternative is a function not only of its own intrinsic merit but
also of the combined value of its consequences unto eternity. These combinations are
not just brute additions, however, but may involve special value deriving from the way
in which they combine, as when someone is rewarded for doing well or good, or when
someone is unrewarded or punished for doing ill or harm.

Especially in his metaphysics and epistemology, Moore joined a tradition of common
sense philosophy, one to which he was no doubt inherently and antecedently receptive.
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Perhaps he came to know it so deeply during his years in Edinburgh, between the end
of his fellowship at Trinity in 1904 and the beginning of his tenure back in Cambridge
as a lecturer in 1911. The fuller name of that tradition is, after all, Scottish Common
Sense, which is explained mostly by the fact that its greatest early proponent
was the Scotsman Thomas Reid. In any case, however he may have been led to this
tradition, Moore took to it naturally, and would defend it and develop it in his own
inimitable style.

For Moore serious analysis required a kind of patient illumination of detail and
nuance which is very difficult to follow attentively, and impossible for nearly anyone
but Moore himself to produce. Indeed many of his essays in metaphysics and episte-
mology are made up almost entirely of such minute analysis, leading up to a few bril-
liant insights very quickly stated near the end. Take, for example, his famous “Proof of
an External World.” Except for the concluding few pages, Moore is engaged mostly in
figuring out in great detail what “externality” could mean. That he is able to stay with
that question through so many twists and turns, and that he does not bother to hide
the analytic complexities illuminated by his intelligence, shows his integrity, but also
makes him hard to read. If one stays until the end, however, the reward comes in the
insights of the concluding pages. This is true not only of “Proof of an External World,”
but also of “Four Forms of Scepticism,” wherein he is again defending his common
sense from skeptical attack.

That commonsensical view had already been expounded in his “Defence of Common
Sense,” wherein he describes various features of the world as he commonsensically
believes it to be. At the center of these ontological reflections Moore inquired into
the nature of sensory experience and its relation to physical reality in a way
characteristically exploratory and attentive to detail. Are sense-data identical with
physical surfaces? Are they rather nonphysical denizens of our mental world while
representative of physical realities beyond them? Is physical reality itself to be
viewed as somehow a construction from or analyzable or reducible to combinations of
sense-data? Moore long struggled with such questions, but his work in this area never
reached closure.

Nevertheless, he felt certain enough of the core of his common sense, whatever its
correct analysis may turn out to be, that he was willing to give it firm expression
through a list of some of its central commitments, among them the following two: that
he has and has for some time had a human body, which has been in contact with the
surface of the earth, and that there have been many other three-dimensional things at
various distances from his body. Such propositions form a first group. In a second group
are such propositions as that he has had experiences of various sorts, and that he has
observed various things in his surroundings at the time, and has had dreams, and other
mental states. Finally, in a third group is the proposition that the same is true of many
other human beings. In that paper Moore also quite explicitly claims, finally, that he
knows with certainty propositions in his first two groups, and that the many other
human beings of whom similar things are true also have frequently enjoyed such
certain knowledge.

These are of course the claims that set up his confrontation with the skeptic, where
Moore’s legendary patience and powers of analysis are very much in evidence. It is this
work, in my judgment, that manifests a depth of insight beyond anything shown in
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Moore’s other work. Not that we cannot see gaps and problems in hindsight. But his
achievement was nonetheless real and impressive, and impressed the singularly unim-
pressionable Wittgenstein, from whom it elicited his own best work in epistemology. In
the next and final part of this discussion, we turn to this work of Moore’s.

Is the existence of external things just an article of faith? Certainly not, says Moore,
and offers us a proof (which is here simplified), thus aiming to remove Kant’s “scandal
to philosophy.”

Moore’s proof Here is a hand (a real, flesh and bone hand).
Therefore, there is at least one external thing in existence.

According to Moore, his argument meets three conditions for being a proof: first, the
premise is different from the conclusion; second, he knows the premise to be the case;
and, third, the conclusion follows deductively (“Proof of an External World,” in 1962:
144-5). Further conditions may be required, but he evidently thinks his proof would
satisfy these as well.

As Moore is well aware, many philosophers will feel he has not given “any satisfac-
tory proof of the point in question” (1962: 147). Some, he believes, will want the
premise itself proved. But he has not tried to prove it, and does not believe it can be
proved. Proving that here is a hand requires proving one is awake, and this cannot be
done.

Does Moore adequately answer the skeptic? Many have denied it for the reason that
he fails to rule out a crucial possibility: that our faculties are leading us astray, for
example that we are dreaming. Aware of this objection, Moore grants, in “Certainty,”
that to know he is standing he must know he is awake (“Certainty,” in 1962). The point
“cuts both ways,” however, and he would prefer to conclude that he does know he is
awake since he does know he is standing.

This has persuaded nearly no one. On the contrary, some have thought him com-
mitted to an argument, M below, which is like Argument A, preceding it:

Argument A

Al This map is a good guide to this desert.
A2 According to the map an oasis lies ahead.
A3 Therefore, an oasis lies ahead.

Argument M

M1 My present experience is a veridical guide to reality (and I am not dreaming).
M2 My present experience is as if I have a hand before me.

M3 Therefore, here (before me) is a hand.

When challenged on premise A1, our desert dullard responds: “I must know A1 since
the only way I could know A3 is through argument A, and I do know A3.” Is this a just
comparison? Is Moore’s response to the skeptic relevantly similar?

If Moore depends on argument M for his knowledge of M3, his response seems like
the dullard’s. The dullard is wrong to respond as he does. He must say how he knows
his premise without presupposing that he already knows the conclusion. And Moore
would seem comparably wrong in the analogous response to the skeptic. In explaining
how he knows M1, he must not presuppose that he already knows M3.
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Does Moore depend on argument M for his knowledge of M3? There is reason to think
that he does not, given his emphatic acknowledgment that he cannot prove M3. After
all, M would seem a proof of M3 just as good as Moore’s own “proof of an external
world.” Moore concedes, in effect, that if he does not know that he is not dreaming then
he does not know of the hand before him. But that is not necessarily because he takes
himself to know M3 only through M or any other such argument. And, in any case,
even if he is relying on some such argument, which would require making that con-
cession, the defender of common sense has other options.

One might, after all, make that concession only because of the following “principle
of exclusion”:

PE If one is to know that h, then one must exclude (rule out) every possibility that
one knows to be incompatible with one’s knowing that h.

As Moore grants explicitly, the possibility that he is just dreaming is incompatible with
his knowing (perceptually) that he has a hand before him. And this, in combination
with PE, is quite sufficient to explain his concession above.

Suppose Moore is not depending on argument M for his knowledge of M3. Although
he recognizes his need to know he is not dreaming, suppose that is only because he
accepts PE, our principle of exclusion. Then the sort of ridicule cast on the dullard is
misdirected against Moore. What is more, it is not even clear that Moore must know
how he knows he is not dreaming if he is to know M3. That is not entailed by the
application of the principle of exclusion. All that follows from the application of that
principle is that Moore must know that he is not dreaming, not that he must know how
he knows this.

In fact, however, the historical Moore did rely on something very much like argu-
ment M (more on this below). So is he not after all exposed to the damaging compari-
son with the desert dullard?

Not at all. There seems no good reason why, in responding to the skeptic, Moore must
show how he knows he is not dreaming. Of course his response to the skeptic would be
enhanced if he could show that. But it now seems not properly subject to ridicule even if
he is not then in a position to show how he knows he is not dreaming. The question he
is addressing is whether he knows that he is not dreaming, and, at most, by extension,
what grounds he might have for his answer to that question, in answering which he
does not, nor need he, also answer the question of how he knows himself to be awake
and not dreaming.

It might be replied that one cannot know that here is a hand if one’s belief rests
on the unproved assumption that one is awake. According to Moore, however, things
which cannot be proved might still be known. Besides, even though he cannot
prove that he is awake, he has “conclusive evidence” for it. Unfortunately he cannot
state his evidence, and the matter is left in this unsatisfactory state at the end of
“Proof of an External World.” But Moore has more to say in another paper of
the period, “Four Forms of Scepticism” (1962: 193-223). There he takes himself to
know for sure about the hand before him, and takes this knowledge to be based on an
inductive or analogical argument. We are told that introspective knowledge of one’s
own sensory experience can be immediate, unlike perceptual knowledge of one’s
physical surroundings. While agreeing with Russell that one cannot know immediately
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that one sees a hand, Moore thinks, contra Russell, that he can know it for certain.
And he disagrees with Russell more specifically in allowing knowledge for certain
about his hand through analogical or inductive reasoning from premises known
introspectively.

However, it is doubtful that any allowable form of inference — whether deductive,
inductive, or analogical — will take us from the character of our experience to the sort
of knowledge of our surroundings that we ordinarily claim.

Familiar skeptical scenarios — dreaming, evil demon, brain in a vat, etc. — show that
our experience prompts but does not logically entail its corresponding perceptual
beliefs. Experience as if there is a fire before us does not entail that there is a fire there,
experience as if here is a hand does not entail that here is a hand, etc. Perhaps what is
required for one’s beliefs and experiences to have certain contents entails that these
could not possibly be entirely false or misleading. Indeed, some such conclusion follows
from certain externalist and epistemic requirements on one’s justified attribution of
familiar contents to one’s own experiences or beliefs. But even if that much is right —
which is still controversial — one’s experience or belief that here is a hand, or yonder a
fire, might still be wildly off the mark. We cannot deduce much of our supposed knowl-
edge of the external from unaided premises about our experience.

As for inductive or analogical reasoning, only abductive reasoning — inference to the
best explanation — offers much promise, but it seems questionable as a solution to
our problem.! Suppose (1) that we restrict ourselves to data just about the qualitative
character of our own sensory experience, and (2) that we view belief in a
commonsensical external world as a theory postulated to explain the course of our
experience. What exactly is the proposal? Is it proposed that when ordinarily we accept
the presence of a hand before us, we do know, and know on the basis of an abductive
inference; or is it proposed rather that in such circumstances we have resources
that would enable us to know if only we used those resources to make effective abduc-
tive arguments? The second, more modest, proposal is too modest, since it leaves our
ordinary perceptual beliefs in a position like that of a theorem accepted through a guess
or a blunder, one that we do have the resources to prove after much hard thought, but
one that we have not come close to proving at the time when we are just guessing or
blundering.

Even the modest proposal, moreover, seems unlikely to succeed. Could we form a rich
enough set of beliefs purely about the qualitative character of our sensory experience,
one rich enough to permit abductive inferences yielding our commonsense view of
external reality? This seems doubtful when we consider (1) that such pure data beliefs
could not already presuppose the external reality to be inferred, and (2) that the pos-
tulated commonsense “theory” of external reality must presumably meet constraints
on abductive inference: for example that the postulated theory be empirically testable
and also simpler and less ad hoc than alternatives (e.g. Berkeley's). These requirements
plausibly imply that our data must go beyond detached observations, and include some
acceptable correlations. Yet these correlations are unavailable if we restrict ourselves
to beliefs about the character of our experience.” Most especially are they unavailable,
and most especially is the postulated inference implausible, when our database is
restricted, as it is by Moore, to introspectively known facts of one’s own then present
subjective experience, and to directly recalled facts of one’s own earlier experience. (If
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deprived of the epistemic resources of testimony and of retentive memory — except
insofar as such resources can be validated by reason-cum-introspection, which is not
very far if at all — then there is precious little we can any longer see ourselves as
knowing, thus deprived.)

Accordingly, the skeptic has a powerful case against Moore’s claim that our knowl-
edge of the external is based on an inductive or analogical inference from such infor-
mation about our experience. It is not realistic to suppose that we consciously make
such inferences in everyday life. It is more plausible to conceive of such inferences as
implicit or dispositional, but even this strains belief. Besides, even granted that we make
such inferences if only implicitly, do they yield simpler and less ad hoc hypotheses than
alternatives? That is far from clear; nor do such hypotheses seem empirically testable
and credible simply as explanations of the purely qualitative character of our then
present or directly recalled experience.

Having reached a dead end, let us have some second thoughts on Moore’s view of
perceptual beliefs as inferential. Here he joined a venerable tradition along with Russell
himself. If perceptual knowledge is thus mediate and inferential, what knowledge can
qualify as immediate and foundational? Modern philosophy begins with Descartes’s
canonical answer to this question.’

Descartes had two circles, not only the big famous one involving God as guarantor
of our faculties, but also a smaller one found in the second paragraph of his Meditation
IIT, where he reasons like this:

I am certain that I am a thinking being. Do I not therefore also know what is required for
my being certain about anything? In this first item of knowledge there is simply a clear
and distinct perception of what I am asserting; this would not be enough to make me
certain of the truth of the matter if it could ever turn out that something which I perceived
with such clarity and distinctness was false. So I now seem to be able to lay it down as a
general rule that whatever I perceive very clearly and distinctly is true.*

About the cogito, I wish to highlight the inference drawn by Descartes: So I now seem
to be able to lay it down as a general rule that whatever I perceive very clearly and distinctly
is true. Just what is Descartes’s argument in support of this general rule? Would his rea-
soning take the following form?

1 Datum: I know with a high degree of certainty that I think.

2 Iclearly and distinctly perceive that I think, and that is the only, or anyhow the best
account of the source of my knowledge that I think.

3 So my clear and distinct perception that I think is what explains why or how it is
that I know I think.

4 But my clear and distinct perception could not serve as a source of that knowledge
if it were not an infallibly reliable faculty.

5 So, finally, my clear and distinct perception must be an infallibly reliable faculty.

The move from (1) and (2) to (3) is an inference to an explanatory account that one
might accept for the coherence it gives to one’s view of things in the domain involved.
Descartes does elsewhere appeal to coherence at important junctures.” So he may
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be doing so here as well, although questions do arise about how Descartes views
coherence. Does he accept the power of coherence to add justified certainty, and, in par-
ticular, would he claim infallibility for (sufficiently comprehensive and binding) coher-
ence as he does for clear and distinct intuition?® In any case, the comprehensive
coherence of his world-view would be enhanced by an explanation of how clear and
distinct perception comes to be so highly reliable, even infallible. And this is just what
Descartes attempts, through his theological and other reasoning. Descartes can see that
reason might take him to a position that is sufficiently comprehensive and interlocking
— and thereby defensible against any foreseeable attack, no holds barred, against any
specific doubt actually pressed or in the offing, no matter how slight. Unaided reason
might take him to that position. Need he go any further? What is more: might one reach
a similar position while dispensing with the trappings of Cartesian theology and even
of Cartesian rationalism?
Compare now how Moore might have proceeded:

1 Datum: I know with a high degree of certainty that here is a hand.

2 I can see and feel that here is a hand, and that is the only, or anyhow the best
account of the source of my knowledge that here is a hand.

3 So my perception that here is a hand is what explains why or how it is that I know
(with certainty) that here is a hand.

4 But my perception could not serve as a source of that degree of justified certainty
if it were not a reliable faculty.”

5 So, finally, my perception must be a reliable faculty.

Moore could of course go on to say more about the nature of the perception that assures
him about the hand. He might still say that such perception involves an implicit infer-
ence from what is known immediately and introspectively, perhaps an inductive or anal-
ogical inference of some sort. And that might make his view more comprehensively
coherent, but we have already seen reasons why postulating such an inference is ques-
tionable. So we focus rather on a second alternative: Moore might well take perceiving
to involve no inference at all, not even implicit inference, but only transfer of light,
nerve impulses, etc., in such a way that the character of one’s surroundings has a dis-
tinctive impact on oneself and occasions corresponding and reliable beliefs. This might
also amount eventually to a comprehensively coherent view of one’s knowledge of the
external world. And its epistemologically significant features would not distinguish it in any
fundamental respect from the procedure followed by Descartes.

There are other ways of opposing Moore besides that of the traditional skeptic. These
are all based in some way or other on a key requirement of “sensitivity” for knowledge,
one imposed on any belief candidate for knowledge, as follows: one’s belief that
p amounts to knowledge that p only if one would not believe that p if it were not the
case that p.

It is initially very tempting to accept the sensitivity idea common to the various forms
of sensitivity-based opposition to Moore: namely, the skeptical, tracking, relevant-
alternative, and contextualist approaches that share some form of commitment to that
requirement. And, given this idea, one can then argue powerfully for the first premise
of the skeptic’s “argument from ignorance,” Al, formulable by means of the following
abbreviations:
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H I am a handless brain in a vat being fed experiences as if I were normally
embodied and situated (see PUTNAM).
G Inow have hands.

Here now is Al:

(i) Ido notknow that not-H.
(i) If (i), then C (below).
C Ido not know that G.

That lays out the skeptic’s stance. Moore for his part grants the skeptic premise (ii), but
rejects C and therefore (i). Robert Nozick's stance is different.® Like Moore, he rejects C.
Like the skeptic, he affirms (i). So he must reject (ii), which he does aided by his inde-
pendently supported account of knowledge as tracking. It is not only Nozick who rejects
closure under known entailment; so does the relevantist, for whom in order to know
some fact X you need not know (and often cannot know) the negation of an alterna-
tive known to be incompatible with X, so long as it is not a “relevant” alternative.

Having granted to the skeptic his premise A(i), contextualism is able to defend ordi-
nary claims to know only by distinguishing the ordinary contexts in which such claims
are made from the context where the skeptic asserts his distinctive premise in the course
of giving argument AI. With this difference in context comes a difference in standards;
and, because of this difference, it is incorrect to say in the skeptic’s context that one
knows G, correct though it may be to say it in an ordinary context.

That response to the skeptic faces a problem. Moore’s opponents argue that sensi-
tivity is necessary for correct attributions of knowledge.” Despite its plausibility,
however, serious objections have been published against any such requirement of sen-
sitivity. But the problems for sensitivity do not affect a similar requirement of “safety.”
A belief is sensitive iff had it been false, S would not have held it (i.e. it would have been
false only without S holding it), whereas a belief is safe iff S would have held it only with
it being true. For short: S’s belief B(p) is sensitive iff ~p — ~B(p), whereas S’s belief is
safe iff B(p) — p. These are not necessarily equivalent, since subjunctive conditionals
do not contrapose.'®

And now we see the problem faced by the contextualist response to the skeptic:
namely, that an alternative explanation is equally adequate for undisputed cases (undis-
puted, for example, between those who opt for a Moorean stance opposing the skeptic’s
distinctive premise (i) and those who opt for a contextualist stance which accepts it).
According to this alternative explanation, it is safety that (correct attribution of)
“knowledge” requires, a requirement violated in the ordinary cases cited, wherein the
subject fails to know. One fails to know in those cases, it is now said, because one’s belief
is not safe. Suppose this generalizes to all uncontentious cases adduced by the con-
textualist to favor his sensitivity requirement. Suppose in all such cases the condition
required could just as well be safety as sensitivity. And suppose, moreover, that the prob-
lems for sensitivity briefly noted above do not affect safety, as I have claimed. If so, then
one cannot differentially support sensitivity as the right requirement, so as to invoke it
in support of the skeptic’s main premise.

Here is the striking result: if we opt for safety as the right requirement then a
Moorean stance is defensible, and we avoid skepticism.'! That is to say, one does satisfy
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the requirement that one’s belief of not-H be safe: after all, one would believe that not-
H (that one was not so radically deceived) only if it was true (which is not to say that
one could believe that not-H only if it was true). In the actual world, and for quite a dis-
tance away from the actual world, up to quite remote possible worlds, our belief that
we are not radically deceived matches the fact whether or not we are radically
deceived.'?

Consider, moreover, the need to explain how the skeptic’'s premise — that one does
not know oneself not to be radically misled, etc. — is as plausible as it is. That require-
ment must be balanced by an equally relevant and stringent requirement: namely, that
one explain how that premise is as implausible as it is.'* To many of us it just does not
seem so uniformly plausible that one cannot ever be said correctly to know that one is
not then being fed experiences while envatted. So the explanatory requirement is in fact
rather more complex than might seem at first. And, given the distribution of intuitions
here, the contextualist and the Nozickian still owe us an explanation.

Interestingly, our distinction between sensitivity and safety may help us meet the
more complex explanatory demand, compatibly with the Moorean stance, which I
adopt as my own. My preferred explanation may be sketched as follows.

Those who find the skeptic’s distinctive premise plausible on the basis of the sorts of
sensitivity considerations favored by opponents of Moorean common sense may perhaps be
confusing sensitivity with safety, and may on that basis assess as correct affirmations
of that premise. After all, the requirement of safety is well supported by the sorts of
considerations adduced by Moore's opponents. Sensitivity being so similar to safety, so
easy to confuse, it is no surprise that one would find sensitivity so plausible, enough to
mislead one into assessing as correct affirmations of that premise.

The plausibility of the skeptic’s premise is thus explained compatibly with its
falsity, which fits the stance of the Moorean. Of course all we really need in order to
explain the plausibility of the skeptic’s premise is that it clearly enough follows from
something plausible enough. And the sensitivity requirement may perhaps play that
role well enough independently of whether it is confused with a safety requirement.
But that would still leave the question of why sensitivity is so plausible if it is just false.
And here there might still be a role for safety to play: if this requirement of safety
is plausible because it is true and defensible through reflection, then it may be deeply
plausible to us simply through our ability to discern the true from the false in such a
priori matters. Compatibly with that, some of us may be misled into accepting the
requirement of sensitivity because it is so easy to confuse with the correct requirement,
that of safety.'*

I have wanted to convey the power and depth of Moore’s thought not only by describ-
ing it at a lofty distance but also by engaging with it at close quarters. Despite the
reservations I have recorded on this or that point, I hope to have made it clear how per-
suasively right are his views on some of the most difficult and disputed issues in the
history of our subject. But being right does not alone confer greatness in philosophy.
From his earliest days as a thinker, Moore was not only right but also able to think for
himself in ways opposed to the regnant orthodoxies, and to prevail as a master dialec-
tician. One main source of his influence is now impossible to capture fully, however,
since it resided in his viva voce contributions to the intellectual life of that golden age of
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Cambridge philosophy. This Socratic side is well conveyed by his younger Cambridge
colleague, C. D. Broad, in an obituary for Moore:

It was by his lectures, his discussion-classes, his constant and illuminating contributions
to discussion at the Cambridge Moral Science Club and the Aristotelian Society, and his
private conversation with his colleagues and pupils that he mainly produced his effects on
the thought of his time.

Notes

1

G

For Russell the “common sense hypothesis” of independent physical objects is “simpler”
than the supposition that life is but a dream (as he explains in chapter II of The Problems of
Philosophy). For Quine the “hypothesis of ordinary physical objects” is “posited” or “pro-
jected” from the data provided by sensory stimulations. “Subtracting his cues from his world
view, we get man’s net contribution as the difference” (Word and Object (Cambridge, MA:
MIT Press, 1960), p. 5). That Quine’s position is deeply problematic is shown by Stroud (The
Significance of Philosophical Skepticism (Oxford: Oxford University Press, 1984), ch. vi).
This is argued by Wilfrid Sellars in “Phenomenalism,” in his Science, Perception, and Reality
(London: Routledge and Kegan Paul, 1963) (see SELLARS).

The shift to discussion of Descartes may seem abrupt; however, what we find about the
nature of immediate knowledge in that discussion has important implications for a position
that Moore failed to explore. Skeptics who are willing to grant Descartes his immediate
knowledge through introspection or rational intuition would need to explain exactly why
perception could never yield such knowledge. (And what of memory?) The discussion of
Descartes to follow is meant to highlight this issue.

The Philosophical Writings of Descartes, ed. J. Cottingham, R. Stoothoff, and D. Murdoch
(Cambridge: Cambridge University Press, 1975), vol. II, p. 24.

In his Principles of Philosophy (Part 1V, art. 205) for example, he notes that if we can
interpret a long stretch of otherwise undecipherable writing by supposing that it is written
in “one-off natural language,” where the alphabet has all been switched forward by one
letter, etc., then this is good reason for that interpretation. There he also argues for his sci-
entific account of reality in terms of certain principles by claiming that “it would hardly
have been possible for so many items to fall into a coherent pattern if the original principles
had been false” (Cottingham et al., Philosophical Writings of Descartes, p. 290). Of course, if
we join Descartes in adopting this sort of inference to an account that aids comprehensive
coherence we will need to be able to distinguish it relevantly from the rejected abductive
inference to an external world from introspective data about one’s own experience and
direct memories about one’s past experiences. But there are important differences: for one
thing, the present Cartesian inference is not an inference to a causal account, one with dis-
cernible rivals that we are unable to rule out without vicious circularity. But it remains to
be seen whether the additional theological project that Descartes next launches is or is not
open to similar problems as those that beset the abductive inference to the external world,
or even worse problems. We do not consider these issues which are matters of detail by
comparison with the more abstract epistemological structure of Descartes’s reasoning that
we consider.

My attribution to Descartes is tentative because of the enormous bibliography on the
“Cartesian circle.” In deference to that important tradition of scholarship, I do no more than
suggest that there is logical space for an interpretation of Descartes that is perhaps more
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complex than many already tried, but that seems coherent and interesting. (I am myself

convinced that this is Descartes’s actual position, and defend this more fully elsewhere.)

Here one would reduce Descartes’s requirement of infallible certainty.

Robert Nozick, Philosophical Explanations (Cambridge, MA: Harvard University Press, 1981).

Keith DeRose, “Solving the Skeptical Problem,” Philosophical Review 104 (1995), pp. 1-52.

10 If water now flowed from your kitchen faucet, it would not then be the case that water so
flowed while your main valve was closed. But the contrapositive of this true conditional is
clearly false.

11 I mean that we in our reflection and in our discussions in journal and seminar, avoid skep-
ticism; we can say right here and now that we do know various things, and not just that we
say “I know” correctly in various contexts not now our own.

12 This sort of externalist move has been widely regarded as unacceptably circular, mistakenly,
as I argue in detail elsewhere.

13 When I have asked my classes to vote on that premise, generally I have found that those
who find it false outnumber those who find it true, and quite a few prefer to suspend judg-
ment. At every stage people spread out in some such pattern of three-way agreement-
failure.

14 For a fuller defense of a Moorean stance in epistemology by comparison with alternative
ideas on the epistemology marketplace, see my “How to Defeat Opposition to Moore,”
Philosophical Perspectives 13; Epistemology 13 (1999), Supplement to Noiis, pp. 141-55.
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-
C.D. Broad (1887-1971)

JAMES VAN CLEVE

Charlie Dunbar Broad was a leading contributor to analytic philosophy of the twenti-
eth century, known not so much for any startlingly original doctrines he propounded
as for his formidable powers of distinction, analysis, and argument. Born in London,
he was educated at Dulwich College and Cambridge. He entered Cambridge in 1905,
first studying physics and chemistry in the natural science tripos and then switching
to philosophy in the moral science tripos. The influence of Russell and Moore at
Cambridge was then very strong and shows itself in Broad’s work (see RUSSELL and
MOORE). He published his dissertation as Perception, Physics, and Reality in 1914. For a
period of years beginning in 1911 he served as G. F. Stout’s assistant in St. Andrews,
and in 1920 he was appointed professor at the University of Bristol, where he gave the
course of lectures in philosophy for natural science students that became Scientific
Thought. In 1922 he delivered the Tarner Lectures, subsequently published as The Mind
and Its Place in Nature, and was invited to succeed McTaggart as lecturer at Cambridge.
After McTaggart’s death in 1925, he oversaw the publication of the second volume of
McTaggart’s The Nature of Existence, which served as the stimulus for writing his own
monumental Examination of McTaggart’s Philosophy. (This is the book of choice for any
metaphysician who is sentenced to exile on a desert island.) From 1933 until his retire-
ment in 1953 he was Knightbridge Professor of Moral Philosophy at Cambridge. His
other books include Five Types of Ethical Theory (1930) and two collections of papers,
Ethics and the History of Philosophy (1952) and Religion, Philosophy, and Psychical
Research (1953). After his death his student Casimir Lewy published his courses of
lectures on Leibniz and Kant.

The scope of Broad'’s interests was vast. Selected for attention in this article are four
main topics: his conception of “critical philosophy,” his writings on sensa and percep-
tion, his philosophy of time, and his views on the relation of mind to matter.

Not covered here are Broad'’s important contributions to the following areas: induc-
tive logic (he sought to identify and justify some principle about the world that, if true,
would make induction legitimate); determinism and freedom (he argued that the notion
of “obligability” or moral responsibility is incompatible both with determinism and with
indeterminism, making it a problematic concept); the relevance of psychic research to
philosophy (he assessed the evidence for paranormal phenomena and identified meta-
physical principles that would have to be given up if the reality of such phenomena
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became established); and ethics. His Five Types of Ethical Theory, a study of the ethical
systems of Spinoza, Butler, Hume, Kant, and Sidgwick, was a widely used text; he also
wrote influential papers in metaethics, clarifying the status of non-naturalist
intuitionism of the sort espoused by Moore, naturalist theories of the “moral sense”
variety, and non-cognitivist or “interjectional” theories.

Critical versus speculative philosophy

In a discussion of the nature and value of philosophy in the introduction to Scientific
Thought, Broad distinguished two branches of his subject, critical philosophy and
speculative philosophy. The first task of critical philosophy is “to take the concepts that
we daily use in common life and science, to analyse them, and thus to determine their
precise meanings and their mutual relations.” Concepts ripe for such analysis include
the concepts of substance, cause, place, date, duty, and self. The second task of critical
philosophy is to test the beliefs that we constantly assume in everyday life and science,
“resolutely and honestly exposing them to every objection that one can think of oneself
or find in the writings of others.” Beliefs subject to such critical scrutiny include the
beliefs that we live in a world of objects that are independent of our knowledge of them
and that every event has a cause. We may emerge from critical philosophy with ver-
bally the same beliefs we started with, but the process will have “enabled us to replace
a vague belief by a clear and analysed one, and a merely instinctive belief by one that
has passed through the fire of criticism.” He then went on to characterize speculative
philosophy as follows:

Its object is to take over the results of the various sciences, to add to them the results of
the religious and ethical experiences of mankind, and then to reflect upon the whole. The
hope is that, by this means, we may be able to reach some general conclusions as to the
nature of the Universe, and as to our position and prospects in it.

Broad noted that speculative philosophy is less certain in its results than critical phi-
losophy, and that it must be augmented by critical philosophy if it is to be of any value.
He engaged in both varieties of philosophy himself, but his strong suit was critical phi-
losophy. I think it is fair to say that many analytic philosophers would cite Broad’s
definition of critical philosophy as an excellent description of what they do and Broad
himself as an outstanding practitioner of it.

Sense-data and perception

Broad was one of the leading exponents of a sense-datum theory of perception.
The term “sense-datum” was introduced by Russell and Moore; Broad himself almost
invariably preferred the term “sensum.” Though sometimes used broadly to cover
the sensuous aspect of experience in general (however it may be analyzed), the terms
“sense datum” and “sensum” have for Broad and other philosophers of his era a
narrower and more precise meaning. The notion of a sensum has application only if
one adopts an act—object analysis of sensory experience. To see what this means, con-
sider the various types of sensory experience arranged in an order, starting with those
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of sight, passing through those of hearing, taste, and smell, and ending with bodily
sensations like headache. At the beginning of the series, Broad claimed, it seems
plausible to analyze a sensation of red into two components, an act of sensing and
a red object. At the other end of the series, it does not seem plausible to analyze a
sensation of headache into an act of sensing and a “headachy” object. Having a
headache is not sensing something — it is sensing somehow. In the middle of the
series (with taste and smell), it may not be obvious whether one can distinguish act
and object. Some philosophers have assimilated the entire series to one or the other
end of it, advocating either an act—object analysis across the board (H. H. Price) or an
objectless “way of sensing” analysis across the board (Thomas Reid). Broad saw no
reason to treat the entire series uniformly; he took bodily sensations to be objectless,
but espoused an act—object analysis at least for sight, hearing, and touch. “It seems to
me much more certain that, in a sensation of red, I can distinguish the red patch
and the act of sensing it, than that, in a sensation of headache, I cannot distinguish a
headachy object, and an act of sensing it” (1923: 256). The red patch that figures
as the object-component in the sensation of red is the sort of thing Broad meant by
a sensum.

That is not to say that when I am seeing a ripe tomato, the tomato is a sensum. Even
if my experience of a tomato were a total hallucination and there were no red physical
objects in my environment, there would still be something red that I am sensing, and
that something is a sensum. Thus sensa are not automatically to be identified with
physical objects or even parts of them; their relation to physical things is a more
complex affair to be discussed further below.

The theory of sensa may be expounded further by noting some of the familiar facts
it is meant to explain. When viewing a penny or a coffee cup tilted away from my line
of sight, I may be certain that I am having the experience expressed by “This looks ellip-
tical to me,” even though I know that in fact the penny or the cup is not elliptical but
round. This much is supposed to be a fact on which all parties agree. The sensum theory
analyzes the situation as involving “the actual existence of an elliptical object, which
stands in a certain cognitive relation to me on the one hand, and in another relation,
yet to be determined, to the round penny” (1923: 237-8). This elliptical object is a
sensum. Broad pithily conveyed the guiding motivation for positing it as follows: “If, in
fact, nothing elliptical is before my mind, it is very hard to understand why the penny
should seem elliptical rather than of any other shape” (p. 240).

Generalizing from what Broad says about the penny, we may put the essential core
of the sensum theory as follows: whenever any object x appears to a subject S to have
a property F, it does so because S is directly aware of an item y (a sensum) that really
does have the property F. The item y is the sensum, and its relation to x cannot in
general be identity (since if x appears F without being F, y is F and x is not). (Certain
restrictions are to be understood as attaching to this formulation; “appears F” is used
phenomenally, not comparatively, and the variable F ranges over color, shape, and dis-
tance.) It is generally held that sensa themselves, unlike physical objects, never appear
to have any property F without really having it. This is implicit in the reason for posit-
ing sensa in the first place: if sensa could appear to have properties they do not really
have, we would have to posit a second tier of sensa to be the bearers of the properties
apparently possessed by sensa in the first tier.
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What about the converse assumption, that sensa have only the properties they
appear to have? Broad denied this, holding that sensa may be more variegated or deter-
minate than they appear to be. This enabled him to avoid the objection that sensa would
be indeterminate in their properties. If a sensum appears to be many-speckled without
appearing to be exactly n-speckled for some n, Broad does not have to say that the
sensum has speckles without having any definite number of them.

Many writers assume that visual sensa must have only two dimensions — that they
are extended in length and breadth, but altogether lacking in depth. Broad argued to
the contrary that visual sense data are as fully voluminous or three-dimensional as any
objects in physical space. Many writers assume that sensa are mental entities. This, too,
Broad denied. According to him, they are neither mental nor physical, but have a leg
in each realm (1925: 184). For example, they are like physical objects in having spatial
qualities like extension and shape, but like mental things in being private to observers
and sense modalities. Their privacy, however, does not mean that sensa are existentially
mind-dependent; like Russell, Broad accepted it as a real possibility that there can be
unsensed sensibilia.

Sense-data have been out of vogue for nearly fifty years. Opposition to them has
stemmed from two main motives. First, they are hard to accommodate within a purely
physicalist view of the universe: if the experience of red, whether veridical or not,
involves a literally red object, it is hard to see with what brain entities or processes this
red object could be identified. Second, sensa make difficulties for direct realist accounts
of perception: they are often thought to constitute a “veil” between perceivers and the
physical world, cutting us off not only from direct perception of physical things but
knowledge of them as well.

What, then, are the alternatives to admitting sensa? A radical alternative is to deny
(with Daniel Dennett and others) that there is a sensuous element in experience at all,
in which case there would be nothing for the sensum theory to analyze. Broad would
have dismissed this suggestion as a flagrant denial of the facts. He did, however, recog-
nize two alternative analyses of the facts in addition to the sensum theory: the multi-
ple relation theory and the multiple inherence theory. The first of these alternatives is
mentioned, though not discussed, in Scientific Thought; both are discussed in The Mind
and Its Place in Nature.

One way to understand the differences among the three theories is to see what each
would say about the phenomenon of perceptual relativity: the fact that the same object
can appear to have different properties to different observers or from different view-
points, as when water feels hot to one hand and cold to another, or a mountain looks
blue from a distance and green close up. It would be contradictory, of course, to say
that the same mountain is both green and blue, period. But there are three ways to state
the facts of perceptual relativity without contradiction. First, we can say that the
incompatible colors inhere in different subjects. This is what the sensum theory says: I
sense one batch of sensa (blue ones) when I am viewing the mountain from afar and
another batch of sensa (green ones) when I am standing on the summit. Second, we
can say that the mountain looks blue as I approach it on the highway, that it looks green
when I get there, and that on at least one of these occasions it looks to have a color that
nothing in the situation actually has. This is what Broad called the “multiple relation
theory of appearing”; it holds that appearing F is an unanalyzable relation between an
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object, a property, and a mind, not involving the existence of any entity that really is
F. Third, we can say that the mountain is blue from here and that it is green from there,
avoiding contradiction by expanding the number of places in the relation of inherence.
This is the multiple inherence theory, in which we give up the ordinary view that the
inherence of a color in a thing is a two-term relation between the color and the thing;
rather, it is a three-term relation between a color, a thing, and a place or a viewpoint.
Colors do not inhere in objects simply, but only in objects (or “regions of pervasion”)
from places (or “regions of projection”).

The multiple relation theory has the counterintuitive consequence that objects “can
have qualities which are different from and inconsistent with those which they seem
on careful inspection to have” (1925: 160). The multiple inherence theory involves a
puzzling new form of inherence; in addition, it has the puzzling consequence that the
colors of objects are “causally adventitious” to them, in the sense that the immediate
causal determinants of the color pervading a region lie not in that region but in some
other region, a “region of projection” containing a suitably functioning brain. Broad
did not think either of these theories was decisively refutable, but he found the sensum
theory preferable on the whole.

A further possibility is worth mentioning. One may accept the verbal formula Broad
uses in characterizing the multiple relation theory — “an object can appear F without
anything’s being F” — without taking the relation of appearing F as unanalyzable. That,
in effect, is what Roderick Chisholm does, analyzing “x appears I to S” as “x causes S
to sense F-ly.” He abandons the act—object analysis of sensing in favor of an adverbial
approach, according to which to have a sensation of red is simply to sense in a certain
way. He then analyzes the relation of an object’s looking red to S as a matter of the
object’s causing S to sense redly.

It remains to say something about Broad’s views on the relation of sensing to per-
ceiving and of sensa to physical objects. When I perceive something, I do not merely
sense a sensum; I also believe in an object (e.g. a bell or a candle) to which the sensum
is related. Broad devoted considerable attention to analyzing this belief and its object.
He worked out elaborate answers to questions like these: how do physical objects cause
sensa, and how are the places, dates, durations, shapes, and sizes of physical objects to
be defined or known in terms of the corresponding features of sensa? The correspond-
ing features of sensa that go by the same name are sometimes literally the same and
sometimes not. Sensa and physical objects both have shape in the same sense, but they
do not have location in the same sense. Sensa are literally located only in their own
spaces (e.g. a sensum of color may be in the center of one’s visual field). They may also
be assigned locations in physical space, but only in a “Pickwickian” sense. Roughly, to
say that a visual sensum s is “in” physical place p means this: if I turn my head to bring
s into the center of my visual field and then follow my nose, I will bring myself closer
and closer to p, obtaining along the way a series of sensa like s but becoming larger and
brighter until I eventually advance beyond p and the s-like sensa disappear.

Broad was never a phenomenalist, one who believes that physical objects are com-
posed (or logically constructed) entirely of sensa. He believed that physical objects
are heterogeneous composites, containing as literal parts atoms or whatever tinier
particles are recognized by the best science of the day and containing as Pickwickian
parts sensa belonging to the various sense realms. He also espoused something like the
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traditional distinction between primary and secondary qualities, maintaining that
shapes inhere literally both in the scientific constituents of physical objects and in
sensa, while colors inhere in sensa alone. His main reason for denying that colors inhere
in physical objects was that we need to refer to the shapes of physical objects to explain
why we sense sensa of various shapes, but do not need to assign colors to physical
objects in order to explain why we sense colored sensa.

Philosophy of time

Broad had a good deal to say about the nature of space and time, including interpre-
tations in Scientific Thought of Einstein's Special and General Theories of Relativity,
which were then fairly new on the scene. I focus here on his more purely metaphysical
views about time, as presented both in Scientific Thought and Examination of McTaggart’s
Philosophy.

Some philosophers hold that only the present is real; others hold that past, present,
and future are all equally real. In ST, Broad advanced a theory intermediate between
these two, accepting the reality of the present and the past, but holding that “the future
is simply nothing at all” (1923: 66). The time series is like a growing line, and it pos-
sesses a direction because “fresh slices of existence” are always being added to the
forward end of it. He drew from this the conclusion that judgments ostensibly about
future events are neither true nor false at the times when they are made, since there is
nothing then in existence to make them true or false (p. 73).

Broad distinguished two aspects of time or of temporal facts, which he called the
“extensive” (or static) and the “transitory” (or dynamic) aspects. The distinction is
closely related to McTaggart’s distinction between the A series and the B series. Call the
relations of being earlier than, later than, and simultaneous with “B relations”; call the
characteristics of pastness, presentness, and futurity “A-characteristics.” An A series
is then any series of events or moments whose members have A-characteristics, and
a B series any series whose members are related by B-relations. McTaggart noted that
truths involving the B-relations are permanent, while truths involving the A-
characteristics are transitory. An event that is earlier than another event is always
earlier than it, but an event that is future will not always be future: it will become
less and less remotely future, then it will become present, and finally it will become
more and more past.

A great divide in philosophies of time separates those who acknowledge the transi-
tory aspect of time and those who reject it. Russell and many others deny it, affirming
that temporal facts are exhausted by those involving the B-relations. Broad upheld it,
agreeing with McTaggart that the transitory aspect of time is essential to it. He did not,
however, believe that events become present in the way that may be suggested by
McTaggart’s language, that is, the events are already strung out and become present
as the palings of a fence become illuminated by the passage of a spotlight. Becoming is
not analogous to qualitative change, in which a subject that already exists acquires a
new property; rather, to become present is just to “become,” in an absolute sense.
Broad’s adherence to the transitory aspect of time is reflected instead in his insistence
on the indispensability of tense, for tensed statements are precisely those that may
change truth value with the passage of time.
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The indispensability of tense — the thesis that tensed verbs cannot be done away with
in the analysis of temporal discourse — is perhaps Broad’s most important thesis in his
later philosophy of time. He opposed both Russell’s analysis of tense in terms of tense-
less copulas and B-relations and McTaggart’s analysis of tense in terms of tenseless
copulas and A-characteristics. According to Russell, an utterance of the sentence-type
“it is now raining” means that an occurrence of rain is simultaneous with that very
utterance; in analogous fashion, an utterance of “it has rained” or “it will rain” would
mean that an occurrence of rain is earlier or later than that very utterance. Broad
expressed doubt about whether the kind of self-reference involved here is really possi-
ble and about whether tenseless verbs are anything but a philosopher’s fiction. His main
objection, however, was simply that Russell’s analysis leaves out the transitory aspect
of temporal facts. If an occurrence of rain is (tenselessly) simultaneous with a certain
utterance, it is always simultaneous with that utterance, making any utterance of “it
is now raining” true eternally if it is true at all.

McTaggart’s presupposition that tense is eliminable is an essential part of his noto-
rious argument for the the unreality of time, an argument that Broad subjected to pen-
etrating analysis. McTaggart, unlike Russell, believed that there could not be time
without an A-series: a series of events or moments exemplifying the characteristics of
past, present, and future. His case against the reality of time was that the A-series
involves a contradiction: the A-characteristics are mutually incompatible, yet each item
in any A-series must have them all. To this the obvious objection is that each event has
all of the A-characteristics only successively, and there is no contradiction in that. An
event that is now present is not now past and future; rather, it has been future and will
be past. But McTaggart anticipated this objection, and replied that our attempt to
remove the contradiction only raises it anew. When we say that S has been (will be, is
now) P, we are saying that S is P at a moment of past (future, present) time. Thus to
say that an event has been future, is now present, and will be past implies that there is
an A-series of moments. And this, McTaggart alleged, brings back a contradiction just
like the original one: every moment, like every event, is past, present, and future.

But why did McTaggart think there was a contradiction to begin with in saying that
an event is future, present, and past, a contradiction that remains even if we add the
qualification “successively”’? To say that an event is successively future, present, and
past is to say (if it is now present) that it was future and will be past. According to Broad,
it is at this point in the argument that McTaggart’s assumption that tense is eliminable
plays a crucial role. Broad articulated the assumption as follows: what is meant by a
sentence with a tensed verb or copula must be completely and more accurately expres-
sible by a sentence in which there is no tensed verb or copula, but only temporal pred-
icates and tenseless verbs or copulas. To highlight the fact that the more accurate
expression must be free of tense, let us use “be” as a tenseless copula. Then McTaggart’s
claim is (e.g.) that “e was future” means “for some moment m, ¢ be future at m & m be
past.” Well, if m be past, it is timelessly or sempiternally past. And that contradicts the
assumption, inherent in belief in the A-series, that every moment is sometimes future
and sometimes present. Thus Broad concludes:

TR

[T]he source of McTaggart’s regress is that, if you take the “is” in “t is present” to be time-

G 9

less, you will have to admit that t is also past and future in the same timeless sense of “is”.
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Now this is impossible, for it is obvious that t can have these predicates only in succession.
If, to avoid, this, you say that the “is” in “t is present” means “is now”, you have not got
rid of temporal copulas. Therefore, if you are committed at all costs to getting rid of them,

you will not be able to rest at this stage. (1933: 314-15)

So Broad insisted on the ineliminability of tense. Russell’s attempt to eliminate tense
in favor of the B-relations ignores the transitory aspect of time, and McTaggart's
way of getting rid of it makes the transitory aspect contradictory. The moral Broad
drew is that if we wish to do justice to the transitory aspect of time, we must take tense
seriously.

Broad also discussed at length the ontological categories of thing and process. One
of the differences is that things endure literally through time, whereas a process per-
sists only in virtue of having distinct parts or phases that exist at various moments
within the interval. If I say “This is the same chair I sat in yesterday,” I mean that lit-
erally the same object I sat in yesterday is here now, but if I say “I am still hearing the
same buzzing noise,” I mean only that T am hearing later phases of a process whose
earlier phases I heard before. Those who believe in the dynamic aspect of time com-
monly hold that identity through time is a matter of thing-like endurance, while those
who embrace a static concept of time typically hold that identity through time is really
a matter of process-like persistence. Confounding expectations on this score, Broad
combined his belief in the transitory aspect of time with the view that things are dis-
pensable in ontology in favor of logical constructions out of processes. As he sometimes
bluntly put it, a thing is just a long and boring event.

Mind and matter

In the concluding chapter of Mind and Its Place in Nature, Broad undertook to classify
the various possible metaphysical theories on the relation of mind to matter, to sum up
their strong and weak points, and to decide between them. His scheme of classification
yielded seventeen types of possible theory, which he thought could be narrowed down
to three or four best options and one that was most reasonable overall. I now give a
somewhat simplified description of Broad’s scheme and of his own favored alternative,
which he called “emergent materialism.”

Suppose the X-properties of anything follow with logical or metaphysical necessity
from some selection of its Y-properties (or the Y-properties of its parts). This could
happen because the X-properties are identical with the Y-properties or are analyzable
in terms of them. In this case, X-properties are reducible to Y-properties.

Suppose the X-properties of a thing are not reducible to the Y-properties of its parts
or the relations among them, but do follow with nomological necessity from these Y-
properties and relations. In this case, X-properties are emergent from the Y-properties.

With these preliminary notions granted, we can define Broad’s notion of a “differ-
entiating attribute” (or for short, simply an attribute): an attribute is a highly general
property that is instantiated in the universe without being either reducible to or
emergent from properties of any other type.

Broad analyzed materiality as the conjunction of extension, publicity, persistence,
and existential independence from observing minds. He analyzed mentality as a
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hierarchy of properties ranging from bare sentience up through the higher cognitive
(both intuitive and discursive) and affective capacities.

We can now arrive at most of the positions in Broad’s scheme by asking the follow-
ing questions about each of materiality and mentality: Is it instantiated in the universe
or not? If so, is it reducible, emergent, or neither? And if it is reducible or emergent,
with respect to what other properties is it emergent or reducible?

If materiality and mentality are both instantiated in the universe, but neither is
reducible to or emergent from anything else, that makes both of them attributes in
Broad’s sense, giving us the position he called “dualism.” He subdivided this according
to whether materiality and mentality can or cannot inhere in the same substance. If
the answer is yes, we have dualism of compatibles, the position of Spinoza; if it is no,
we have dualism of incompatibles, the position of Descartes.

If materiality is an attribute but mentality is not, we have the family of theories
Broad called “materialist.” This subdivides according to the three ways in which men-
tality might fail to be an attribute. If mentality is not instantiated in the universe at all,
we have pure materialism (or what would nowadays be called eliminative materialism).
If mentality is reducible to something else (determinates of materiality, presumably),
we have reductive materialism. Broad discussed two chief varieties of this, “molar
behaviorism,” according to which having a mental state just means behaving in certain
ways, and “molecular behaviorism,” according to which mental processes are to be
identified with processes in the brain and nervous system. Finally, if mentality is emer-
gent, we have emergent materialism, according to which mental properties emerge as
novel properties of material systems that achieve a certain degree of complexity.

If mentality is an attribute but materiality is not, we get the family of theories Broad
called mentalist. As with materialism, there are three possible varieties: pure mental-
ism, reductive mentalism, and emergent mentalism. The actual mentalists Broad men-
tions — for example Berkeley, Leibniz, and McTaggart — are all of the pure variety. It
might be thought that phenomenalism affords an example of reductive mentalism, but
most phenomenalists turn out to be either pure mentalists (because they hold that
nothing in the universe exemplifies all the traits requisite for materiality) or neutralists
(because they reduce matter to properties of “neutral” sense data in the manner to be
described next).

Finally, if neither materiality nor mentality qualifies as an attribute, we get the family
of theories Broad classified as neutralist. Somewhat extravagantly, neutralism admits
of nine subdivisions. Broad singled out two forms of neutralism as especially worthy of
attention. First, there is the view of Samuel Alexander in Space, Time, and Deity that
mind and matter both emerge from purely spatiotemporal attributes. Second, there is
the view of Russell in The Analysis of Mind that materiality is not strictly instantiated
at all (even though its various requisites are separately instantiated) and that mental-
ity is either reducible to or emergent from properties of sense data that are themselves
neither mental nor physical.

Broad went on to argue that many of the seventeen types of theory can be quite
definitely ruled out. Pure materialism and the three varieties of neutralism that say
mentality is not instantiated can be eliminated immediately, he claimed, for mentality
at least seems to be instantiated, and if there are seemings, there are events that instan-
tiate mentality. He believed that both varieties of reductive materialism could also be
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ruled out. Against molar behaviorism, he pointed out that many of the mental
states we observe within ourselves are not identical with their associated patterns
of behavior, and he also raised the doubt whether every mental state even has a
pattern of behavior coextensive with it. Against molecular behaviorism, he raised the
objection that neural processes have properties (e.g. taking place swiftly or slowly)
that do not apply to having a sensation of red.

It remains to say something about the position Broad judged most reasonable on the
whole, namely, emergent materialism. Because it implies that mental properties are not
reducible to physical properties, this is a form of what is sometimes called property
dualism, even though not a form of dualism in Broad’s own sense (which requires that
mentality be an attribute). The idea is that mental properties begin to be displayed when
matter reaches a certain level of complexity. They are dependent on matter for their
instantiation and are wholly determined, causally or nomically speaking, by material
configurations. However, the mental properties of an organism “could not, even in
theory, be deduced from the most complete knowledge of the behavior of its compo-
nents, taken separately or in other combinations, and of their proportions and arrange-
ments in this whole” (1925: 59). In this respect, Broad believed mental properties to be
like the properties of chemical compounds and unlike the properties of clocks. Someone
who had never seen a clock before could predict its behavior from the laws of physics
together with knowledge of the clock’s parts and how they are put together. By con-
trast, someone who had never examined common salt before could not predict its prop-
erties from the laws of physics together with complete knowledge of the properties of
sodium and chlorine (taken separately and in other combinations) and how they are
put together in the new compound.

There are, of course, psychophysical laws relating mental properties to the physical
properties of their bearers. But Broad believed these laws to be ultimate “trans-ordinal”
laws: laws not deducible from laws already known to hold at the lower level, but dis-
coverable instead only after we have become acquainted with objects and properties at
the higher level. He conceded that the properties of chemical compounds, which
he used as examples of emergent properties, might turn out with the growth of our
physical knowledge or mathematical competence not to be emergent after all. But
he thought that the traditional secondary qualities (whether conceived of naively as
intrinsic properties of external things or in more sophisticated fashion as appearances
to perceivers) were inherently emergent and that the laws connecting their instantia-
tion with properties of microphysics would necessarily be of the trans-ordinal type.
Not even a mathematical archangel with microscopical powers of perception, Broad
ventured to assert, would be able to predict that ammonia smells acrid or that the sky
looks blue.
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5
Ludwig Wittgenstein (1889-1951)

P. M. S. HACKER

Background

Ludwig Josef Johann Wittgenstein dominates the history of twentieth-century analytic
philosophy somewhat as Picasso dominates the history of twentieth-century art. He
did not so much create a “school,” but rather changed the philosophical landscape —
not once, but twice. And his successors, within the broad stream of analytic philoso-
phy, whether they followed the paths he pioneered or not, had to reorient themselves
by reference to new landmarks consequent upon his work. He completed two diamet-
rically opposed philosophical masterpieces, the Tractatus Logico-Philosophicus (1921)
and the Philosophical Investigations (1953). Each gave rise to distinct phases in the
history of the analytic movement. The Tractatus was a source of Cambridge analysis of
the interwar years, and the main source of the logical positivism of the Vienna Circle.
The Investigations was a primary inspiration for the form of analytic philosophy that
flourished in the quarter of a century after the end of the Second World War, with its
center at Oxford and its circumference everywhere in the English-speaking world and
beyond. He taught at Cambridge from 1930 until his premature retirement in 1947.
Many of his pupils became leading figures in the next generation of philosophers, trans-
mitting his ideas to their students.!

Wittgenstein's central preoccupations at the beginning of his philosophical career
were with the nature of thought and linguistic representation, of logic and necessity,
and of philosophy itself. These themes continue in his later philosophy, from 1929
onwards, although philosophy of mathematics occupied him intensively until 1944
and philosophy of psychology increasingly dominated his thought from the late 1930s
until his death. Having been trained as an engineer, he came to Cambridge in 1911,
without any formal education in philosophy, to work with Russell. He was poorly read
in the history of the subject, and intentionally remained so in later years, preferring
not to be influenced by others. He had read Schopenhauer in his youth, and traces of
The World as Will and Representation are detectable in the Tractatus discussion of the self
and the will. He acknowledged the early influence upon him of the philosopher-
scientists Boltzmann (in particular, apparently, of his Populdre Schriften) and Hertz
(especially his introduction to The Principles of Mechanics). Apart from these figures, the
main stimuli to his thoughts were the writings of Frege and Russell on logic and the
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foundations of mathematics. In later years, as he put it, he “manufactured his own
oxygen.” He certainly read some Kant when he was prisoner of war in Cassino, some
of the works of Augustine, Nietzsche, Kierkegaard, and Plato, but did not cite these as
influences upon him.? The only later influences he acknowledged were Oswald
Spengler, and discussions with his friends Frank Ramsey and Piero Sraffa.

His style of thought and writing were idiosyncratic. He was able to dig down to the
most fundamental, and typically unnoticed, presuppositions of thought in a given
domain. Where philosophers had presented opposing views of a topic, and debate had
long continued polarized between alternatives, for example between idealism and
realism in epistemology, or dualism and behaviorism in philosophy of mind, or
Platonism and intuitionism in philosophy of mathematics, Wittgenstein did not side
with one or another of the received options, but strove to find the agreed presupposi-
tions common to both sides of the venerable dispute, and then challenged these. His
insights were typically written down in highly condensed form: often a single sentence,
a brief paragraph, or a fragment of an imaginary dialogue. Writing standard con-
secutive prose distorted his thoughts, and, for the whole of his life, his writings were
sequences of remarks, entered into notebooks, from which he later extracted and
ordered the best. This, together with his great gift of simplicity of style, rich in
metaphor, simile, and illuminating example, gives his philosophical writing power and
fascination, as well as formidable interpretative difficulty. In one sense, he had the mind
of an aphorist, for what is visible on the page is often no more than the trajectory of a
thought, which the reader is required to follow through. No other philosopher in the
history of the subject shared his cast of mind or style of thinking. The closest in spirit
are the philosophically-minded aphorists Georg Christoph Lichtenberg (whom he much
admired) and Joseph Joubert (with whose writings, it seems, he was not acquainted).
During his lifetime he published only one book, the Tractatus, and one article “Some
Remarks on Logical Form,” written for the Mind and Aristotelian Society meeting in
1929. By the time of his death, he had more or less completed the Investigations (Part
1), and wished it to be published. As for the rest, he left to his literary executors the
decision on what parts of his literary remains of more than twenty thousand pages of
notes and typescripts should be published.?

After the posthumous publication of the Philosophical Investigations in 1953, his
literary executors edited numerous volumes of his unfinished typescripts and notes
from all phases of his philosophical career. Notebooks 1914—1916 consists of prepara-
tory notes for the Tractatus. Philosophical Remarks was written in 1929, and represents
the stage at which the philosophy of the Tractatus was starting to crumble. Philosophical
Grammar is an editorial compilation from typescripts written in the years 1931-4, and
signals the transformation of Wittgenstein's thought, abandoning the philosophy of
the Tractatus and articulating his new methods and ideas. Half of it concerns problems
in the philosophy of mathematics, a subject which was at the center of his interests
from 1929 until 1944. The Blue and Brown Books consists of dictations to his pupils,
given in 1933-5. It elaborates his new philosophical methods and his transformed
conception of philosophy, and examines problems in the philosophy of language,
epistemology, metaphysics, and philosophy of psychology. The Remarks on the
Foundations of Mathematics is a selection from typescripts and manuscripts written
between 1937 and 1944. Zettel is a collection of cuttings Wittgenstein himself made
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from typescripts written between 1929 and 1947, although most of the remarks date
from the period 1944—7. The themes are mainly topics in the philosophy of language
and philosophy of mind. The four volumes of Remarks on the Philosophy of Psychology
and Last Writings on the Philosophy of Psychology are notes written between 1947 and
1951. On Certainty and Remarks on Colour were written at the very end of his life, the
former being unique among his works in its exclusive focus on epistemological themes.
Apart from other minor writings, for example on Frazer’s Golden Bough or aphorisms
and general cultural observations jotted down amidst his philosophical reflections
and gathered together in Culture and Value, five volumes of lecture notes taken by his
students have been published. The complete Nachlass is currently being published in
electronic form.

Wittgenstein is unique in the history of philosophy as the progenitor of two
profoundly opposed comprehensive philosophies. To be sure, there are continuities of
theme between the two: the nature of linguistic representation, of logic and laws
of thought, of the relation between thought and its linguistic expression, of the inten-
tionality of thought and language, of metaphysics and of philosophy itself are topics
examined in detail in the Tractatus and then re-examined in the later philosophy. There
are also continuities of philosophical judgment. Many of the negative claims in the
Tractatus are reaffirmed in the later works, in particular his criticisms of Frege and
Russell, his denial that philosophy can be a cognitive discipline, his rejection of psy-
chologism in logic and of logicism in the philosophy of mathematics. And many of the
fundamental insights that informed the Tractatus, for example that there is an internal
relation between a proposition and the fact that makes it true, that the propositions of
logic are senseless but internally related to inference rules, that the logical connectives
and quantifiers are not function names, that ordinary language is in good logical order,
are retained in the later philosophy. Nevertheless, the insights that are thus retained
undergo transformation, are relocated in the web of our conceptual scheme, are dif-
ferently elucidated, and quite different consequences are derived from them. In general,
the two philosophies represent fundamentally different philosophical methods and
ways of viewing things. The Tractatus is inspired and driven by a single unifying vision.
It was intended to be the culmination and closure of the great essentialist metaphysi-
cal tradition of western philosophy. An insight into the essential nature of the elemen-
tary proposition was held to yield a comprehensive account of the nature of logic and
of the metaphysical form of the world, the nature and limits of thought and language.
An ineffable metaphysics of symbolism was wedded to an equally ineffable solipsistic
metaphysics of experience and to an atomist, realist, ontology.

The Tractatus

The two major thinkers whose work both inspired Wittgenstein and constituted the
main target of his criticisms were Frege and Russell. They had revolutionized logic,
displacing the subject/predicate logic of traditional syllogistic by the function theoretic
logic based on the generalization of the mathematical theory of functions. Frege had
invented the logic of generality, the predicate calculus (see FREGE). Both philoso-
phers repudiated psychologism in logic and idealism in metaphysics and epistemology,
propounding instead forms of realism. Both had tried to demonstrate the reducibility
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of arithmetic to pure logic, Frege in The Basic Laws of Arithmetic (1893, 1903) and
Russell, together with Whitehead, in Principia Mathematica (1910). It was, above all,
their conception of logic that set the agenda for the young Wittgenstein.

Frege and Russell thought that logic was a science with a subject matter. The propo-
sitions of logic, they held, are characterized by their absolute generality. On Frege's view
they are perfectly general propositions concerning sempiternal relations between
thoughts (propositions), articulating laws of truth valid for all thinking. According to
Russell, logic is the science of the perfectly general. Its propositions are descriptions of
the most general facts in the universe. Hence neither would have considered a simple
tautology such as “Either it is raining or it is not raining” as a proposition of logic, but
would have conceived of it as an instantiation of the logical proposition “(p) (p v~ p).”
Both tended to view rules of inference (“laws of thinking”) as related to the proposi-
tions of logic (“laws of truth”) somewhat as technical norms specifying a means to an
end are related to laws or regularities of nature. The laws of truth according to Frege
describe the immutable relations between thoughts (propositions) irrespective of their
subject matter; according to Russell, they are the most general laws governing the facts
of which the universe consists. Accordingly, rules of inference are technical norms,
dependent on such general laws, ensuring that if one wishes to think correctly, i.e. infer
only truths from truths, one will do so. The logical systems the two philosophers had
invented were axiomatized, and they viewed the axioms as self-evident truths. Frege
conceived of thoughts and of the two truth-values as logical objects, and of the notions
of object, concept, first- and second-level function as ultimate summa genera, drawing
ontological distinctions “founded deep in the nature of things.” The logical connectives
he thought to be names of logical entities, unary or binary first-level functions mapping
truth-values on to truth-values, and the quantifiers to be names of second-level func-
tions. Russell held that terms such as “particular,” “universal,” “relation,” “dual
complex,” are names of logical objects or “logical constants” signifying the pure forms
which are the summa genera of logic, the residue from a process of generalization which
has been carried out to its utmost limits. We understand such expressions, he thought,
on the basis of “logical experience” or intuition. Both philosophers held natural lan-
guage to be logically imperfect, containing vague and ambiguous expressions or names
without reference, and hence, Frege thought, allowing the formation of sentences
without a truth-value. They viewed their own notations as logically perfect languages.
From the post-Wittgensteinian perspective, Frege and Russell were radically mistaken
about the nature of logical truths (conceiving of them as essentially general), about the
nature of logical necessity, about the content of logical truths, about the status of the
axioms of logic, about the character of the logical connectives and quantifiers, and
about the relation between the truths of logic and rules of inference. If we are any
clearer on these matters than they, it is largely due to Wittgenstein.

In the Tractatus, Wittgenstein accepted some of the salient doctrines of Russell and
Frege. Like them, he adopted a (different) variant of metaphysical realism in the
Tractatus ontology of simple sempiternal objects, of complexes, and of facts. He
accepted unreflectively the assumption that the fundamental role of words is to name
entities (although this role was denied to logical operators and to categorial expressions)
and of sentences to describe how things are in reality. He thought that there must be a
connection of meaning between words and the entities they name, that language
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acquires content by means of such a connection with reality. He agreed with their
antipsychologism in logic. He accepted Frege’s demand of determinacy of sense,
although unlike Frege, he thought that the vagueness of natural language was merely
superficial and analyzable into disjunctions of determinate possibilities. And, like Frege,
Russell and many others, he assumed that the logical connectives and quantifiers
are topic-neutral. Some of these commitments he was later to abandon, others he
reinterpreted.

Unlike Frege and Russell, Wittgenstein held that ordinary language is in good logical
order. For logic is a condition of sense, and insofar as sentences of ordinary language
express a sense, convey thoughts, they are in good order — any appearance to the con-
trary (e.g. vagueness) being a feature of the surface grammar of expressions, which
will disappear on analysis. Insofar as they fail to express a sense, they are ill-formed
pseudo-sentences. Hence it is not the task of philosophy to devise a logically ideal lan-
guage, although devising a logically perspicuous notation will enable the philosopher
to lay bare the true logical forms of thoughts, which are obscured by the surface
grammar of ordinary language. According to the Tractatus the fundamental function
of language is to communicate thoughts by giving them expression in perceptible form.
The role of propositions (sentences with a sense) is to describe states of affairs, which
may or may not obtain. If the state of affairs depicted by a proposition obtains, then
the proposition is true, otherwise it is false. Propositions are composed of expressions.
Logical expressions apart, the constituent expressions in a proposition are either ana-
lyzable, definable by analytic definition or paraphrase, or unanalyzable. Unanalyzable
expressions are simple names, which are representatives of simple objects. The simple
objects are the meanings of the names. Hence names link language to reality, pinning
the network of language on to the world. Names have a meaning only when used as
representatives, and they are so used only in the context of a proposition. The elemen-
tary (logically independent) proposition is a concatenation of names in accordance
with logical syntax. It does not name anything, pace Frege (who thought sentences
name truth-values) and Russell (who thought they name complexes), but depicts a (pos-
sible) state of affairs, which is isomorphic to it given the rules of projection, and asserts
its existence. The names in an elementary proposition must possess the same combi-
natorial possibilities in logical syntax as the metaphysical combinatorial possibilities of
the objects in reality that are the constituents of the state of affairs represented. The
logical syntax that underlies any possible means of representation mirrors the logico-
metaphysical forms of reality. Pace Frege and Russell, the assertion sign has no logical
significance. Unlike Frege, who thought that there were alternative analyses of propo-
sitions, and unlike Carnap, who, in the 1930s, thought that we can choose between
different logics, Wittgenstein thought that analysis is unique and that in logic there are
no options.

The metaphysics of the Tractatus was realist (as opposed to nominalist), pluralist (as
opposed to monist), and atomist. The sempiternal objects that constitute the substance
of all possible worlds include properties and relations of categorially distinct types. It is
far from clear what kinds of things Wittgenstein had in mind, but they are arguably
such items as minimally discriminable shades of color, tones, etc. as well as spatio-
temporal points in the visual field. Objects are simple (this is mirrored by the logical sim-
plicity, i.e. unanalyzability, of their names). They have internal and external properties.
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Their internal properties constitute their (essential) form: their combinatorial possibil-
ities with other objects (this is mirrored by the logico-syntactical combinatorial pos-
sibilities of their names). Different objects belonging to the same ontological category
(e.g. different shades of color) have a common form (namely, color). The external prop-
erties of objects are accidental: their contingent concatenations with other objects to
form actual states of affairs. A state of affairs is a possible combination of objects (e.g.
that such and such a spatiotemporal point is a certain shade of such and such a color).
The obtaining or non-obtaining of a state of affairs is a fact (hence there are positive
and negative facts). Elementary states of affairs are “atomic” or “independent,” that is,
each such state of affairs may obtain or not obtain while all other elementary states of
affairs that obtain remain the same. This is reflected by the logical independence of the
elementary proposition, which has no entailments. The metaphysics of experience in
the Tractatus was apparently a form of empirical realism and transcendental solipsism
(cf. Kant’s empirical realism and transcendental idealism). The empirical self that is
studied by psychology is not an object encountered in experience, but a (Humean) col-
lection of experiences. The metaphysical self, which is the concern of philosophy, is a
limit of experience. It is the willing self, the bearer of good and evil.

Sentences are expressions of thoughts. But thought itself is a kind of language,
composed of thought-constituents. The form of a thought must mirror the form of
reality no less than a proposition. Natural language is necessary for the communica-
tion of thoughts but not, it seems, for thinking — which can be effected in the “language
of thought.” It is mental processes of thinking and meaning that inject content into
the bare logico-syntactical forms of language. What pins a name on to an object in
reality that is its meaning (Bedeutung) is an act of meaning (meinen) by the name of that
object. What renders a licit concatenation of signs a living expression of a thought is
the employment of the method of projection, which is thinking the sense of the
sentence, i.e. meaning by the sentence such and such a state of affairs. Hence the
intentionality of signs is derived from the (intrinsic) intentionality of thinking and
meaning (meinen).

The Tractatus account of the intentionality of thought and language is informed by
the insight that thought and proposition alike are internally related to the fact that
makes them true. The thought or proposition that p would not be the thought or propo-
sition it is were it not made true by the fact that p and made false by the fact that not
p. What one thinks when one thinks truly that p is precisely what is the case, and not
something else (such as a Fregean Gedanke), which stands in some relation to what is
actually the case. But what one thinks when one thinks falsely that p is not what is the
case (since what one thinks does not obtain). Yet one does not think nothing. Indeed,
what one thinks is the same, no matter whether one thinks truly or falsely. The picture
theory of thought and proposition provided a logico-metaphysical explanation of how
it is possible to satisfy the demands consequent upon these internal relations. It
attempts to explain how it is possible for a thought to determine what state of affairs
in reality will make it true, how it is possible for the content of a thought to be precisely
what is the case if it is true and yet to have a content even if it is false, how it is
possible that one can read off from a thought, in advance of the facts, what will make
it true, and how it is possible for the “mere signs” of language to be intentional, i.e. for
a name to reach up to the very object itself of which the name is the name and for the
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sentence to describe the very state of affairs the existence of which will make true the
proposition expressed.

Every representation is a picture of a possibility. A proposition or thought is a logical
picture, whose simple constituents name sempiternal objects with determinate form.
There is a metaphysical harmony between language and thought on the one hand and
reality on the other; for when one thinks truly that p, what is the case is that p; and
when one thinks falsely that p, what one thinks is precisely what is not the case. This
“pre-established harmony” is orchestrated by a metaphysics of symbolism. Only simple
names can represent simple objects. Simple names have a meaning but no sense.
Relations too are objects, and only relations can represent relations; hence in the propo-
sition “aRb,” it is not “R” that represents the relation that a stands in to b, but rather it
is that “R” stands to the right of “a” and to the left of “b” (in this notation). Only facts
can represent facts, and sentences — in their symbolizing capacity — are facts, which are
used to describe how things are. For it is the fact that the constituent names are
arranged as they are (in accordance with logical syntax) that says that things are thus
and so. Sentences have a sense but no meaning.

The possible states of affairs in reality are determined by the language-independent
combinatorial possibilities of objects. Every elementary proposition depicts a possible
state of affairs. It is true if the possibility depicted obtains, false if it does not. It is of the
essence of the proposition with a sense to be bipolar, i.e. to be capable of being true and
capable of being false.* This mirrors the metaphysical truth that it is of the nature of
states of affairs that they either obtain or fail to obtain. The sense of a proposition is its
agreement and disagreement with the existence and non-existence of states of affairs.
For the proposition that p agrees with the fact that p and disagrees with the fact that
not-p. What one thinks when one thinks that p is a possibility, a possibility which is
actualized if one’s thought is true and is not if one’s thought is false. Hence one can
read off a proposition or thought (which is a kind of proposition) what must be the case
for it to be true, and what one thinks when one thinks that p is precisely what is the
case if one’s thought is true and what is not the case if one’s thought is false, and is the
very same thought no matter whether it is true or false.

The logical connectives are not names of functions, but rather signify truth-
functional operations on propositions. The quantifiers are construed as operators upon
a propositional function (e.g. “fx”) which is a logical prototype collecting all proposi-
tions of a certain form (whose values are all those propositions obtained by substitut-
ing a name for the variable), hence generating logical sums or products of such sets of
propositions. All possible molecular propositions can be generated by truth-functional
operations upon elementary propositions. Hence all logical relations are determined
by truth-functional combinations of propositions. A molecular proposition p entails
another proposition q if and only if the sense of g is contained in the sense of p, i.e. if
the truth-grounds of p contain the truth-grounds of g. The various operators are inter-
definable, and reducible to the single operation of joint negation, namely “not . . . and
not . ..” Among the truth-functional combinatorial possibilities of a given number of
elementary propositions, there will always be two limiting cases (1) in which the propo-
sitions are so conjoined as to be true irrespective of the truth-values of the constituent
propositions and (2) false irrespective of their truth-values. The former is a tautology
and the latter a contradiction. These are the propositions of logic. Since they are, respec-
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tively, true and false irrespective of how things are, they are wholly without any
content, and say nothing about how things are in reality. So by contrast with other mo-
lecular propositions which are true under certain conditions (i.e. for certain assign-
ments of truth-values to their constituents) and false under others, the propositions
of logic are unconditionally true or false. Hence they are said to be senseless, to have,
as it were, zero-sense. All tautologies say the same thing, namely nothing. But differ-
ent tautologies may nevertheless differ, for every tautology is a form of a proof
(since every tautology can be rewritten in the form of a modus ponens), and different
tautologies reveal different forms of proof. It is a mark of the propositions of logic,
Wittgenstein held, that in a suitable notation they can be recognized as such from the
symbol alone. He invented a special notation to display this, his T/F notation. Instead
of writing molecular propositions by means of symbols for logical connectives, he
used truth-tables as propositional signs. Here it is immediately perspicuous from the
sign alone whether a proposition is a tautology, and if so, it is visibly evident that
it cannot be false. It is equally evident whether one proposition follows from another,
i.e. whether the truth-grounds of one contain those of another. This showed, he
thought, the nature of the propositions of logic and their categorial difference from
empirical propositions.

This conception of logical truth made clear how misleading was the Frege/Russell
axiomatization of logic, with its appeal to self-evidence for the axioms. Their axioms
were not privileged by their self-evidence. They were tautologies no less than their
theorems. They were not “essentially primitive,” nor were Frege’s and Russell’'s theo-
rems essentially derived propositions, for “all the propositions of logic are of equal
status,” namely tautologies that say nothing. Hence too, contrary to Frege and Russell,
the propositions of logic have no sense, and describe nothing. In an important sense,
the propositions of logic have no subject matter, and logic is misconstrued as the science
of the most general laws of truth or of the most general facts in the universe.
Consequently, the propositions of logic do not constitute the foundations for the
elaboration of technical norms of thinking on the model of the relation between laws
of nature and technical norms for achieving desired ends. Rather, every tautology is
internally (not instrumentally) related to a rule of inference or form of proof.

The conception of logic in the Tractatus was still flawed. But its flaws, which
Wittgenstein was later to expose, did not significantly affect the criticisms of the
Fregean and Russellian conceptions of logic. According to the Tractatus the only
(effable) necessity is logical necessity. Every well-formed proposition with a sense
must be bipolar. What philosophers had hitherto conceived of as categorial (or
formal) concepts, such as object, property, relation, fact, proposition, color, number, etc.
are, Wittgenstein argued, expressions for forms, which are represented by variables,
rather than by names. Hence they cannot occur in a fully analyzed proposition with a
sense. One cannot say that, for example, one is a number, that red is a color, or that
A is an object, for such pseudo-propositions employ a formal concept as if it were a
genuine concept, and they are not bipolar. Hence such metaphysical pronouncements
(which attempt to describe non-logical necessities) are nonsense — ill-formed
conjunctions of signs. But what such pseudo-propositions try to say is actually shown
by genuine propositions which contain number words, color names, or other names
of objects. It is shown by features of the expressions in such propositions, namely by
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the forms of the expressions — their essential combinatorial possibilities. These are
represented by the variable of which the meaningful names are substitution-instances.
An immediate consequence of this is that most of the propositions of the
Tractatus which delineate the necessary forms of language and reality are nonsense.
Hence Wittgenstein's penultimate remark in the book: “My propositions serve as
elucidations in the following way: anyone who understands me eventually recog-
nizes them as nonsensical, when he has used them — as steps — to climb up beyond
them.”

Hence too, the conception of philosophy advocated for the future is not the practice
exhibited in the book. The Tractatus consists largely of sentences that are neither bipolar
propositions nor tautologies. They attempt to describe the essence of the world, of lan-
guage, and of logic, and of the essential relations between them. But this is an attempt
to say the very things that cannot be said in language, but are rather shown by lan-
guage. What is thus shown is indeed ineffable. Hence metaphysics, the attempt to dis-
close the essential natures of things, is impossible. Once the correct logical point of view
has been achieved, once the world is seen aright, the task of the Tractatus is completed.
The task of future philosophy is analysis: clarification of philosophically problematic
propositions which will elucidate their logical forms or clarify why and where (in the
case of putative metaphysical propositions) they fail to accord with the rules of logical
grammar. Future philosophy will not be a theory, nor will it propound doctrines or
attain knowledge. It will be an activity of logical clarification. Philosophy, thus con-
ceived, is a critique of language.

The role of the Tractatus in the history of
analytic philosophy

In six respects the Tractatus introduced the “linguistic turn” in philosophy. First, it set
the limits of thought by setting the limits of language: by elucidating the boundaries
between sense and nonsense. This put language, its forms and structures, at the center
of philosophical investigation. Second, the positive task for future philosophy was the
logico-linguistic analysis of sentences. The logical clarification of thoughts is to proceed
by the clarification of propositions — sentences with a sense. Third, the negative task of
future philosophy was to demonstrate the illegitimacy of metaphysical assertions by
clarifying the ways in which attempts to say what is shown by language transgresses the
bounds of sense. Fourth, the Tractatus attempted to clarify the essential nature of the
propositional sign by elucidating the general propositional form, that is, by giving “a
description of the propositions of any sign-language whatsoever in such a way that every
possible sense can be expressed by a symbol satisfying the description, and every symbol
satisfying the description can express a sense, provided that the meanings of names are
suitably chosen.” Fifth, the logical investigation of phenomena, the unfolding of their
logical forms, which was not undertaken in the book, is to be effected by logical analy-
sis of the linguistic descriptions of the phenomena. (The first moves in carrying out
this task were taken in the 1929 paper “Some Remarks on Logical Form,” whereupon
the whole project collapsed.) For the logical syntax of language is and must be
isomorphic with the logico-metaphysical forms of the world. Sixth, the greatest
achievement of the book, as seen by the Vienna Circle, was its elucidation of the nature
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of logical necessity. This was patently made by an investigation of symbolism. That one
can recognize the truth of a logical proposition from the symbol alone was held to
contain in itself the whole philosophy of logic.

Many of these claims were later to be repudiated. But they heralded the linguistic
turn, which was executed by the Vienna Circle, and, in a different way, by Wittgenstein
himself in his later philosophy, and by Oxford analytic philosophy. The Tractatus was a
paradigm of analytic philosophy in its heroic or classic phase in the interwar years. It
was the major inspiration of Cambridge analysis and of logical positivism. Its program,
as understood both in Cambridge and in Vienna, committed one to the method of
logico-linguistic analysis of complex expressions into their simple unanalyzable con-
stituents. It encouraged the program of reductive analysis and its mirror image, logical
construction. It cleaved to the thesis of extensionality, holding all non-extensional con-
texts to be either eliminable, merely apparent, or illicit. It repudiated the intelligibility
of putatively synthetic a priori propositions, insisted that the only necessity is logical
necessity and denied any sense to the propositions of logic. Hence it seemed to provide
the foundations for what the Vienna Circle hailed triumphantly as “consistent empiri-
cism,” for it denied that pure reason alone can attain any knowledge of the world. It
held metaphysics to be nonsense (the Circle averted their gaze from, or quickly con-
demned and passed over (Neurath), or attempted to circumvent (Carnap), its para-
doxical ineffability claims). And it allocated to philosophy a sui generis analytic role and
a status wholly distinct from that of science. Schlick, the leading figure in the Circle,
went so far as to characterize the Tractatus as “the turning point in philosophy,” the
deepest insight into what the task and status of philosophy should be.

Wittgenstein’s influence upon the Vienna Circle was second to none. Indeed, the
principle of verification itself was derived from conversations with Wittgenstein in
1929/30, and read back into the Tractatus. Members of the Circle spent two academic
years reading through the book line by line, abandoning some of its claims and accept-
ing others. They abandoned the picture theory of the proposition, the doctrine of
showing and saying, and most of the ontology of logical atomism. But what they
accepted was crucial: the account of the nature and limits of philosophy, the concep-
tion of logic and logical necessity, and the program of the logical analysis of language
(see AYER, CARNAP, HEMPEL, and QUINE). These ideas, interpreted and sometimes seriously
misinterpreted, were pivotal to their work. The most important misinterpretation con-
cerned the Tractatus account of logic. Members of the Circle agreed with the criticisms
of the Fregean and Russellian misconceptions of the nature of logic, and welcomed the
view that the propositions of logic are vacuous (senseless). But they gave a conven-
tionalist interpretation to Wittgenstein's account of logic which was far removed from
his conception. They thought of the logical connectives as arbitrary symbols introduced
to form molecular propositions, whereas Wittgenstein had argued that they are essen-
tially given by the mere idea of an elementary proposition. Where he viewed the truths
of logic as flowing from the essential bipolarity of the proposition, they conceived of
them as following from the truth-tabular definitions of the logical connectives —hence
as true in virtue of the meanings of the logical operators. A logical truth therefore was
held to be the logical consequence of conventions (definitions). Wittgenstein, by con-
trast, had argued that the senseless truths of logic reflect the logical structure of
the world. Logic, far from being determined by convention, is transcendental. In the
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1930s, when he turned to reconsider his earlier conception, Wittgenstein not only
reformulated his views but also vehemently criticized the conventionalism of the Circle.
Far from following from the meanings of the logical connectives, the truth of the propo-
sitions of logic, he argued, is constitutive of their meanings.

The collapse of the Tractatus vision

Already in the Tractatus Wittgenstein had taken note of the fact that determinates of a
determinable, e.g. red and green, are mutually exclusive: if A is red all over, it follows
that it is not green (or blue or yellow, etc.) all over. At the time, he thought that this
showed that “A is red” is not an elementary proposition, and that its entailments would,
on analysis, be clarified as following from its truth-functional composition out of ele-
mentary propositions. When he returned to philosophy after a hiatus of a decade, he
realized that this was misconceived. There are irreducible logical relations of exclusion
or implication which are determined not by truth-functional composition, but by the
inner structure of elementary propositions. He tried to budget for this by abandoning
the topic neutrality of the logical connectives and drawing up truth-tables specific to
the “propositional system” (i.e. the system of determinates of a determinable) to which
a given elementary proposition belongs. In the case of color, the conjunction of ‘A is
red all over” and “A is green all over” is nonsense. Hence the truth-value assignment
“TT” must be excluded from such conjunctions by a special rule of syntax. But this con-
cession, he rapidly realized, spells the death-knell for the philosophy of logical atomism,
and strikes at the heart of the Tractatus. For the independence of the elementary propo-
sition was the pivot upon which turned the whole conception of logic and the inef-
fable metaphysics of the book. Without it, the idea that the logic of propositions depends
only upon the bipolarity of the elementary proposition collapses. The significance of
the T/F notation as revealing the essential nature of logical propositions and relations
evaporates, precisely because there are logical relations that depend upon the inner
structure of elementary propositions. Since the logical operators are not topic neutral,
separate truth-tables would have to be drawn up for each propositional system. The idea
that there is a general propositional form, according to which every proposition is a
result of successive applications to elementary propositions of the operation of joint
negation must likewise be relinquished. So too must the thought that generality can be
analyzed into logical sums and products, and that the quantifiers can be given a
uniform topic-neutral analysis.

As the logical theory of the Tractatus collapsed, so too did the metaphysics. It was
wrong to say that the world consists of facts rather than of things. Rather, a descrip-
tion of the world consists of statements of facts, not of an enumeration of things. But
the statement of a fact just is a true statement. One cannot point at, but only point out,
a fact. And to point out a fact just is to point out that things are thus and so, that is, to
make a true assertion. Facts are not concatenations of objects. Unlike concatenations
of objects, and unlike states of affairs, facts have no spatiotemporal location. The fact
that a circle is red is not composed of redness and circularity concatenated together,
since facts are not composed of anything and do not have “constituents.” The proposi-
tion that p is only “made true” by the fact that p in the sense in which being a bache-
lor makes one unmarried. All it means is that the proposition that p is true if, in fact,
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things are as it says they are. The conception of absolutely simple sempiternal objects
was incoherent. For the notions of simplicity and complexity are relative, not absolute.
To call spatiotemporal points, properties, or relations “objects” is a misuse of language.
What had appeared to be objects that had to exist are in fact samples which we employ
in explaining the meanings of certain ostensively defined expressions in the language.
As such, they belong to the means of representation, not (like the postulated “objects”
of the Tractatus) to what is represented.

As the metaphysics collapsed, so too did the picture theory, the conception of iso-
morphism between language and reality, and the account of intentionality. What had
seemed like an internal relation between the proposition that p and the fact that p which
makes it true was no more than the shadow cast upon reality by an intra-grammatical
relation between the expressions “the proposition that p” and “the proposition made
true by the fact that p.” There is an internal relation here, but it is forged in language —
in the grammatical rule that permits the inter-substitution of these expressions — not
between language and reality. Hence it was mistaken to think that reality must have a
certain metaphysical form which must be reflected in the logico-syntactical forms of lan-
guage in order for this internal relation to obtain. The intentionality of thought and
proposition, which had seemed to demand a pre-established metaphysical harmony
between language and reality, is fully explained by reference to intra-grammatical con-
nections between expressions. The thought or expectation that it will be the case that p
does not “anticipate reality”; rather, only what satisfies the description “itis the case that
p” will be called “the fulfillment of the expectation that it will be the case that p.” Of
course one can “read off” from the thought what will make it true, since the expression
of the thought contains the description of the state of affairs the obtaining of which is
called “the confirmation of the thought.” Of course what one thinks, when one thinks
that p, is what is the case when one’s thought is true, but this is not a strange form of
identity or coincidence between a shadowy possibility and an actuality. Rather the ques-
tion “What is being thought?” and “What is the case?” here receive the same answer.

The metaphysics of symbolism of the Tractatus was in fact a mythology of symbol-
ism. The meaning of a name is not an object of any kind. What is legitimate about the
role which the Tractatus simple object was invoked to fulfill is in fact played by defining
samples used in ostensive definitions, e.g. of color words. But the sample pointed at in
the ostensive definition “This is black” is part of the means of representation, to be used
as an object of comparison and standard of correct application of the word “black.”
Names derive their meanings not from objects in the world which they represent, but
from explanations of meaning, of which ostensive definitions are but one type. But it
is at best vacuous to claim that all nonlogical terms are names. There are indefinitely
many grammatically different kinds of expressions, which fulfill different roles in a lan-
guage and have different uses, given by the explanations of their meanings, which are
in effect rules for their use. In the sense in which the Tractatus claimed that there is a
connection — a meaning-endowing connection — between language and reality, there
is no such connection. It was mistaken to suppose that a propositional sign is a fact,
that only facts can represent facts, or that only “simple names” can represent simple
objects. Far from the logical syntax of language having to mirror the logical forms of
things, the different grammars of different languages are autonomous. They owe no
homage to reality. They do not reflect language-independent metaphysical possibilities,
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determined by the essential nature of objects represented, but rather themselves deter-
mine logical possibilities, i.e. what it makes sense to say. Empirical propositions are
indeed characteristically (although not uniformly) bipolar, but the concept of a propo-
sition is a family resemblance concept: there are many different kinds of proposition,
which are not characterized by an essential nature, but by overlapping similarities. The
concept of logical form which had informed the Tractatus is chimerical. For paraphrase
into a canonical notation (as in Russell’s theory of descriptions) is not an analysis of
what is already present in the paraphrased proposition or thought but a redescription
in a different form of representation. Logical form is no reflection of the logico-
metaphysical forms of reality, since there is no such thing.

Already in the Tractatus Wittgenstein had rejected the logicism in the philosophy of
mathematics which Frege and Russell had endeavored unsuccessfully to prove. He
denied that numbers were logical objects or reducible to classes. Mathematical
propositions, he claimed, are not descriptions of possible states of affairs. Nor are they
bipolar. They are, in effect, nonsensical pseudo-propositions; they do not have a sense
consisting in their agreement and disagreement with the existence and nonexistence
of states of affairs. Rather, they are substitution-rules for the transformation of
one empirical proposition concerning magnitudes or quantities or spatial relations,
etc. into another, and expressions of rules are not propositions. In the 1930s he wrote
extensively about the foundations of mathematics. It is not possible here to do more
than indicate briefly the general trajectory of his thought. He did not reject logicism in
order to embrace what seemed to be the only alternatives, namely intuitionism and
formalism. His fundamental claim is radical. With the liberalization in his concept of a
proposition, he was now willing to speak of mathematical propositions. Nevertheless,
they are radically unlike empirical propositions, and equally unlike logical ones.
Mathematics is a system of interlocked propositions. As already implied in the Tractatus,
the fundamental role of this system (but not of every proposition within it) is to
constitute rules for the transformation of empirical propositions. An arithmetic equa-
tion, such as 252 = 625, is a rule licensing the transformation of such an empirical
proposition as “There are 25 boxes each containing 25 marbles” into the proposition
“There are 625 marbles.” A theorem of geometry is a norm of representation: a
rule permitting the transformation of empirical propositions about shapes, distances,
or spatial relations. Different geometries are not different theories about empirical space,
which might turn out to be true or false. Nor are they different uninterpreted calculi.
Rather, they are different grammars for the description of spatial relations. Proof by
mathematics (e.g. in engineering) is wholly different from proof in mathematics. While
a mathematical proposition is a rule, unless it is an axiom, it is not stipulated, but
produced according to rules by a proof. Here we must distinguish proofs within a proof
system, e.g. a computation, which is just “homework,” as Wittgenstein put it, from
proofs which extend mathematics by extending a proof system. Proofs that extend
mathematics create new internal relations, modifying existing concepts by linking
them with concepts with which they were hitherto unconnected, or connecting
them with concepts in new ways — thus licensing novel transformations of appro-
priate empirical (or other mathematical) propositions. Mathematics is concept
formation. The propositions of mathematics determine the concepts they invoke. What
we conceive of as mathematical necessity is at best a distorted reflection of the inter-
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nal relations within a proof system. Mathematics is a human creation, invented rather
than discovered.

The Philosophical Investigations

Dismantling the Tractatus preoccupied Wittgenstein in the early 1930s. Gradually a
new method and a wholly different conception of language, of linguistic meaning, and
of the relation between language and reality emerged. It became clear that his neglect
of questions in the philosophy of psychology in the Tractatus, which he had taken to be
licensed by the anti-psychologism he took over from Frege, was unwarranted. For the
concepts of linguistic meaning are bound up with the concepts of understanding,
thinking, intending, and meaning something, and these pivotal notions demand philo-
sophical elucidation. The new method also led to a new conception of philosophy itself
—related to, but still importantly different from, the conception of philosophy advocated
in the Tractatus. That in turn led to a different criticism of metaphysics.

Successive efforts to compose a book laying forth his new ideas culminated in the
composition of the Philosophical Investigations, Part 1, which was virtually completed
by 1945/6. It is his masterwork. Despite some continuities of theme and negative
conceptions, it stands in stark contrast not only to the sibylline style of the Tractatus
but above all to its spirit. Where the Tractatus strove for a sublime insight into the
language-independent essences of things, the Investigations proceeded by a quiet weigh-
ing of linguistic facts in order to disentangle knots in our understanding. The Tractatus
was possessed by a vision of the crystalline purity of the logical forms of thought, lan-
guage, and the world, the Investigations was imbued with a sharpened awareness of the
motley of language, the deceptive forms of which lead us into confusion. The Tractatus
advocated conceptual geology, hoping to disclose the ineffable essences of things by
depth analysis of language, the Investigations practiced conceptual topography, aiming
to dissolve philosophical problems by a patient description of familiar linguistic
facts. The Tractatus was the culmination of a tradition in western philosophy. The
Investigations is virtually without precedent in the history of thought.

Wittgenstein's later work, as he himself said, is not merely a stage in the continuous
development of philosophy, but constitutes a “kink” in the development of thought
comparable to that which occurred when Galileo invented dynamics; it was, in a sense,
a new subject, an heir to what used to be called “philosophy.” A new method had been
discovered, and for the first time it would now be possible for there to be “skillful”
philosophers — who would apply the method. The transition from the Tractatus to his
later philosophy, as he wrote when his new ideas were dawning in 1929, is the transi-
tion from the method of truth to the method of meaning. It is a transition from
Wesensschau — putative insights into the nature or essence of things — to the clarifica-
tion of conceptual connections in the grammar of our languages, with the purpose of
disentangling knots in our thought. The conception of philosophy advocated in the
Investigations has no precedent, although it is, in a qualified sense, anticipated by the
Tractatus program for future philosophy. The philosophy of language is equally without
ancestors: it is neither a form of idealist telementational linguistic theory (on the model
of classical empiricism or de Saussure) nor a form of behaviorist linguistic theory, it is
neither a realist truth-conditional semantics nor a form of “anti-realist” semantics. The
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philosophy of mind repudiates both dualism as well as mentalism on the one hand and
logical behaviorism as well as physicalism on the other. The critique of metaphysics
rests neither on Humean or verificationist grounds, nor does it resemble the Kantian
critique of transcendent metaphysics. It is no wonder that Wittgenstein's later
philosophy has been so frequently misunderstood and misinterpreted, for it can no
more be located on received maps of philosophical possibilities than the North Star
can be located on a terrestrial globe.

The Investigations opens with a quotation from St. Augustine’s autobiography in
which he recounts the manner in which he assumes that he had learnt to speak. These
unselfconscious, nonphilosophical reflections seemed to Wittgenstein to crystallize an
important proto-picture of language, a pre-philosophical conception of its role and
function, which informs a multitude of philosophical theories. According to this picture
the essential role of words is to name things, and the essential role of sentences is to
describe how things are. Words are connected to things by means of ostension. This
proto-picture, which is akin to an unnoticed field of force unconsciously moulding the
shape of sophisticated philosophical theories, is one root of extensive misconceptions
in philosophy of language, logic, mathematics, and psychology. It is a muted leitmotif
running through the book, and combating the influence of this picture is one of the
central tasks of the book. For we are prone to think that corresponding to every name,
or corresponding to every name on analysis, there must exist some thing: that nouns
name objects, adjectives name properties, verbs name actions, that psychological
expressions such as “pain” name psychological objects, and “believe,” “want,”
“intend,” “think,” etc. name psychological states or processes, number words name
numbers, and logical connectives name binary relations. We are inclined to believe that
every declarative sentence describes something: that logical propositions describe rela-
tions between thoughts, that mathematical propositions describe relations between
numbers, that what we conceive of as metaphysical propositions describe necessary
relations between ultimate categories of being, that psychological propositions in the
first-person describe states of mind, and so on. But this is illusion.

Philosophy of language

The philosophy of language of the Investigations has a destructive and a constructive
aspect. Its destructive aspect is concerned with undermining the conception of
analysis that had informed the Tractatus and, more remotely, has characterized phil-
osophy at least since the Cartesian and empiricist programs of analysis into simple
natures and into simple ideas respectively. It aims to destroy the conception of a
language as a calculus of meaning rules and the idea that the meaning or sense of a
sentence is composed of the meanings of its constituent words and derivable from them,
given their mode of combination. Hence too, it combats the ideal of determinacy of
sense, and the thought that all expressions are either definable by analytic definition or
are indefinables and hence explained by an ostensive definition, conceived of as linking
language with reality and laying the foundations of language in simple objects given
in experience.

It has already been noted that the concepts of simple and complex are relative. Hence
whether an A is complex or simple has to be determined by reference to criteria of
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simplicity and complexity laid down for As — if there are such criteria. But we com-
monly confuse the absence of any criteria of complexity (since none have been laid
down) with the satisfaction of criteria of simplicity. We are prone to think that an
expression is complex if it is defined by analytic definition, and simple if it is explained
by ostension. But analytic and ostensive definitions are neither exclusive nor exhaus-
tive. We can explain what “circle” means by saying that this is a circle, or by saying that
a circle is a locus of points equidistant from a given point. And we can explain what
words mean by contextual paraphrase, contrastive paraphrase, exemplification, by a
series of examples together with a similarity rider, by gesture, and so on. The meaning
of a word is not an object for which a word stands or of which it is the name. Rather,
it is what is given by an explanation of meaning, and an explanation of meaning is a
rule for the use of the explanandum — a standard of correctness for its application. To
ask for the meaning of a word is to ask how it is to be used. Indeed, the meaning of a
word is (or, more cautiously, is determined by) its use.

Ostensive definition is one legitimate manner of explaining the meanings of some
words. It is not especially privileged: as argued, it does not “connect language with
reality” or lay the foundations of language; it is only one rule for the use of the word
in question, and it is as capable of being misunderstood as any other explanation of
meaning. Many expressions do not have necessary and sufficient conditions of appli-
cation. Among these are family-resemblance concepts, such as “game,” which are
explained by a series of examples and a similarity rider. (Even if someone comes up with
a sharp definition of “game,” that definition is not the rule by reference to which we
have been applying the word “game” and by reference to which we would have justi-
fied our use of the word.) Indeed, many of the pivotal concepts in philosophy, such as
“language,” “proposition,” “number,” “rule,” “proof,” as well as many psychological
concepts, are family-resemblance concepts. Their extension is not determined by
common properties, but by overlapping similarities — like the fibers in a rope.

Since numerous kinds of expression are not explained in terms of necessary and suf-
ficient conditions of application, the idea that vagueness is only a surface grammatical
feature of language or that it must be an imperfection in language is awry. The Fregean
demand for determinacy of sense was incoherent. For determinacy of sense is not
merely the absence of vagueness, but the exclusion of the very possibility of vagueness:
the exclusion, by a complete explanation of meaning, of every possibility of doubt in
every conceivable circumstance. But there is no such thing. There is no absolute con-
ception of completeness. The concepts of complete and incomplete are both relative and
correlative. A complete explanation of meaning is an explanation which may be
invoked as a standard of application in all normal contexts. Relative to that standard,
explanations may be judged to be complete or incomplete. But we have no single ideal
of exactness; what counts as exact or vague varies from context to context. Moreover,
vagueness is not always a defect (“I ask him for a bread knife,” Wittgenstein mocked,
“and he gives me a razor blade because it is sharper”), and its occurrence is not logi-
cally “contagious.”

The idea that the sense of a sentence is a function of the meanings of its constituents
and their mode of composition is a distorted statement of the platitude that if one
does not know what the words of a sentence mean or does not understand the way in
which they are combined, then one will not understand what is said. The supposition
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that what a sentence means follows from an explanation of what its words mean,
together with a specification of its structure, errs with regard to both meaning
and understanding. The meaning of a sentence is no more composed of the meanings
of its parts than a fact is composed of objects. The distinctions between sense and non-
sense are not drawn once and for all by reference to circumstance-invariant features
of type-sentences, but by reference to circumstance-dependent features of the use
of token-sentences. Sentences of precisely the same form may have very different
uses. Indeed, the forms of sentences, no matter whether in natural language or
translated into a canonical notation of the predicate calculus, conceal rather than
reveal their use. Moreover, understanding a sentence is not a process of deriving its
meaning from anything.

Little remains of analysis as previously understood. Philosophical problems are
misunderstandings caused, among other things, by misleading analogies between
forms of expressions with different uses. Some of these can be dissolved by paraphrase,
as exemplified by Russell’s Theory of Descriptions (see RUSSELL). But it was an illusion
that there is anything like a final analysis of the forms of our language, let alone that
analysis reveals the logical structure of the world. Instead of analysis as classically
conceived, what is needed is a description of the uses of words that will illuminate
philosophical confusion, and a rearrangement of familiar rules for the use of words
which will make the grammar of the relevant expressions surveyable. For the main
source of philosophical puzzlement and of misguided philosophical theories is our
failure to command a clear view of the use of words and our consequent entanglement
in the network of grammar. Connective analysis (the term is Strawsonian rather than
Wittgensteinian), that is, a description of the conceptual connections and exclusions
in the web of words, and therapeutic analysis (see below) replace reductive analysis.
A sentence is completely analyzed, in the new sense, when its grammar is laid out
completely clearly.

A language is misrepresented if it is conceived to be a calculus of rules. More
illuminating is the idea that it is a motley of language games. Language is indeed
rule-governed, in the loose manner in which games are. Using sentences is compara-
ble to making moves in a game, and a language can be fruitfully viewed as a motley of
language games. The use of language is interwoven with the lives and practices
of speakers, and is partly constitutive of their form of life. Training and teaching
underpin the mastery of a language, and these presuppose shared reactive and
behavioral propensities within a linguistic community. Words are like tools, and the
diversity of their use is as great as that of different tools: hence masked by conceiving
of them as essentially names of things, and concealed by their grammatical form. The
greatest error of philosophers of his day, Wittgenstein remarked, is to attend to
the forms of expressions rather than to their uses. Even declarative sentences are used
for endlessly diverse purposes, of which describing is only one, and non-declarative
sentences are misrepresented if taken to be analyzable into a force-indicative com-
ponent (e.g. an assertion sign or interrogative sign) and a descriptive, truth-value
bearing “sentence-radical.” Moreover, the concept of description is itself non-uniform,
for describing a scene is altogether unlike describing a dream, describing the impres-
sion something made is unlike describing the item that made the impression,
and describing what one intends is altogether unlike describing the execution of one’s
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intention. These are logically distinct kinds of descriptions, with distinct kinds of
grounds and consequences.

Understanding is akin to an ability, not a state from which performance flows. The
criteria for linguistic understanding are of three general kinds: correct use, giving a
correct explanation of meaning in context, and responding appropriately to the use of
an expression. Viewing explanations of meaning as rules for the use of words, the use
of words as rule-following, and understanding as the mastery of the technique of the
use of words requires that these concepts be tightly interlocked. And so they are. There
is an internal relation between a rule and what counts as compliance with it, which is
manifest not only in the interpretations one might give of the rule, but above all in the
practice of acting in accordance with it, and in the critical practices of teaching the
meanings of expressions, of correcting misapplications and mistaken explanations of
meaning. Meaning is determined by use, it is given by an explanation of meaning, and
it is what is understood when the meaning of an expression is understood. Not every
difference in use is a difference in meaning, but every difference in meaning is a differ-
ence in use. Wittgenstein's later philosophy of language is guided by this series of con-
ceptual connections, the ramifications of which he explored in detail.

Philosophy of mind

Against prevailing tradition, Wittgenstein challenged the inner/outer picture of the
mind, the conception of the mental as a “world” accessible to its subject by introspec-
tion, the conception of introspection as inner perception, the idea that the capacity to
say how things are with us “inwardly” is a form of knowledge (let alone a paradigm of
self-knowledge), the thought that human behavior is “bare bodily movement,” the
notion that voluntary action is bodily movement caused by acts of will, the supposition
that explanation of human behavior in terms of reasons and motives is causal, and the
pervasive influence of the Augustinian picture of language that disposes one to think
that psychological expressions are uniformly or even typically names of inner objects,
events, processes, or states. His philosophy of mind and of action can be seen as
providing a rigorous philosophical underpinning for the hermeneutic insistence on
the autonomy of humanistic understanding and its categorial differentiation from
understanding in the natural sciences.

Psychological expressions are not names of entities which are directly observable
only by the subject, and avowals of the inner are not descriptions of something visible
only in a private peepshow. It is all too easy to think of psychological expressions as
names of inner entities, and hence of assigning them meaning by private ostensive defi-
nition. Wittgenstein's “private language arguments” are aimed at this misconception.
There can be no inner, private, analogue of public ostensive definition. Sensations
cannot fulfill the role of samples. So a pain cannot serve as a defining sample for the
application of the word “pain.” Concentrating one’s attention upon one’s pain is not a
kind of pointing. Remembering a sensation presupposes and so cannot explain the
meaning of a sensation-name, and the memory of a sensation cannot serve as an
object of comparison for the application of a sensation-word. There is no such thing as
applying an expression in accordance with a rule which is in principle incommunica-
ble to anyone else. But the idea of defining a sensation word by reference to a
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sensation, conceived of as private and intended to function as a defining sample in an
ostensive definition would be such a pseudo-rule — for which there could be no crite-
rion of correct application. Whatever seemed to one to be right would be right, and that
means that there is no such thing here as right or correct.

Indeed, the very notion of privacy which informs Cartesian and empiricist concep-
tions of the mental is misconceived. The mental was taken to be private in two senses:
privately owned and epistemically private. Pains, for example, were held to be privately
owned, i.e. only I can have my pain, another person cannot have my pain but only a
qualitatively identical one. And only I can really know that I have a pain, others can
only surmise that I do. Both of these claims are misconceived. To have a pain is not to
own anything, any more than to have a birthday or a train to catch. The distinction
between numerical and qualitative identity, which applies to substances, no more
applies to pains (or mental images, thoughts or feelings) than it does to colors. If A is
red and Bisred, then A and B are the same color; so too, if NN has a throbbing headache
in his right temple and MM has a throbbing headache in his right temple, then NN and
MM have the same headache — neither numerically the same, nor qualitatively the
same, but just the same. To think that what differentiates my pain from yours is that I
have mine and you have yours is to transform the owner of the pain into a distin-
guishing property of the pain — which is as absurd as claiming that two chairs cannot
have the same color, since the color of this chair belongs to this chair and the colour of
that chair belongs to that chair.

The conception of epistemic privacy is equally awry. Far from the “inner” being a
field of certain empirical knowledge possessed by the subject, which is better known
than, and provides the foundations for, other kinds of empirical knowledge, first-
person, present-tense psychological utterances are not generally expressions of knowl-
edge at all. “I know I am in pain” is either an emphatic or concessive assertion that I
am in pain, or philosophers’ nonsense. In such cases, ignorance, doubt, mistake,
misidentification, misrecognition are ruled out by grammar: we have no use for such
forms of words as “I may be in pain, or I may not — I am not sure, I must find out.” But
we mistake the grammatical exclusion of ignorance, doubt, etc., for the presence of
knowledge, certainty, correct identification, and recognition. Whereas they too are
excluded as senseless in such cases as pain, and the use of the epistemic operators in
other cases has a distinctive meaning; “I don’t know what I want” or “I do not know
what I believe” are not expressions of ignorance but of indecision. I do not need to
look into my mind to find out what I want or believe, but to make it up. If I do not know
what I believe about X, I need to examine the evidence, not my state of mind. The
utterances “I am in pain,” “I'm going to V,” “I want G” are standardly employed as
expressions or avowals (rather than descriptions) of pain, intention, or desire, and the
utterance is a criterion for others to ascribe to the speaker the relevant psychological
predicate.

A criterion for the inner is logically (conceptually), as opposed to inductively, good
evidence (justification) for ascribing to another an appropriate psychological predicate.
Pain and pain behavior, or desire and conative behavior, are not analogically, induc-
tively, or hypothetically connected. Rather, crying out in circumstances of injury,
assuaging an injured limb, avoiding the cause of injury, etc. are non-inductive grounds
for pain-ascriptions. Grasping the concept of pain involves recognizing such criteria as
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grounds for ascription of pain to another. The criteria for ascription of psychological
predicates are partly constitutive of the relevant concepts. Psychological utterances or
avowals of the inner are (in certain cases) learnt extensions of primitive behavior that
manifests the inner. For example, an avowal of pain is grafted onto, and is a partial
replacement of, a groan of pain; and while an utterance of pain is as groundless as a
shriek of pain, it too constitutes a criterion for third-person ascriptions. It is misguided
to suggest that we can never know whether another is in pain. On the contrary, we
often know with complete certainty. When someone severely injured screams with
pain, just try to doubt whether he really is in pain! Self-knowledge is a hard won
achievement, not gained merely by having toothache, wanting or thinking this or that,
and being able to say so. Indeed, others often know and understand us better than we
do ourselves.

The mind is not a substance. It is not identical with the brain. It is not a private space,
in which mental objects are paraded, disclosed to introspective vision. There is, to be
sure, such a thing as introspection, but it is not inner perception. Rather it is a form of
reflection on one’s past, one reasons and motives, affections and attitudes. The third-
person pronoun refers neither to the mind nor to the body, but to the person, the living
human being. The first-person pronoun functions quite differently; here reference
failure, misidentification, misrecognition, and indeterminacy of reference are stan-
dardly excluded. “I” is at best a degenerate, limiting case of a referring expression, as a
tautology is a limiting case of a proposition with a sense.

Psychological predicates are neither predicable of the body nor of its parts. It is
senseless to ascribe to the brain predicates applicable only to the whole creature, e.g.
thinking, believing, wanting, or intending. For the criteria for the third-person ascrip-
tion of such predicates are distinctive forms of behavior of the creature in the stream of
life, and there is no such thing as a brain manifesting thought or thoughtlessness, belief
or incredulity, desire or aversion, intention or inadvertence in what it does. Hence too,
it makes no sense to ascribe thought or thoughtlessness, understanding, misunder-
standing or failure of understanding to machines. Thought is essentially bound up with
the sentient, affective, and conative functions of a being that has a welfare, is capable
of desiring and suffering, can set itself goals and pursue them, and can hope to succeed
or fear to fail in its projects.

Human behavior that constitutes criteria for the ascription of psychological predi-
cates is not “bare bodily movement,” from which we infer analogically or hypothetically
their inner state or which we interpret as action. On the contrary, we see the pain in the
face of the sufferer, hear the joy in the voice of a joyful person, perceive the affection
in the looks of lovers. Pain, pace behaviorists, is not pain-behavior, any more than joy
is the same as joyous behavior or love the same as a loving look. But the “inner” is not
hidden behind the “outer”; it may sometimes be concealed or suppressed (or it may just
not be manifested). But if it is manifested, then it infuses the “outer,” which is not bare
bodily movement, but the actions and affective reactions of living sentient beings in the
stream of life. These are not typically describable save in the rich vocabulary of the
“inner.”

Human action is not movement caused by acts of will. There are such things as acts
of will and great efforts of will, but they are unusual, and are not causal antecedents
of action. There is such a thing as will power, but that is a matter of tenacity rather
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than a psychic analogue of muscle power. Voluntary actions are not actions, let alone
movements, preceded by an act of will. Wanting and willing are not names of mental
acts or processes, and “He V'ed because he wanted to” does not give a causal explana-
tion of his action; on the contrary, it typically precludes one. Voluntary movement is
action for which it makes sense to ask for agential reasons, which a person can decide
to perform, try to execute, or be ordered to do. It is marked by lack of agential surprise,
and the agent can be held responsible for it.

A reason for action or for belief is a premise in reasoning. Hence it is no more
causally related to the action for which it is a reason than the reasons for a belief are
causally related to the conclusion which they support. A person’s reason is given by
specifying the reasoning he went through antecedently to acting or the reasoning he
could have gone through and is willing to give ex post actu. Reasons, unlike causes,
justify or purport to justify that for which they are reasons. A person’s avowal of a
reason for his action, unlike his typical assertion of a cause of some event, is not
a hypothesis. Unlike the assertion of a cause, in the standard case of an avowal of a
reason, there is no room for mistake. What makes the connection between the reason
and the action is the agent’s avowal itself. In avowing a reason, the agent typically takes
responsibility for his action viewed under the aspect of the avowed reason.

The critique of metaphysics and nature of philosophy

The Tractatus program for future philosophy advocated a non-cognitive conception of
philosophy, denying that there could be any philosophical propositions, a fortiori any
philosophical knowledge. Philosophy should be an activity of elucidation by analysis.
Although philosophy was deprived of the possibility of stating essential truths about
the natures of things, these very truths were held to be shown by the well-formed propo-
sitions of a language, and arriving at a correct logical point of view would include
apprehension and appreciation of what cannot be said but shows itself (including
truths of ethics and aesthetics).

The later conception of philosophy adhered to the radical non-cognitivism, but
rejected the doctrine of linguistically manifest ineffabilia. There are indeed no philo-
sophical truths. What appear as such, and what were construed by the Tractatus as an
attempt to say what can only be shown, are in effect expressions of rules for the use of
expressions in the misleading guise of metaphysical descriptions of the nature of
things. So the portentous, apparently metaphysical, claim that the world consists
of facts not of things amounts to the grammatical statement that a description of the
world consists of a statement of facts and not a list of things. And that in turn is just
a rule for the use of the expression “a description of the world.” Insofar as metaphysics
is conceived to be the quest for knowledge of the necessary forms and structures of the
world or of the mind, it is chimerical. All that can be gleaned from these barren
fields are grammatical propositions, that is, expressions of rules for the use of words.
There are no such things as “necessary facts,” and sentences such as “red is a color,”
or “space is three dimensional” are in effect rules. If something is said to be red, then
it can be said to be colored; if something is in space, then its location is given by three
coordinates; and so on. Similarly, apparently synthetic a priori truths, such as “Black
is darker than white” or “Red is more like orange than it is like yellow,” are not insights
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into language-independent necessities in the world, but expressions of rules that are
partly constitutive of the meanings of the constituent expressions. For any ordered
pair of samples which can be used to define “black” and “white” ostensively can also
be used to define the relation “darker than.” So if a is black and b is white, it follows
without more ado that a is darker than b. If a is red, b orange, and ¢ yellow, then
a is more akin to b in color than to ¢ — one need not look to see. The apparently
metaphysical proposition is in fact an inference rule, which is partly constitutive of the
meanings of the constituent terms. What appear to be descriptions of objective
necessities in the world are merely the shadows cast by the rules for the use of color
predicates and relations.

Similarly, “cannot” and “must” in putatively metaphysical propositions mask rules
for the use of words. “You cannot travel back in time” or “You cannot count through
all the cardinal numbers” look like “An iron nail cannot scratch glass,” but they are
not. Experience teaches that iron cannot scratch glass. But it is not experience that
teaches that one cannot travel in time, rather, it is grammar that stipulates that the
form of words “I travelled back to last year” has no use; nothing counts as travelling
backwards in time. “Cannot” in metaphysics is not about human frailty, but is an
expression of a convention. “You cannot count through all the cardinal numbers” is
an expression of a grammatical rule which excludes the phrase “counting through all
the cardinal numbers” from the language. It does not say that there is something we
cannot do, but rather that there is no such thing to do. Similarly, “must” in metaphysics
signifies not an objective necessity in reality, but a commitment to a form of represen-
tation. “Every event has a cause” is a true or false empirical generalization. “Every event
must have a cause” is an expression of a commitment not to call anything “an event”
unless it has a (known or unknown) cause.

There are no theories in philosophy, for there can be nothing hypothetico-deductive
about the determination of the bounds of sense, nor can it be merely probable that such
and such a philosophical pronouncement makes no sense. And we do not need to wait
upon future confirmation to determine with certainty that it makes no sense. Hence
too, there is no philosophical knowledge comparable to knowledge in the sciences. If
anyone were to advance theses in philosophy, everyone would agree with them: for
example, “Can one step twice into the same river?” — “Yes.” Indeed, there are no expla-
nations in philosophy in the sense in which there are in the sciences, for the methods
of philosophy are purely descriptive, and not methods of hypothesis formation.

The purified non-cognitivism of the Investigations has two aspects. On the one hand,
philosophy is a quest for a surveyable representation of a segment of our language with
the purpose of solving or dissolving philosophical perplexity. On the other hand,
philosophy is a cure for diseases of the understanding. Philosophical problems are
conceptual, hence a priori and not empirical. They can be neither solved nor advanced
by new information or scientific discoveries, although scientific discoveries may, and
often do, raise fresh conceptual puzzles and generate new confusions. Conceptual prob-
lems may concern novel concept-formation or existing conceptual structures and
relations. The former are exemplified by mathematics, the latter by philosophy. The task
of philosophy is to resolve conceptual questions arising out of our existing forms of
representation, to clarify conceptual confusions that result from entanglement in the
web of the grammar of our language. Philosophy is not a contribution to human
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knowledge but to human understanding — an understanding of our forms of repre-
sentation and their articulations, an overview of the forms of our thought.

The main source of philosophical puzzlement and of misconceived philosophical
theories is our failure to command a clear view of the uses of words. The grammar of
our language is lacking in surveyability, for expressions with very different uses have
similar surface grammars: “I meant” looks akin to “I pointed,” “I have a pain” to “I
have a pin,” “He is thinking” appears akin to “He is talking,” “to have a mind” looks
like “to have a brain,” “2 is greater than 1” seems akin to “Jack is taller than Jill.” Hence
we misconstrue the meanings of expressions in our philosophical reflections. We think
of meaning something or someone as a mental act or activity of attaching signs to
objects, take pain to be a kind of object inalienably possessed by the sufferer, imagine
that the mind is identical with the brain, assume that statements of numerical
inequalities are descriptions, and so on.

What is needed is a perspicuous representation of the segment of grammar that
bears on the problem with which we are confronted. It enables us to see differences
between concepts that are obscured by the misleadingly similar grammatical forms of
expressions. For this no new discoveries are necessary or possible — only the description
of grammar, the clarification and arrangement of familiar rules for the use of words.
We must remind ourselves of what we already know perfectly well, namely how expres-
sions, the use of which we have already mastered, are indeed used. To be sure, these
rules must then be arranged in such a manner as to shed light upon the difficulty in
question. The rules that concern the philosopher are different from those that concern
the grammarian, and the ordering of rules by the philosopher is very different from the
ordering sought by the grammarian, for their purposes are quite distinct. A perspicu-
ous representation of a fragment of grammar will enable us to find our way around the
relevant part of the grammatical network without stumbling into conceptual confu-
sion. In philosophy, unlike in the sciences, all the information is already at hand — in
our knowledge of our language. The problems of philosophy, unlike those of science,
are completely solvable. Failure to solve them is due to philosophers’ failure to arrange
the grammatical facts in such a way that the problems disappear.

Complementary to the conception of philosophy as the quest for a surveyable rep-
resentation of segments of our language that give rise to conceptual perplexity and con-
fusion is the conception of philosophy as therapeutic. The philosopher’s treatment of a
question is like the treatment of an illness. One should not try to terminate a disease of
thought, either by dogmatism or by the substitution of a technical concept for the prob-
lematic one that causes confusion (as Carnap did with his method of “explication”), for
slow cure is all important. Every deep philosophical confusion has many different roots,
and each must be dug up and examined. Every deeply misconceived answer to a philo-
sophical problem that mesmerizes us and holds us in a vice has many facets, and each
must be separately surveyed. Wittgenstein sometimes compared his new methods of
philosophical clarification with psychoanalysis. Philosophical theories are latent non-
sense; the task of the philosopher is to transform them into patent nonsense. Like the
psychoanalyst, the philosopher aims to give the afflicted insight into their own under-
standing and misunderstanding.

Philosophy is categorially distinct from the sciences. Since there is no philosophical
knowledge and there are no licit theories in philosophy, there can be no progress in the

” o
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sense in which there is in the sciences. For there is no accumulation of knowledge,
no generation of ever richer explanatory theories, no refinement of instrumentation
making possible ever more accurate measurement and observation. But there can be
progress in another sense, namely in clarification of conceptual structures, in drawing,
refining and sharpening distinctions, in destroying conceptual illusions and in eradi-
cating conceptual confusions. However, since there is no way of predicting future forms
of entanglement in the web of language, the task of philosophy never ends.

Wittgenstein’s place in postwar analytic philosophy

Is Wittgenstein's later philosophy a form of analytic philosophy? The concept of ana-
lytic philosophy is neither sharply defined nor uncontested. If one takes the concept of
analysis narrowly, connecting it primarily with decompositional analysis, with reduc-
tion and logical construction, then one will be inclined to associate analytic philosophy
primarily with a variety of forms of philosophy that flourished in the first half of the
twentieth century. One will also be prone to associate the movement with a profound
interest in, and ingenious philosophical use of, the calculi of formal logic, and, in some
cases, in the devising of formal or semi-formal languages to replace the apparently
defective natural languages for philosophical purposes. Moore and Russell, the young
Wittgenstein of the Tractatus, the Cambridge analysts of the early interwar years, and
the logical positivists will then be one’s paradigmatic analytic philosophers.

Thus construed, it is clear that it would be at best misleading to characterize the later
Wittgenstein as an analytic philosopher at all. But it would be perverse to construe ana-
lytic philosophy thus. The term “analytic philosophy” was a latecomer upon the scene,
and the Oxford philosophers of the postwar era had no qualms in characterizing their
work as analytic philosophy and their methods as conceptual analysis. This did not
imply that they were dedicated to reductive analysis and logical construction. Indeed,
they repudiated them. What it implied was a looser sense of “analysis”: the description
of the conceptual connections and articulations of salient elements in our conceptual
scheme. In this sense, to be sure, the later Wittgenstein was an analytic philosopher,
and said as much. For, he claimed, a proposition is “fully analyzed” when its grammar
has been completely laid bare. Taken in this broader sense, analytic philosophy con-
tinued after 1945 in a new and distinctive form. It was dominated by Oxford rather
than Cambridge philosophers, although Wittgenstein's philosophy, transmitted to
Oxford largely by word of mouth before 1953, was a primary influence upon them
(see ANSCOMBE, FOOT, MALCOLM; cf. AUSTIN, RYLE, STRAWSON).

This postwar phase of analytic philosophy lasted for a quarter of a century. It was
not a “school” and, unlike the Vienna Circle, issued no manifestos. It was united by its
conception of philosophy as an a priori conceptual investigation, contributing to
human understanding rather than to human knowledge, hence wholly unlike the sci-
ences. There was consensus that the methodical examination of the use of the relevant
words is a sine qua non of any serious philosophical investigation. Analytic philosophy
of language flourished, as did analytic epistemology; so too did analytic philosophy of
psychology and philosophy of action. Paths pioneered by Wittgenstein were followed
and refined. But other branches of analytic philosophy, such as analytic jurisprudence,
analytic aesthetics, analytic philosophy of history and the social sciences, which had
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been of little or no concern to him, were also developed, often in a manner which bore
the marks of his influence.

This phase of analytic philosophy waned in the 1970s, and Wittgenstein's influence
declined. Whether the forms of philosophy that succeeded it are to be counted as yet
another phase of analytic philosophy or as symptoms of its final demise is something
that will become clearer only with the passing of time. What is, however, clear, is that
Wittgenstein dominated the forms of analytic philosophy from the 1920s until the
1970s, ineradicably impressing his thought upon twentieth-century philosophy.

Notes

1 For example, Alice Ambrose, Elizabeth Anscombe, Max Black, Richard Braithwaite, Karl
Britton, Peter Geach, Austin Duncan-Jones, Casimir Lewy, Margaret MacDonald, Norman
Malcolm, G. A. Paul, Rush Rhees, Stephen Toulmin, John Wisdom, Georg Henrik von Wright.

2 The other influences upon his thought which he cited retrospectively in 1931 were Karl
Kraus, Adolf Loos, Paul Ernst, and Otto Weininger. In later years he made much use of
James's The Principles of Psychology, which he viewed as a useful source of interesting philo-
sophical confusions — hence not so much an influence upon his own ideas as a stimulus to
criticism.

3 To this must be added a large quantity of dictations he gave to Friedrich Waismann for the
projected joint work Logik, Sprache, Philosophie which was intended as the first volume of the
Vienna Circle’s series Schriften zur Wissenschaftliches Weltauffassung, that volume itself, pub-
lished in English under the title Principles of Linguistic Philosophy, and Waismann'’s notes of
conversations with Wittgenstein published under the title Wittgenstein and the Vienna Circle.

4 This contrasts with the Fregean and Russellian conception of the nature of the proposition.
Frege held that propositions of natural language may lack a truth-value, although they
express a sense. In his logically ideal language, Begriffsschrift, every proposition must be
bivalent (but not bipolar), i.e. either true or false. Russell held propositions to be bivalent.
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6
Rudolf Carnap (1891-1970)

SAHOTRA SARKAR

Rudolf Carnap, pre-eminent member of the Vienna Circle, was one of the most influ-
ential figures of twentieth-century analytic philosophy. The Vienna Circle was respon-
sible for promulgating a set of doctrines (initially in the 1920s) which came to be
known as logical positivism or logical empiricism. This set of doctrines provides the
point of departure for most subsequent developments in the philosophy of science.
Consequently Carnap must be regarded as one of the most important philosophers of
science of this century. Nevertheless, his most lasting positive contributions were in the
philosophy of logic and mathematics and the philosophy of language. Meanwhile, his
systematic but ultimately unsuccessful attempt to construct an inductive logic has been
equally influential since its failure has convinced most philosophers that such a project
must fail.

Carnap was born in 1891 in Ronsdorf, near Bremen, and now incorporated into the
city of Wuppertal, in Germany.' In early childhood he was educated at home by his
mother, Anna Carnap (née Dorpfeld), who had been a schoolteacher. From 1898, he
attended the Gymnasium at Barmen, where the family moved after his father’s death
that year. In school, Carnap’s chief interests were in mathematics and Latin. From
1910 to 1914 Carnap studied at the universities of Jena and Freiburg, concentrating
first on philosophy and mathematics and, later, on philosophy and physics. Among his
teachers in Jena were Bruno Bauch, a prominent neo-Kantian, and Gottlob Frege, a
founder of the modern theory of quantification in logic. Bauch impressed upon him the
power of Kant’s conception that the geometrical structure of space was determined by
the form of pure intuition. Though Carnap was impressed by Frege's ongoing philo-
sophical projects, his real (and lasting) influence only came later through a study of his
writings (see FREGE). Carnap’s formal intellectual work was interrupted between 1914
and 1918 while he did military service during World War I. His political views had
already been of a mildly socialist/pacifist nature. The horrors of the war served to make
them more explicit and more conscious, and to codify them somewhat more rigorously.

Space

After the war, Carnap returned to Jena to begin research. His contacts with Hans
Reichenbach and others pursuing philosophy informed by current science began
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during this period. In 1919 he read Whitehead and Russell’s Principia Mathematica and
was deeply influenced by the clarity of thought that could apparently be achieved
through symbolization. He began the construction of a putative axiom system for a
physical theory of space-time. The physicists — represented by Max Wien, head of the
Institute of Physics at the University of Jena — were convinced that the project did not
belong in physics. Meanwhile, Bauch was equally certain that it did not belong in phi-
losophy. This incident was instrumental in convincing Carnap of the institutional dif-
ficulties faced in Germany of doing interdisciplinary work that bridged the chasm
between philosophy and the natural sciences. It also probably helped generate the atti-
tude that later led the logical empiricists to dismiss much of traditional philosophy, espe-
cially metaphysics. By this point in his intellectual development (the early 1920s)
Carnap was already a committed empiricist who, nevertheless, accepted both the ana-
lyticity of logic and mathematics and the Frege—Russell thesis of logicism which
required that mathematics be formally constructed and derived from logic.

Faced with this lack of enthusiasm for his original project in Jena, Carnap aban-
doned it to write a dissertation on the philosophical foundations of geometry, which
was subsequently published as Der Raum (1922). A fundamentally neo-Kantian work,
it included a discussion of “intuitive space,” determined by pure intuition, independent
of all contingent experience, and distinct from both mathematical (or abstract) space
and physical space. However, in contrast to Kant, Carnap restricted what could be
grasped by pure intuition to some topological properties of space; metric properties and
even the dimensionality of space were regarded as empirical matters. In agreement
with Helmholtz and Moritz Schlick (a physicist-turned-philosopher, and founder of the
Vienna Circle — see below), the geometry of physical space was also regarded as an
empirical matter. Carnap included a discussion of the role of non-Euclidean geometry
in Einstein’s General Relativity Theory. By distinguishing between intuitive, mathe-
matical, and physical spaces, Carnap attempted to resolve the apparent differences
between philosophers, mathematicians, and physicists by assigning the disputing
camps to different discursive domains. In retrospect, this move heralded what later
became the most salient features of Carnap’s philosophical work: tolerance for diverse
points of view (so long as they met stringent criteria of clarity and rigor) and an assign-
ment of these viewpoints to different realms, the choice between which is to be resolved
not by philosophically substantive (for instance, epistemological) criteria but by prag-
matic ones.

The constructionist phase

During the winter of 1921, Carnap read Russell's Our Knowledge of the External World
(1914). According to Carnap’s intellectual autobiography (1963a), this work led him,
between 1922 and 1925, to begin the analysis that culminated in Der logische Aufbau
der Welt (1967), which is usually regarded as Carnap’s first major work. The purpose
of the Aufbau was to construct the everyday world from a phenomenalist basis. This is
an epistemological choice (§§54, 58).? Carnap distinguished between four domains
of objects: autopsychological, physical, heteropsychological, and cultural (§58). The
first of these consists of objects of an individual's own psychology; the second of physi-
cal entities (Carnap does not distinguish between everyday material objects and the
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abstract entities of theoretical physics); the third consists of the objects of some other
individual’s psychology; and the fourth of cultural objects (geistige Gegenstinde), which
include historical and sociological phenomena.

From Carnap’s point of view, “[a]n object . . . is called epistemically primary relative
to another one . . . if the second one is recognized through the mediation of the first
and thus presupposes, for its recognition, the recognition of the first” (§54).
Autopsychological objects are epistemically primary relative to the others in this sense.
Moreover, physical objects are epistemically primary to heteropsychological ones
because the latter can only be recognized through the mediation of the former: an
expression on a face, a reading in an instrument, etc. Finally, heteropsychological
objects are epistemically primary relative to cultural ones for the same reason.

The main task of the Aufbau is construction, which Carnap conceives of as the con-
verse of what he regarded as reduction (which is far from what was then — or is now —
conceived of as “reduction” in Anglophone philosophy):

an object is ‘reducible’ to others . . . if all statements about it can be translated into statements
which speak only about these other objects. . . . By constructing a concept from other concepts,
we shall mean the indication of its “constructional definition” on the basis of other con-
cepts. By a constructional definition of the concept a on the basis of the concepts b and ¢, we
mean a rule of translation which gives a general indication how any propositional func-
tion in which a occurs may be transformed into a coextensive propositional function in
which a no longer occurs, but only b and c. If a concept is reducible to others, then it must
indeed be possible to construct it from them. (§35)

However, construction and reduction present different formal problems because, except
in some degenerate cases (such as explicit definition), the transformations in the two
directions may not have any simple explicit relation to each other. The question of
reducibility/constructibility is distinct from that of epistemic primacy. In an important
innovation in an empiricist context, Carnap argues that both the autopsychological and
physical domains can be reduced to each other (in his sense). Thus, at the formal level,
either could serve as the basis of the construction. It is epistemic primacy that dictates
the choice of the former.

Carnap’s task, ultimately, is to set up a constructional system that will allow the
construction of the cultural domain from the autopsychological through the two inter-
mediate domains. In the Aufbau, there are only informal discussions of how the
last two stages of such a construction are to be executed. Only the construction of
the physical from the autopsychological is fully treated formally. As the basic units of
the constructional system Carnap chose what he calls “elementary experiences”
(Elementarerlebnisse) (elex).> These are supposed to be instantaneous cross-sections of
the stream of experience — or at least bits of that stream in the smallest perceivable unit
of time — that are incapable of further analysis. The only primitive relation that Carnap
introduces is “recollection of similarity” (Rs). (In the formal development of the system,
Rs is introduced first and the elex are defined as the field of Rs.) The asymmetry of Rs
is eventually exploited by Carnap to introduce temporal ordering.

Since the elex are elementary, they cannot be further analyzed to define what would
be regarded as constituent qualities of them, such as partial sensations or intensity
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components of a sensation. Had the elex not been elementary, Carnap could have used
“proper analysis” to define such qualities by isolating the individuals into classes on the
basis of having a certain (symmetric) relationship with each other. Carnap defines the
process of “quasi-analysis” to be formally analogous to proper analysis but only defin-
ing “quasi-characteristics” or “quasi-constituents” because the elex are unanalyzable.*
Quasi-analysis based on the relation “part similarity” (Ps), itself defined from Rs, is the
central technique of the Aufbau. It is used eventually to define sense classes and, then,
the visual sense, visual field places, the spatial order of the visual field, the order of
colors and, eventually, sensations. Thus the physical domain is constructed out of the
autopsychological. Carnap’s accounts of the construction between the other two
domains remain promissory sketches.

Carnap was aware that there were unresolved technical problems with his con-
struction of the physical from the autopsychological, though he probably underesti-
mated the seriousness of these problems. The systematic problems are that when a
quality is defined as a class selected by quasi-analysis on the basis of a relation: (1) two
(different) qualities that happen always to occur together (say, red and hot) will never
be separated; and (2) quality classes may emerge in which any two members bear some
required relation to each other but there may yet be no relation that holds between all
members of the class. Carnap’s response to these problems was extra-systematic: in the
complicated construction of our world from our elex, he hoped that such examples
would never or only very rarely arise.” Nevertheless, because of these problems, and
because the other constructions are not carried out, the attitude of the Aufbau is
tentative and exploratory: the constructional system is presented as essentially
unfinished.®

By this point of his intellectual development, Carnap had not only fully endorsed the
logicism of the Principia, but also the form that Whitehead and Russell had given to
logic (that is, the ramified theory of types including the axioms of infinity and reducibil-
ity) in that work. However, Poincaré also emerges as a major influence during this
period. Carnap did considerable work on the conceptual foundations of physics in the
1920s and some of this work — in particular, his analysis of the relationship between
causal determination and the structure of space — shows strong conventionalist atti-
tudes (Carnap 1924; see also Carnap 1923 and 1926).

Viennese positivism

In 1926, at Schlick’s invitation, Carnap moved to Vienna to become a Privatdozent
(instructor) in philosophy at the University of Vienna for the next five years. An early
version of the Aufbau served as his Habilitationsschrift. He was welcomed into the Vienna
Circle, a scientific philosophy discussion group organized by (and centered around)
Schlick, who had occupied the Chair for Philosophy of the Inductive Sciences since
1922. In the meetings of the Vienna Circle the typescript of the Aufbau was read and
discussed. What Carnap seems to have found most congenial in the Circle — besides its
members’ concern for science and competence in modern logic — was their rejection of
traditional metaphysics. Over the years, besides Carnap and Schlick, the Circle included
Herbert Feigl, Kurt Godel, Hans Hahn, Karl Menger, Otto Neurath, and Friedrich
Waismann, though Goédel would later claim that he had little sympathy for the
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anti-metaphysical position of the other members. The meetings of the Circle were char-
acterized by open, intensely critical, discussion with no tolerance for ambiguity of for-
mulation or lack of rigor in demonstration. The members of the Circle believed that
philosophy was a collective enterprise in which progress could be made.

These attitudes, even more than any canonical set of positions, characterized the
philosophical movement, initially known as logical positivism and, later, as logical
empiricism, that emerged from the work of the members of the Circle and a few others,
especially Reichenbach. However, besides rejecting traditional metaphysics, most
members of the Circle accepted logicism and a sharp distinction between analytic and
synthetic truths. The analytic was identified with the a priori; the synthetic with the a
posteriori. A. J. Ayer, who attended some meetings of the Circle in 1933 (after Carnap
had left — see below) returned to London and published Language, Truth and Logic in
1936 (see AYER). This short book did much to popularize the views of the Vienna Circle
among Anglophone philosophers though it lacks the sophistication that is found in the
writings of the members of the Circle, particularly Carnap.

Under Neurath'’s influence, during his Vienna years, Carnap abandoned the phe-
nomenalist language he had preferred in the Aufbau and came to accept physicalism.
The epistemically privileged language is one in which sentences reporting empirical
knowledge of the world (“protocol sentences”) employ terms referring to material
bodies and their observable properties. From Carnap’s point of view, the chief advan-
tage of a physicalist language is its intersubjectivity. Physicalism, moreover, came hand-
in-hand with the thesis of the “unity of science,” that is, that the different empirical
sciences (including the social sciences) were merely different branches of a single
unified science. To defend this thesis, it had to be demonstrated that psychology could
be based on a physicalist language. In an important paper only published somewhat
later, Carnap (1934b) attempted that demonstration. Carnap’s adoption of physicalism
was final; he never went back to a phenomenalist language. However, what he meant
by “physicalism” underwent radical transformations over the years. By the end of his
life, it meant no more than the adoption of a non-solipsistic language, that is, one in
which intersubjective communication is possible (Carnap 1963b).

In the Vienna Circle, Wittgenstein’s Tractatus was discussed in detail. Carnap found
Wittgenstein's rejection of metaphysics concordant with the views he had developed
independently. Partly because of Wittgenstein's influence on some members of the
Circle (though not Carnap), the rejection of metaphysics took the form of an assertion
that the sentences of metaphysics are meaningless in the sense of being devoid of cog-
nitive content. Moreover, the decision whether a sentence is meaningful was to be made
on the basis of the principle of verifiability, which claims that the meaning of a sen-
tence is given by the conditions of its (potential) verification. Observation terms are
directly meaningful on this account. Theoretical terms only acquire meaning through
explicit definition from observation terms. Carnap’s major innovation in these discus-
sions within the Circle was to suggest that even the thesis of realism — asserting the
“reality” of the external world — is also meaningless, a position not shared by Schlick,
Neurath, or Reichenbach. Problems generated by meaningless questions became the
celebrated “pseudo-problems” of philosophy (Carnap 1967).

Wittgenstein's principle of verifiability posed fairly obvious problems in any scien-
tific context. No universal generalization can ever be verified. Perhaps independently,
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Karl Popper perceived the same problem (see POPPER). This led him to replace the
requirement of verifiability with that of falsifiability, though only as a criterion to
demarcate science from metaphysics, and not as one also to be used to demarcate mean-
ingful from meaningless claims. It is also unclear what the status of the principle itself
is, that is, whether it is meaningful by its own criterion of meaningfulness. Carnap, as
well as other members of the Vienna Circle including Hahn and Neurath, realized that
a weaker criterion of meaningfulness was necessary. Thus began the program of the
“liberalization of empiricism.” There was no unanimity within the Vienna Circle on this
point. The differences between the members are sometimes described as those between
a conservative “right” wing, led by Schlick and Waismann, which rejected the liberali-
zation of empiricism, and the epistemological anti-foundationalism that is involved in
the move to physicalism; and a radical “left” wing, led by Neurath and Carnap, which
endorsed the opposite views. The “left” wing also emphasized fallibilism and pragmat-
ics; Carnap went far enough along this line to suggest that empiricism itself was a
proposal to be accepted on pragmatic grounds. This difference also reflected political
attitudes insofar as Neurath, and to a lesser extent, Carnap viewed science as a tool for
social reform.

The precise formulation of what came to be called the criterion of cognitive signifi-
cance took three decades. (See Hempel 1950 and Carnap 1956 and 1961.) In an impor-
tant pair of papers, “Testability and Meaning,” Carnap (1936, 1937a) replaced the
requirement of verification with that of confirmation; at this stage, he made no attempt
to quantify the latter. Individual terms replace sentences as the units of meaning.
Universal generalizations are no longer problematic; though they cannot be con-
clusively verified, they can yet be confirmed. Moreover, in “Testability and Meaning,”
theoretical terms no longer require explicit definition from observational ones in order
to acquire meaning; the connection between the two may be indirect through a system
of implicit definitions. Carnap also provides an important pioneering discussion of
disposition predicates.

The syntactic phase

Meanwhile, in 1931, Carnap had moved to Prague, where he held the Chair for Natural
Philosophy at the German University until 1935 when, under the shadow of Hitler, he
emigrated to the United States. Towards the end of his Vienna years, a subtle but impor-
tant shift in Carnap’s philosophical interests had taken place. This shift was from a
predominant concern for the foundations of physics to that for the foundations of
mathematics and logic, even though he remained emphatic that the latter were impor-
tant only insofar as they were used in the empirical sciences, especially physics.

In Vienna and before, following Frege and Russell, Carnap espoused logicism in its
conventional sense, that is, as the doctrine that held that the concepts of mathematics
were definable from those of logic and the theorems of mathematics were derivable
from the principles of logic. In the aftermath of Godel’s (1931) incompleteness theo-
rems (see TARSKI, CHURCH, GODEL), however, Carnap abandoned this type of logicism and
opted, instead, for the requirement that the concepts of mathematics and logic always
have their customary, that is, everyday interpretation in all contexts. He also began to
advocated a strong conventionalism regarding what constituted “logic.”
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Besides the philosophical significance of Goddel’s results, what impressed Carnap
most about that work was Godel’s arithmetization of syntax. Downplaying the distinc-
tion between an object language and its metalanguage, Carnap interpreted this proce-
dure as enabling the representation of the syntax of a language within the language
itself. At this point Carnap had not yet accepted the possibility of semantics even though
he was aware of some of Tarski’'s work and had had some contact with the Polish school
of logic. In this context, the representation of the syntax of a language within itself
suggested to Carnap that all properties of a language could be studied within itself
through a study of syntax.

These positions were codified in Carnap’s major work from this period, The Logical
Syntax of Language (Carnap 1937b). The English translation includes material that had
to be omitted from the German original owing to a shortage of paper; the omitted
material was separately published in German as papers (Carnap 1934a, 1935).
Conventionalism about logic was incorporated into the well-known Principle of
Tolerance:

It is not our business to set up prohibitions but to arrive at conventions [about what constitutes
alogic]. . . . In logic, there are no morals. Every one is at liberty to build up his own logic, i.e.,
his own form of language, as he wishes. All that is required is that, if he wishes to discuss
it, he must state his method clearly, and give syntactic rules instead of philosophical argu-
ments. (1937b: 51-2; emphasis in the original)

Logic, therefore, is nothing but the syntax of language.

In Syntax, the Principle of Tolerance allows Carnap to navigate the ongoing disputes
between logicism, formalism, and intuitionism/constructivism in the foundations of
mathematics without abandoning any insight of interest from these schools. Carnap
begins with a detailed study of the construction of two languages, I and II. The last few
sections of Syntax also present a few results regarding the syntax of any language and
also discuss the philosophical ramifications of the syntactic point of view.”

Language I, which Carnap calls “definite,” is intended as a neutral core of all logi-
cally interesting languages, neutral enough to satisfy the strictures of almost any intui-
tionist or constructivist. It permits the definition of primitive recursive arithmetic and
has bounded quantification (for all x up to some upper bound) but not much more. Its
syntax is fully constructed formally. Language II, which is “indefinite” for Carnap, is
richer. It includes Language I and has sufficient resources for the formulation of all of
classical mathematics and is, therefore, non-constructive. Moreover, Carnap permits
descriptive predicates in each language. Thus, the resources of Language II are strong
enough to permit, in principle, the formulation of classical physics. The important point
is that, because of the Principle of Tolerance, the choice between Languages I and II or,
for that matter, any other syntactically specified language, is not based on factual
considerations. If one wants to use mathematics to study physics in the customary
way, Language II is preferable since, as yet, non-constructive mathematics remains
necessary for physics. But the adoption of Language II, dictated by the pragmatic
concern for doing physics, does not make Language I incorrect. This was Carnap'’s
response to the foundational disputes of mathematics: by tolerance they are defined out
of existence.
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The price paid if one adopts the Principle of Tolerance is a radical conventionalism
about what constitutes logic. Conventionalism, already apparent in Carnap’s admission
of both a phenomenalist and a physicalist possible basis for construction in the
Aufbau, and strongly present in the works on the foundations of physics in the 1920s,
had now been extended in Syntax to logic. As a consequence, what might be
considered to be the most important question in any mathematical or empirical context
— the choice of language — became pragmatic. This trend of relegating troublesome
questions to the realm of pragmatics almost by fiat, thereby excusing them from
systematic philosophical exploration, became increasingly prevalent in Carnap’s views
as the years went on.

Syntax contained four technical innovations in logic that are of significance: (1) a
definition of analyticity that, as was later shown by S. C. Kleene, mimicked Tarski’s defi-
nition of truth for a formalized language; (2) Carnap constructed a proof, indepen-
dently of Tarski, that truth cannot be defined as a syntactic predicate in any consistent
formalized language; (3) a rule for infinite induction (in Language I) that later came
to be called the omega rule; and (4), most important, a generalization of Godel’s first
incompleteness theorem that has come to be called the fixed-point lemma. With respect
to (4), what Carnap proved is that, in a language strong enough to permit arithmeti-
zation, for any syntactic predicate, one can construct a sentence that would be inter-
preted as saying that it satisfies that predicate. If the chosen predicate is unprovability,
one gets Godel's result.

Besides the Principle of Tolerance, the main philosophical contribution of Syntax
was the thesis that philosophy consisted of the study of logical syntax. Giving a new
twist to the Vienna Circle’s claim that metaphysical claims were meaningless, Carnap
argues and tries to show by example that sentences making metaphysical claims are all
syntactically ill-formed. Moreover, since the arithmetization procedure shows that all
the syntactic rules of a language can be formulated within the language, even the rules
that determine what sentences are meaningless can be constructed within the lan-
guage. All that is left for philosophy is a study of the logic of science. But, as Carnap
puts it: “The logic of science (logical methodology) is nothing else than the syntax
of the language of science. ... To share this view is to substitute logical syntax for
philosophy” (1937b: 7-8). The claims of Syntax are far more grandiose — and more
flamboyant — than anything in the Aufbau.

Semantics

In the late 1930s Carnap abandoned the narrow syntacticism of Syntax and, under the
influence of Tarski and the Polish school of logic, came to accept semantics. With this
move, Carnap’s work enters its final mature phase. For the first time, he accepted that
the concept of truth can be given more than pragmatic content. Thereupon, he turned
to the systematization of semantics with characteristic vigor, especially after his immi-
gration to the US where he taught at the University of Chicago from 1936 to 1952.
In his contribution to the International Encyclopedia of Unified Science, in 1939, on the
foundations of logic and mathematics, the distinctions between syntactic, semantic,
and pragmatic considerations regarding any language are first presented in their
mature form.
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Introduction to Semantics, which followed in 1942, develops semantics systematically.
In Syntax Carnap had distinguished between two types of transformations on sen-
tences: those involving “the method of derivation” or “d-method”; and those involving
the “method of consequence” or “c-method.” Both of these were supposed to be syn-
tactic but there is a critical distinction between them. The former allows only a finite
number of elementary steps. The latter places no such restriction and is, therefore, more
“indefinite.” Terms defined using the d-method (“d-terms”) include “derivable,”
“demonstrable,” “refutable,” “resoluble,” and “irresoluble”; the corresponding “c-
terms” are “consequence,” “analytic,” “contradictory,” “L-determinate,” and “syn-
thetic.” After the conversion to semantics Carnap proposed that the c-method
essentially captured what semantics allowed; the c-terms referred to semantic concepts.

Thus semantics involves a kind of formalization, though one that is dependent on
stronger inference rules than the syntactical ones. In this sense, as Church (1956: 65)
has perceptively pointed out, Carnap (and Tarski) reduce semantics to formal rules, that
is, syntax. Thus emerges the interpretation of deductive logic that has since become the
textbook version, so commonly accepted that is has become unnecessary to refer to
Carnap when one uses it. For Carnap, the semantic move had an important philo-
sophical consequence: philosophy was no longer to be replaced just by the syntax of
the language of science; rather, it was to be replaced by the syntax and the semantics
of the language of science.

Carnap’s most original — and influential — work in semantics is Meaning and Necessity
(1947), where the basis for an intensional semantics was laid down. Largely following
Frege, intensional concepts are distinguished from extensional ones. Semantical rules
are introduced and the analytic/synthetic distinction is clarified by requiring that any
definition of analyticity must satisfy the (meta-)criterion that analytic sentences
follow from the semantical rules alone. By now Carnap had fully accepted that
semantic concepts and methods are more fundamental than syntactic ones: the retreat
from the flamboyance of Syntax was complete. The most important contribution of
Meaning and Necessity was the reintroduction into logic, in the new intensional frame-
work, of modal concepts that had been ignored since the pioneering work of Lewis
(1918). In the concluding chapter of his book Carnap introduced an operator for neces-
sity, gave semantic rules for its use, and showed how other modal concepts such as
possibility, impossibility, necessary implication, and necessary equivalence can be
defined from this basis.

By this point, Carnap had begun to restrict his analyses to exactly constructed lan-
guages, implicitly abandoning even a distant hope that they would have any direct
bearing on natural languages. The problem with the latter is that their ambiguities
made them unsuited for the analysis of science which, ultimately, remained the moti-
vation of all of Carnap’s work. Nevertheless, Carnap’s distinction between the analytic
and the synthetic came under considerable criticism from many, including Quine
(1951), primarily on the basis of considerations about natural languages. Though
philosophical fashion has largely followed Quine on this point, at least until recently,
Carnap was never overly impressed by this criticism (Stein 1992). The analytic/syn-
thetic distinction continued to be fundamental to his views and, in a rejoinder to Quine,
Carnap argued that nothing prevented empirical linguistics from exploring intensions
and thereby discovering cases of synonymy and analyticity (Carnap 1955).

” W

”
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Carnap’s most systematic exposition of his final views on ontology is also from this
period (1950a). A clear distinction is maintained between questions that are internal
to a linguistic framework and questions that are external to it. The choice of a linguis-
tic framework is to be based not on cognitive but on pragmatic considerations. The
external question of “realism,” which ostensibly refers to the “reality” of entities of a
framework in some sense independent of it, rather than to their “reality” within it after
the framework has been accepted, is rejected as non-cognitive. This appears to be an
anti-“realist” position but is not in the sense that, within a framework, Carnap is tol-
erant of the abstract entities that bother nominalists. The interesting question becomes
the pragmatic one, that is, what frameworks are fruitful in which contexts, and
Carnap’s attitude towards the investigation of various alternative frameworks remains
characteristically and consistently tolerant.

Carnap continued to explore questions about the nature of theoretical concepts and
to search for a criterion of cognitive significance, preoccupations of the logical empiri-
cists that date back to the Vienna Circle. In 1956 he published a detailed exposition of
his final views regarding the relation between the theoretical and observational parts
of a scientific language (Carnap 1956). This paper emphasizes the methodological and
pragmatic aspects of theoretical concepts.

It also contains his most subtle, though not his last, attempt to explicate the notion
of the cognitive significance of a term and thus establish clearly the boundary between
scientific and nonscientific discourse. However, the criterion he formulates makes
theoretical terms significant only with respect to a class of terms, a theoretical lan-
guage, an observation language, correspondence rules between them, and a theory.
Relativization to a theory is critical to avoiding the problems that beset earlier attempts
to find such a criterion. Carnap proves several theorems that are designed to show that
the criterion does capture the distinction between scientific and nonscientific discourse.
This criterion was criticized by Roozeboom (1960) and Kaplan (1975) but these criti-
cisms depend on modifying Carnap’s original proposal in important ways. According
to Kaplan, Carnap accepted his criticism though there is apparently no independent
confirmation of that fact. However, Carnap (1961) did turn to a different formalism
(Hilbert's e-operator) in his last attempt to formulate such a criterion and this may indi-
cate dissatisfaction with the 1956 attempt. If so, it remains unclear why: that attempt
did manage to avoid the technical problems associated with the earlier attempts of the
logical empiricists.

Inductive logic

From 1941 onwards Carnap also began a systematic attempt to analyze the concepts
of probability and to formulate an adequate inductive logic (a logic of confirmation), a
project that would occupy him for the rest of his life. Carnap viewed this work as an
extension of the semantical methods that he had been developing for the last decade.
This underscores an interesting pattern in Carnap’s intellectual development. Until the
late 1930s Carnap only viewed syntactic categories as non-pragmatically specifiable;
questions of truth and confirmation were viewed as pragmatic. His conversion to
semantics saw the recovery of truth from the pragmatic to the semantic realm. Now,
confirmation followed truth down the same pathway.
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In Logical Foundations of Probability (1950b), his first systematic analysis of prob-
ability, Carnap distinguished between two concepts of probability: “statistical probabil-
ity,” which was the relevant concept to be used in empirical contexts and generally
estimated from the relative frequencies of events, and “logical probability,” which was
to be used in contexts such as the confirmation of scientific hypotheses by empirical
data. Though the latter concept, usually called the “logical interpretation” of probabil-
ity went back to Keynes (1921), Carnap provides its first systematic explication.

Logical probability is explicated from three different points of view (1950b: 164-8):
(1) as a conditional probability c(h,e) which measures the degree of confirmation of a
hypothesis h on the basis of evidence e (if c¢(h,e) = r, then r is determined by logical rela-
tions between h and e); (2) as a rational degree of belief or fair betting quotient (if c(h,e)
=r, then r is a fair bet on h if e correctly describes the total knowledge available to a
bettor); and (3) as the limit of relative frequencies in some cases. According to Carnap,
the first of these, which specifies a confirmation function (“c-function”), is the concept
that is most relevant to the problem of induction. In the formal development of the
theory, probabilities are associated with sentences of a formalized language.

In Foundations, Carnap believed that a unique measure c(h,e) of the degree of
confirmation can be found and he even proposed one (namely, Laplace’s rule of
succession) though he could not prove its uniqueness satisfactorily. His general strat-
egy was to augment the standard axioms of the probability calculus by a set of
“conventions on adequacy” (1950b: 285), which turned out to be equivalent to
assumptions about the rationality of degrees of belief that had independently been
proposed by both Ramsey and de Finetti (Shimony 1992). In a later work, The
Continuum of Inductive Methods (1952), using the conventions on adequacy and
some plausible symmetry principles, Carnap managed to show that all acceptable c-
functions could be parameterized by a single parameter, a real number, A € [0,]. The
trouble remained that there is no intuitively appealing a priori strategy to restrict A to
some preferably very small subset of [0,e<]. At one point, Carnap even speculated that
it would have to be fixed empirically. Unfortunately, some higher-order induction would
then be required to justify the procedure for its estimation and, potentially, this leads to
infinite regress.

Carnap spent 1952—4 at the Institute for Advanced Study at Princeton where he
continued to work on inductive logic, often in collaboration with John Kemeny. He also
returned to the foundations of physics, apparently motivated by a desire to trace and
explicate the relations between the physical concept of entropy and an abstract concept
of entropy appropriate for inductive logic. His discussion with physicists proved to be
disappointing and he did not publish his results.®

In 1954 Carnap moved to the University of California at Los Angeles to assume the
chair that had become vacant with Reichenbach’s death in 1953. There he continued
to work primarily on inductive logic, often with several collaborators, over the next
decade. There were significant modifications of his earlier attempts to formulate a sys-
tematic inductive logic.” Obviously impressed by the earlier work of Ramsey and de
Finetti, Carnap (1971b) returned to the second of his three 1950 explications of logical
probability and emphasized the use of inductive logic in decision problems.

More importantly, Carnap, in “A Basic System of Inductive Logic” (1971a, 1980)
finally recognized that attributing probabilities to sentences was too restrictive. If a
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conceptual system uses real numbers and real-valued functions, no language can
express all possible cases using only sentences or classes of sentences. Because of this,
he now began to attribute probabilities to events or propositions (which are taken to be
synonymous). This finally brought some concordance between his formal methods
and those of mathematical statisticians interested in epistemological questions.
Propositions are identified with sets of models; however, the fields of the sets are defined
using the atomic propositions of a formalized language. Thus, though probabilities are
defined as measures of sets, they still remain relativized to a particular formalized
language. Because of this, and because the languages considered remain relatively
simple (mostly monadic predicate languages) much of this work remains similar to the
earlier attempts.

By this point Carnap had abandoned the hope of finding a unique c-function.
Instead, he distinguished between subjective and objective approaches in inductive
logic. The former emphasizes individual freedom in the choice of necessary conven-
tions; the latter emphasizes the existence of limitations. Though Carnap characteristi-
cally claimed to keep an open mind about these two approaches, his emphasis was on
finding rational a priori principles which would systematically limit the choice of c-
functions. Carnap was still working on this project when he died on 14 September
1970. He had not finished revising the last sections of the second part of the “Basic
System,” both parts of which were only published posthumously.

Towards the end of his life, Carnap’s concern for political and social justice had led
him to become an active supporter of an African-American civil rights organization in
Los Angeles. According to Stegmiiller (1972: Ixvi), the “last photograph we have of
Carnap shows him in the office of this organization, in conversation with various
members. He was the only white in the discussion group.”

The legacy

Some decades after Carnap’s death it is easier to assess Carnap’s legacy, and that of
logical empiricism, than it was in the 1960s and 1970s when a new generation of ana-
Iytic philosophers and philosophers of science apparently felt that they had to reject
that work altogether in order to be able to define their own philosophical agendas. This
reaction can itself be taken as evidence of Carnap’s seminal influence but, neverthe-
less, it is fair to say that Carnap and logical empiricism fell into a period of neglect
in the 1970s from which it only began to emerge in the late 1980s and early 1990s.
Meanwhile it became commonplace among philosophers to assume that Carnap’s
projects had failed.

Diagnoses of this failure have varied. For some it was a result of the logical empiri-
cists’ alleged inability to produce a technically acceptable criterion for cognitive signifi-
cance. For others, it was because of Quine’s dicta against the concept of analyticity and
the analytic/synthetic distinction. Some took Popper’s work to have superseded that of
Carnap and the logical empiricists. Many viewed Kuhn's seminal work on scientific
change to have shown that the project of inductive logic was misplaced (see KUHN); they,
and others, generally regarded Carnap’s attempt to explicate inductive logic to have
been a failure. Finally, a new school of “scientific realists” attempted to escape Carnap’s
arguments against external realism.
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There can be little doubt that Carnap’s project of founding inductive logic has
faltered. He never claimed that he had gone beyond preliminary explorations of pos-
sibilities and though there has been some work since, by and large, epistemologists of
science have abandoned that project in favor of less restrictive formalisms, for instance,
those associated with Bayesian or Fisherian statistics. But, with respect to every other
case mentioned in the last paragraph, the situation is far less clear. It has already been
noted that Carnap’s final criterion for cognitive significance does not suffer from any
technical difficulty no matter what its other demerits may be. Quine’s dicta against ana-
lyticity no longer appear as persuasive as they once did (Stein 1992); Quine’s prefer-
ence for using natural — rather than formalized — language in the analysis of science
has proved to be counterproductive; and his program of naturalizing epistemology is
yet to live up to any initial promise that it ever might have had. Putnam’s “internal
realism” is based on and revives Carnap’s views on ontology and Kuhn is perhaps now
better regarded as having contributed significantly to the sociology rather than the epis-
temology of science.

However, to note that some of the traditionally fashionable objections to Carnap and
logical empiricism cannot be sustained does not show that that work deserves a posi-
tive assessment on its own. We are still left with the question: what, exactly, did Carnap
contribute? The answer turns out to be surprisingly straightforward: the textbook
picture of deductive logic that we have today is the one that Carnap produced in the
early 1940s after he came to acknowledge the possibility of semantics. The fixed-point
lemma has turned out to be an important minor contribution to logic. The reintroduc-
tion of modal logic into philosophy opened up new vistas for Kripke and others in the
1950s and 1960s (see KRIPKE). Carnap’s views on ontology continue to influence
philosophers today. Moreover, even though the project of inductive logic seems
unsalvageable to most philosophers it is hard to deny that Carnap managed to clarify
significantly the ways in which concepts of probability must be deployed in the
empirical sciences and why the problem of inductive logic is so difficult. But, most of
all, Carnap took philosophy to a new level of rigor and clarity, accompanied by an open-
mindedness (codified in the Principle of Tolerance) that, unfortunately, has not been
widely shared in analytic philosophy.*°

Notes

1 Biographical details are from Carnap 1963a.
References to the Aufbau are to sections; this permits the simultaneous use of the German
and English editions.

3 An excellent discussion of Carnap’s construction is to be found in Goodman 1951, ch. 5.

4 Thus, if an elex is both ¢ in color and t in temperature, ¢ or t can be defined as classes of
every elex having c or t respectively. However, to say that ¢ or t is a quality would imply that
an elex is analyzable into simpler constituents. Quasi-analysis proceeds formally in this
way (as if it is proper analysis) but only defines quasi-characteristics thus leaving each elex
unanalyzable.

5 Goodman (1951) also provides a very lucid discussion of these problems.

6 Some recent scholarship has questioned whether Carnap had any traditional epistemologi-
cal concerns in the Aufbau. In particular, Friedman (e.g. 1992) has championed the view that
Carnap’s concerns in that work are purely ontological: the Aufbau is not concerned with the
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question of the source or status of our knowledge of the external world; rather, it investigates
the bases on which such a world may be constructed. (See, also, Richardson 1998. Both
Friedman and Richardson — as well as Sauer (1985) and Haack (1977) long before them —
emphasize the Kantian roots of the Aufbau.) If this reinterpretation is correct, then what
exactly the Aufbau owes to Russell (and traditional empiricism) becomes uncertain. However,
as Putnam (private communication) has pointed out, this reinterpretation goes too far:
though the project of the Aufbau is not identical to that of Russell’s external world program
(for reasons including those that Friedman gives), there is sufficient congruence between the
two projects for Carnap to have correctly believed that he was carrying out Russell's program.
In particular, the formal constructions of the Aufbau are a necessary prerequisite for the
development of the epistemology that Russell had in mind: one must be able to construct the
world formally from a phenomenalist basis before one can suggest that this construction
shows that the phenomena are the source of our knowledge of the world. Moreover, this rein-
terpretation ignores the epistemological remarks scattered throughout the Aufbau itself,
including Carnap’s concern for the epistemic primacy of the basis he begins with.

7 Sarkar (1992) attempts a comprehensible reconstruction of the notoriously difficult
formalism of Syntax.

8 These were edited and published by Abner Shimony (as Two Essays on Entropy, 1977) after
Carnap'’s death.

9 See Carnap and Jeffrey 1971 and Jeffrey 1980. An excellent introduction to this part of
Carnap’s work on inductive logic is Hilpinen 1975.

10 For comments on earlier versions of this essay thanks are due to Justin Garson, Cory Juhl,

Al Martinich, and Itai Sher.
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7
Karl Popper (1902-1994)

W. H. NEWTON-SMITH

Born in Vienna, Karl Popper studied at the University of Vienna from 1918 to 1922,
after which he became apprenticed to a master cabinetmaker, Adalbert Posch. In his
intellectual autobiography, Popper reported that he learned more about epistemology
from Posch than from any other of his teachers. In 1925 he enrolled in the City of
Vienna's new Pedagogic Institute to work on the psychology of thought and discovery.
However, his interests turned to methodology and in 1928 he obtained his doctorate
for a thesis on methodological problems in psychology.

While teaching mathematics and physics in a secondary school he wrote his Logik
der Forschung, which was published in 1934, appearing in an English translation in
1959 as The Logic of Scientific Discovery. In 1937 he went to New Zealand as a lecturer
in philosophy at Canterbury University College. While there he wrote his influential
works The Poverty of Historicism and The Open Society and its Enemies. Appointed Reader
and subsequently Professor in Logic and Scientific Method at the London School of
Economics in 1946 he remained there for the balance of his academic career. Until
his death in 1994 he continued to publish prolifically.

The distinctive feature of Popper’s philosophy of science is his attitude to induction.
Like Hume he held that no inductive inference is ever rationally justified. Finding that
1 million randomly selected samples of sodium burn with a yellow flame provides no
reason at all, according to Hume and Popper, for thinking that all pieces of sodium will
burn with a yellow flame. What we would normally count as evidence for such a
hypothesis does not even give fallible grounds for thinking it is more probably true than
false. Inductive arguments, arguments in which the premises do not entail the conclu-
sion but purport to support it, simply have no rational force. Consequently Popper
sought to rely entirely on deductive argumentation. While we can never have the least
positive reason for thinking that a hypothesis is true or probably true, we can use a
deductive argument to show that it is false. For given that we have observed one black
swan we can deductively infer that it is false that all swans are white. This is the crux
of Popper’s philosophy of science. It is only the rejection of beliefs or hypotheses that
can have the sanction of reason (but see below).

Hume never sought to persuade us to abandon induction. For him, it is part of
our nature to proceed inductively. Custom and habit carry us forward where reason
fails. To put the point anachronistically, for Hume we are “hard-wired” to induct. It is
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simply a bemusing feature of the human condition that our inductive procedures do
not have the sanction of reason. But for Popper, on the other hand, we do not or should
not proceed inductively. And he claims that good scientists never do so. The Popperian
scientist, equipped with a fertile imagination, simply makes a bold conjecture and the
bolder the better. He then seeks to refute that conjecture by observation and experi-
mentation. If a contrary instance is found the conjecture is falsified and hence rejected.
In which case the scientist starts again with a new conjecture. If a conjecture is not
falsified in a test, it has been “corroborated.” Corroboration, as defined by Popper, does
not provide any reason for thinking that the hypothesis has any likelihood of holding
in the future. It is simply a report that it has not yet failed. Critics have wondered why,
in this case, we should trust even a highly corroborated hypothesis. Clearly we do so
when, for example, we trust our fate to airplanes designed on the basis of aeronautical
theories. The answer for Popper is that we have no reason at all to do so. We proceed
on blind faith! Critics also object that rejecting a hypothesis in the face of a contrary
instance is itself a disguised form of induction. For in so doing we are assuming that
the future will be like the past: what failed on Monday will also fail on Tuesday.

In utterly rejecting anything other than deductive justification, Popper committed
himself to a very strong form of fallibilism, according to which not only can we not
have certain knowledge in science or in everyday life, we can have no positive reasons,
however weak, for holding that particular beliefs in science or in everyday life are even
more likely to be true than false. Some readers of Popper may well have failed to see the
extreme consequences of his fallibilism. For it applies also to the beliefs we form about
what we observe. Consequently, it follows that we can have no rational grounds for
claiming to have discovered that a hypothesis had been falsified. For we can have no
more reason for rejecting a hypothesis than we have for our belief that we have observed
a counterexample. That being so, Popper’s fallibilism amounts to an extreme form of
skepticism. We can have no reasons for thinking that any empirical proposition is true;
nor can we have any reasons for thinking that it is false. Much of what Popper wrote
has plausibility only if we set aside this extreme consequence of his position and this
I will do in much of what follows.

Falsification provided Popper with his criterion for the demarcation of science from
non-science or pseudo-science. He described this criterion as the very center of his phi-
losophy of science. Impressed positively by the success of Einstein and negatively by
what he took to be the failure of Freud and Marx, he looked for the hallmark of the sci-
entific and thought he had found it in falsification. A theory is scientific just in case it
makes predictions that could in principle be observed not to obtain. If they do not obtain
the theory is refuted. According to Popper psychoanalysis ruled nothing out and hence
could not be falsified and was not scientific. He held that Marxism was originally falsi-
fiable. However, in the face of negative instances, Marxism was revised so as to become
immune from refutation. In Popper’s terminology any such unfalsifiable theories are
metaphysical rather than scientific. Unfortunately, much of what we count as science
turns out not to be falsifiable. A theory, such as quantum mechanics, which makes only
probabilistic predictions, is not falsifiable. Consider the hypothesis that the probability
that this coin will land heads on the next toss is p. The coin may land tails any number
of times without falsifying that hypothesis! Popper sought to avoid this difficulty by
adopting a methodological rule that would reject this hypothesis if after some number
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N of trials the results diverged significantly from p. Critics have not been satisfied that
there is any reasonable way of fixing an appropriate value for N without the use of
inductive argumentation.

Popper did come to appreciate that there are metaphysical elements in good scien-
tific theories and that metaphysical theories such as Darwinism had important bene-
ficial influences on scientific development. Having recognized this Popper shifted some-
what and sought to evaluate metaphysical theories as well. This is to be done by con-
sidering whether the theory solves problems, whether its purported solutions can be
examined critically and whether it solves the problems better than rival theories. This
in turn generates a more general demarcation criterion for distinguishing between
what he referred to as criticizable versus non-criticizable theories. It is no doubt a step
forward to consider the merits of theories in general without special regard to whether
they are scientific or not. But it means abandoning what once had pride of place within
his philosophy of science: a hallmark of the scientific. Even Freud and Marx meet the
condition of being criticizable theories, as Popper’s own writings make manifest.

The method of science is to propose bold theories, the bolder the better. The scien-
tist then seeks to refute them. Devoting oneself merely to finding out that theories are
false does not seem a very edifying vocation. If there were only a finite number of theo-
ries in any branch of science, one could take comfort in the fact that with each rejec-
tion, the probability of the next theory selected being true would increase. But unhap-
pily there are an infinite number of rival theories. A Popperian scientist expects that
even his most cherished theory will eventually be falsified. If all he can ever find is that
a theory is false, what positive gloss can he put on his scientific endeavors? For Popper
the scientist hopes to have theories — false theories — that are ever better approxima-
tions to the truth. These are theories with, in his words, “increasing truthlikeness or
verisimilitude.” The move from Newton to Einstein was progressive, because while
Newton said some true things about the world and some false things, Einstein said more
true things and fewer false things. We can picture this as Newton getting a certain per-
centage of his claims right and Einstein scoring a higher percentage. Some future sci-
entist can hope for a higher score yet. The idea that the aim of science is not truth per
se but ever more approximately true theories has attracted adherents including many
who reject Popper’s account of scientific method. Unfortunately Popper’s own techni-
cal definition of verisimilitude proved unsatisfactory. It turned out that on his defini-
tion all theories other than true ones have the same degree of truthlikeness. Popper’s
approach has inspired much further work on this notion but at present no satisfactory
explication of truthlikeness has been forthcoming.

Popper is convinced that science is generating ever more truthlikeful theories. But
as someone who avoids all inductive argumentation he has to regard this belief as irra-
tional. Intuitively we might argue that the fact that Einstein passes more tests than
Newton gives us reasonable grounds for thinking that Einstein’s theory is more truth-
likeful than Newton'’s. But this is an inductive argument. The conclusion is reasonable
only if we assume that the area of the universe we have explored to date is a represen-
tative sample of the entire universe. Perhaps it is just a local peculiarity that Einstein
fares better than Newton.

Popper himself is tempted by such arguments. At one point he claimed that we could
argue for the greater truthlikefulness of Einstein over Newton on the grounds that it
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would be “a highly improbable coincidence if a theory like Einstein’s could correctly
predict very precise measurements not predicted by its predecessors unless there is
‘some truth’ in it” (Schlipp 1974: 1192-3). This argument has many adherents par-
ticularly among those who advocate realism about scientific theories. But it is a form of
induction known as inference to the best explanation. We are invited to infer that
Einstein’s theory has more truth in it than Newton’s theory on the grounds that that
assumption provides the best explanation of the greater predictive success of Einstein’s
theory. Respectable as this argument may be, it is not open to one who rejects all but
deductive argumentation. One might feel that in all fairness we should allow Popper
just this one little inductive move. He himself concedes in the passage quoted above that
“there may be a ‘whiff’ of inductivism here.” But if an inductive move is legitimate here,
why not elsewhere as well? Once we allow induction a role, Popper loses claim to our
attention. For what made his philosophy of science unique and thereby interesting was
its explicit and total rejection of induction. But without induction, his belief in scien-
tific progress is irrational.

Philosophers of science are divided on many issues. But they are almost unanimous
in rejecting a Popperian account of science. Whether or not we have a satisfactory
answer to Hume's skepticism about induction, it takes courage to deny that scientists
proceed inductively. Scientists make an inductive move when they conclude that there
is some probable truth in the theory of the electron on the grounds that that theory
explains why televisions work. Even the scientist who concludes more modestly that
there are at least good reasons to think that the theory of the electron will give suc-
cessful observational predictions in the future is assuming the legitimacy of induction.
Popper’s falsificationist theory of science is itself falsified by scientific practice. His grand
experiment in offering a non-inductivist theory of science serves only to heighten our
appreciation of the deep-seated commitment to induction.

Popper argued for a number of philosophical positions quite independent of his fal-
sificationism. For instance, he was a passionate defender of the freedom of the will. He
argued against the determinist’s thesis that the future is fixed by the past states of the
universe together with the laws of nature. His strategy was to seek to show that not all
future events involving human agents can be scientifically predicted. However, critics
have been unable to see how an inability even in principle to predict some future human
actions shows that those actions may not be determined nonetheless. More is needed
to establish freedom than an inability to predict. In addition he has urged a controver-
sial three-part ontology. He posits a world of physical objects (“world 1”), a world of
subjective experiences (“world 2”), and a world of the “objective contents of thought”
(“world 37). “World 3” is reminiscent of the world of abstract Platonic objects that some
philosophers have felt driven to postulate. But what is perhaps quite unique to Popper
is the thought that this world, initially created by us, takes on an autonomy whereby
it acts in a quasi-causal way on the objects of “world 2” and even of “world 1.” Few
philosophers have been willing to follow him in this lavish postulation of an unfalsifi-
able theory of causally active abstract objects.

History is likely to remember Popper more as a cultural figure than a philosopher in
the narrow Anglo-Saxon sense of the term. For through his The Poverty of Historicism
(1944) and his The Open Society and its Enemies (1945), he may well have had
more influence in the social and cultural spheres than any other twentieth-century
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philosopher. His initial aim was to provide an intellectually decisive critique of
Marx and Marxism. The resulting polemic became a hugely influential attack on
totalitarianism in general and a glimpse of an inspiring if only vaguely sketched
Utopia: the Open Society.

Popper saw both fascism and Communism as resting on a pernicious historicism, a
vision of history moving inevitably to some fixed final destination. Popper’s historicist
thinks he can detect by intuitive observation historical trends that he mistakenly takes
to be iron laws and not mere trends that can be reversed. Popper characterizes Marxism,
his paradigm of historicism, as bad historical prophecy combined with the injunction
“Help to bring about the inevitable!” (1976: 35). Even granting Popper’s assumption
about the negative role that a belief in historicism has played and even granting the
cogency of his arguments against it, his position does not really address the general
problem of totalitarianism. For unfortunately there are totalitarian regimes that have
come about as a result of forces other than belief in historicism.

Popper, in contrast to the historicists’ policy of waiting for the inevitable, grand-
scale, social change, advocates “piecemeal social engineering.” We should make small
experimental adjustments in our social institutions; this he illustrates with such exam-
ples as the introduction of a new sales tax. We then observe the results of the test; find
out our errors and learn from our mistakes. For Popper this is explicitly an extension
to the sphere of politics of the scientific method, although ironically the boldness that
characterized the ideal scientist’s conjectures is to be replaced by cautious small-scale
conjectures. The bad moves are exposed; new ones are tried in their place. Our social
engineer is urged to undertake a “systematic fight against definite wrongs, against con-
crete forms of injustice or exploitation, and avoidable suffering such as poverty or
unemployment” (1957: 91).

In the social and political sphere, the notion of scientific rationality or reasonable-
ness is liberalized to give a wider notion of rationality or reasonableness as openness to
criticism: an attitude of readiness to listen to critical arguments and to learn from expe-
rience. A commitment to rationality in this sense is a necessary core of Popper’s lightly
sketched vision of an open society. An open society is a democratic one that promotes
criticism and diversity without repression or irreconcilable social divisions, avoids vio-
lence, and encourages toleration. Critical public discussion with the participation of all
is the means whereby those in an open society seek to arrive at a consensus on social
and political issues. While the details are slight, Popper makes clear his touchingly naive
view that the “free world” is a reasonable approximation to his ideal of an open society,
having “very nearly, if not completely, succeeded in abolishing the greatest evils which
have hitherto beset the social life of man” (1963: 370).

The core of the idea of an open society is supposed to lie in the recognition of our
fallibility. Popper’s approach is reminiscent of Mill, who argued in On Liberty that we
have an interest in promoting diversity of opinion. Beliefs may be incorrect. If we are
wrong, our best hope in correcting ourselves lies in critical discussion with those who
disagree. And if we are in fact correct, the critical discussion will bring out more clearly
the contents of and grounds for our beliefs. But it is hard to see how any argument of
this character can give us Popper’s full conception of an open society. For instance, an
interest in critical discussion is logically compatible with a majority maintaining a class
of slaves whose role in life was to provide us with critical comment! Attractive as the
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nexus of values embodied in the open society are, they do not seem derivable just from
the refutation of historicism together with the recognition of our fallibility. While
society would no doubt benefit from more critical dialogue, it is arguable that the sta-
bility of social institutions requires that not everything is open to debate at all times.

There are serious tensions between the method of piecemeal social engineering and
the advocacy of an open society. On the one hand, this method may only be viable for
those who have already established an open society. The transitions in Albania and
Romania, for example, from a closed to an open society were not achieved by piecemeal
social engineering and probably could not have been achieved by anything other than
revolution. On the other hand, it is not clear that all problems facing open societies can
be solved through piecemeal social engineering. Globalization presents problems the
resolution of which will require international regulatory mechanisms and these will
not come about through piecemeal social engineering.

For all the deficiencies in argumentation and conception, Popper’s rhetoric has been
much used and used to largely beneficial effect. The Poverty of Historicism and The Open
Society were texts widely read in samizdat under Communism and certainly had an
inspirational role for dissidents seeking to open their societies. At the same time these
texts were widely used by western European social democratic parties of the left to dis-
tance themselves from the Communist Parties of Europe. Progress to social equality was
to be achieved by piecemeal social engineering, not revolutionary change. And in China
in the period just before Tiananmen Square the liberal wing of the Communist Party
used Popper explicitly in their analysis of the mistakes of the Cultural Revolution and
in advocating open, critical discussion of social issues.

Popper is no doubt right in encouraging more critical discussion of social and
political issues. Unfortunately his own philosophical system, with which he seeks
to underpin this encouragement, is limited. His utter rejection of induction, his
fallibilism, severely restricts the scope of rational criticism. Given that only deductive
argumentation has rational force, the only intellectually justified criticism that can be
made of any position in science or in society is that the position is logically incoherent.
But such a limited form of criticism is unlikely greatly to assist in the solution of the
social ills that concerned Popper.
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Gilbert Ryle (1900-1976)

AVRUM STROLL

Gilbert Ryle and his junior colleague, J. L. Austin, were the leading figures of post-World
War II Oxford philosophy. Though their aims and methods were different (see below),
both are correctly characterized as “ordinary language philosophers.” Unlike Austin,
who published only seven papers in his lifetime, Ryle was a prolific writer. Much of what
we know about his personal life derives from self-references in his numerous biographi-
cal sketches and reviews, and especially from his autobiography. In these various essays
he describes his interactions with, and assessments of, the foremost philosophers of the
time, among them Wittgenstein, Moore, Collingwood, Carnap, Prichard, H. H. Price,
and Austin. His autobiography is to be found in Ryle, edited by O. P. Wood and G. Pitcher
(1970). Although it is only fifteen pages long, it is wittily self-deprecating, devastating
in its depiction of the state of philosophy in Oxford in the 1920s and 1930s, packed
with information, and instructive with respect to his philosophical development. About
Oxford philosophy he says:

During my time as an undergraduate and during my first years as a teacher, the philo-
sophical kettle in Oxford was barely lukewarm. I think that it would have been stone cold
but for Prichard, who did bring into his chosen and rather narrow arenas vehemence,
tenacity, unceremoniousness, and a perverse consistency that made our hackles rise as
nothing else at that time did. The Bradleians were not yet extinct, but they did not come
out into the open. I cannot recollect hearing one referring mention of the Absolute. The
Cook Wilsonians were hankering to gainsay the Bradleians and the Croceans, but were
given few openings. Pragmatism was still represented by F. C. S. Schiller, but as his taste-
less jocosities beat vainly against the snubbing primnesses of his colleagues, even this puny
spark was effectually quenched ... Soon Oxford’s hermetically conserved atmosphere
began to smell stuffy even to ourselves.

About himself he states that in his mid-twenties he decided that philosophy essen-
tially involves argumentation, and therefore that “the theory and technology” of rea-
soning needed to be studied by any would-be philosopher. Since nothing of that sort
was available in Oxford he “went all Cambridge,” and seriously began to study Russell;
but, as he frankly admits, with marginal qualifications:

Having no mathematical ability, equipment or interest, I did not make myself even com-
petent in the algebra of logic; nor did the problem of the foundations of mathematics
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become a question that burned in my belly. My interest was in the theory of Meanings —
horrid substantive! — and quite soon, I am glad to say in the theory of its senior partner,
Nonsense. I laboured upon the doublets — Sense and Reference, Intension and Extension,
Concept and Object, Propositions and Constituents, Objectives and Objects, Facts and
Things, Formal Concepts and Real Concepts, Proper Names and Descriptions, and Subjects
and Predicates. It was in Russell's Principles of Mathematics and not in his Principia
Mathematica, in his Meinong articles and his “On Denoting,” that I found the pack-ice of
logical theory cracking. It was up these cracks that Wittgenstein steered his Tractatus.

His interests in the theories of meaning and reference were to dominate the remain-
der of his career, and differentiate his version of ordinary language philosophy from
Austin’s. Austin’s main concerns were in the utterances that constitute promises,
warnings, recommendations, admonishments, counsels, and commands, — i.e. in so-
called “speech acts” (see AUSTIN) — whereas Ryle saw his task as that of distinguishing
locutions that make sense from those that do not. In a succinct passage Ryle explains
the difference between his task and Austin’s.

An examiner might pose two questions:
(1) Why cannot a traveller reach London gradually?
(2) Why is “I warn you ...” the beginning of a warning, but “I insult you” not the
beginning of an insult?
On six days out of seven Question 1 would be Ryle’s favourite; Question 2, Austin’s. Each
of us would think — wrongly — that there is not much real meat in the unfavoured
question. But their meats are of such entirely disparate kinds that the epithet “linguistic”
would apply in totally different ways (1) to the answer-sketch, “Adverbs like ‘gradually’
won't go with verbs like ‘reach’ for the following reason ...”; (2) to the answer-sketch “To
insult is to say to someone else pejorative things with such and such an intention, while
to warn is to say ...” Anti-nonsense rules govern impartially sayings of all types. “Reach
gradually” will not do in questions, commands, counsels, requests, warnings, complaints,
promises, insults, or apologies, any more than it will do in statements. Epimenides can
tease us in any grammatical mood. To an enquiry into categorial requirements, references
to differences of saying-type are irrelevant; to an enquiry into differences between saying-
types, references to category-requirements are irrelevant. Infelicities and absurdities are
not even congeners.

As Ryle points out these different approaches were not in competition, but rather
represented two parallel paths that “informal philosophy” could legitimately take in
dealing with philosophical problems. Among those who emphasized the sense/non-
sense distinction were Wittgenstein, Moore, J. T. Wisdom, O. K. Bouwsma, and Norman
Malcolm. Austin’s focus on speech acts was later to influence the work of Paul Grice,
Zeno Vendler, John Searle, and A. P. Martinich. And, of course, there are many philoso-
phers, including Ryle and Austin and some of those just mentioned, in which both
approaches play concurrent roles.

In the twenty years between 1927 and 1947, Ryle had published more than thirty
articles, reviews, and critical notices, but no books. His first venture into this larger
format was The Concept of Mind (1949). Apart from collections of his essays he was to
publish only two other books in his lifetime, Dilemmas in 1954, and Plato’s Progress in
1966. In the former book, Ryle discusses six tensions (dilemmas) that are not counter-
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vailing formal theories but rather opposing “platitudes.” Each is an analogue of a clas-
sical philosophical perplexity, such as the free will problem. Thus, “In card games and
at the roulette-table it is easy to subside into the frame of mind of fancying that our
fortunes are in some way prearranged, well though we know that it is silly to fancy
this.” Ryle shows by a subtle, piecemeal analysis of the linguistic idioms in which the
opposing platitudes are framed how the apparent dilemma is factitious and can be dis-
solved. Plato’s Progress is an entirely different kind of book. It is a historical analysis in
which Ryle tries to give a different portrayal of Plato’s career. It is a provocative trea-
tise that questions the common view that Aristotle was Plato’s pupil, and that gives new
datings to the Platonic dialogues.

Though these monographs are exciting pieces, and well worth serious study, they do
not match the power and depth of the Concept of Mind. It has two aspects: a negative,
deflationary one and a positive, constructive one. The two approaches are tied together
by an attack on a certain picture of the human mind and its relationship to the human
body. Ryle gives different names to this picture: He calls it the “Official Doctrine,” the
“Cartesian Model,” “Descartes’ Myth,” the “Ghost in the Machine,” and the “Para-
Mechanical Hypothesis.” The negative attack is to show that this picture is incoherent;
the positive contribution is to give an accurate account (not a picture) of the relation-
ship between mind and body. The positive account is detailed. It deals with the entire
range of the mental: the will, knowing, emotions, dispositions and occurrences, self-
knowledge, sensation, observation, imagination, and the intellect. The book is thus a
treasure-house of detailed descriptions of all the major features of mentation.

What is the Official Doctrine he is out to destroy? This doctrine, he contends, is given
its canonical formulation by Descartes, but its antecedents are much older. It is widely
accepted by philosophers, psychologists, religious teachers, and many ordinary per-
sons. It holds that every human being is both a mind and a body that are ordinarily
harnessed together, but that after the death of the body the mind may continue to exist
and function. Human bodies are in space and are subject to the mechanical laws of
physics, chemistry, and biology. The body is a public object and can be inspected
by external observers. But minds are immaterial, and are not in space, nor are their
operations subject to mechanical laws. The mind is an entity, to be sure, but an imma-
terial and invisible one that inhabits a mechanical body. This is why Ryle calls it the
“ghost in the machine.” It is res cogitans in Descartes’ parlance. It is the thing that
thinks, deliberates, decides, wills, and opines. Each mind is private, i.e. only each person
can take direct cognizance of the states and processes of his or her own mind.

A person thus lives through two collateral histories; one consisting of what happens
to his body, the other to what happens within his mind. The first is public, the second
private. The Cartesian picture thus depends on the internal/external distinction. This
leads to the problem of how the mind influences bodily action. Since the mind is con-
strued as nonphysical and nonspatial how does one’s act of will, say, lead to a move-
ment of one’s legs, i.e. to the sort of thing called walking, for instance? Moreover, how
are we to account for the knowledge we presume we have of the minds of others? If the
Cartesian model is correct, observers cannot know what is taking place in the mind of
another, since they are in principle cut off from any sort of direct cognitive awareness
of that person’s mental states or processes. The only direct knowledge any human has
is of his or her own mental functions.
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As plausible as this view may seem, it is absurd according to Ryle. It is one big mistake
and a mistake of a special kind that he calls a “category mistake.” To illustrate what he
means by a “category mistake,” Ryle offers three examples. Here is an abbreviated
version of the first of these:

A foreigner visiting Oxford or Cambridge for the first time is shown a number of colleges,
libraries, playing fields, museums, scientific departments and administrative offices. He
then asks “But where is the University? I have seen where the members of the Colleges live,
where the Registrar works, where the scientists experiment and the rest. But I have not yet
seen the University in which reside and work the members of your University.” . . . His
mistake lay in his innocent assumption that it was correct to speak of Christ Church, the
Bodleian Library, the Ashmolean Museum and the University, to speak, that is, as if “the
University” stood for an extra member of the class of which these other units are members.
He was mistakenly allocating the University to the same category as that to which the other
institutions belong. (1949: 16)

Ryle’s point is that this sort of mistake is made by people who do not know how to
employ the concept of a university. That is, their puzzle arises from an inability correctly
to use certain items in the English vocabulary. According to Ryle, the Official Doctrine
arises from a category mistake analogous to the preceding. It assumes that minds
belong to the same category as bodies in the sense that both are rigidly governed by
deterministic laws. The human body works according to mechanical principles: the
heart is a pump, the veins are pipes, and the flow of blood is determined by the pres-
sures that are described in fluid mechanics. The system is thus an assemblage of inter-
acting parts that consist of fluids, solids, and electrical forces, all of which operate
according to the laws of mechanics. All these forces usually work to some desired end,
such as moving blood from one part of the body to another.

Minds also work in analogous ways. When I am hungry, a mental state, a desire, acts
on my body and initiates those movements of hands and fingers that allow me to pick
up and transfer food to my mouth. Accordingly minds must be governed by determin-
istic laws. But minds are nonmaterial. They are not composed of solids, fluids, and
electrical forces. So their laws, though deterministic, are non-mechanical. These Ryle
calls “para-mechanical.” The Official Doctrine invokes them as the analogues of the
mechanical laws that govern the behavior of physical entities. But the concept of a
para-mechanical law is absurd. There are no such things as immaterial levers, valves,
and pumps. Valves, levers, and pumps are solid entities that operate to effect physical
movements. To invoke the immaterial analogues of such entities to explain mental
activity is thus to make a category mistake, i.e. to apply the concepts of mechanical
forces and laws to a domain where they have no grip. The mistake arises because
philosophers do not know how to employ the ordinary epithets we use for describing
mental activity. Philosophers are thus like the person who does not know how to
employ the concept of a university. It is this para-mechanical model that Ryle attacks
in his book. Its existence indicates that these theorists do not know how to wield the
set of concepts that characterize our mental functions.

The alternative he offers to the Official Doctrine is a detailed description of how
mental concepts are used in everyday life. As he says: “The philosophical arguments
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which constitute this book are intended not to increase what we know about minds but
to rectify the logical geography of the knowledge which we already possess.” Ryle is
thus reminding us of what we have always known, and also reminding us how philo-
sophical conceits can blind us to the familiar. His description of the “logical geography”
of mental concepts is thus a reminder of how we employ these concepts when we are
not doing philosophy. Since any such employment is enormously complex, its “logical
geography” will be lengthy, detailed, and specific. Here, by way of illustration, is a
segment of a much longer specimen of logical geography:

It is true that the cobbler cannot witness the tweaks that I feel when the shoe pinches. But
it is false that I witness them. The reason why my tweaks cannot be witnessed by him is
not that some Iron Curtain prevents them from being witnessed by anyone save myself,
but that they are not the sorts of things of which it makes sense to say that they are wit-
nessed or unwitnessed at all, even by me. I feel or have the tweaks, but I do not discover or
peer at them; they are not things that I find out about by watching them, listening to them,
or savouring them. In the sense in which a person may be said to have had a robin under
observation, it would be nonsense to say that he has had a twinge under observation. There
may be one or several witnesses of a road-accident; there cannot be several witnesses, or
even one witness, of a qualm. (1949: 205)

This passage is a good example of Ryle’s way of exorcizing the ghost in the machine.
The Official Doctrine presupposes that one has privileged access to a private realm
consisting of one’s own sensations, thoughts, and mental states; and that such an
access consists in the observation of one’s sensations and states. But to say that
one is observing something implies that one is using one'’s eyes, or certain kinds of
observational aids such telescopes, stethoscopes, and torches. One’s eyes, and these
instruments, can be used for the observation of planets, heart-beats, and moths. But
we do not know what it would be like to apply them to felt sensations or to assert
seriously that we “observe our pains.” Since the Official Doctrine presupposes there is
such a para-mechanical analogue as observing, it can be shown to be a species of non-
sense by comparing its requirements with our actual use of such mental concepts as
“tweaks” and “qualms.” What the comparison reveals is a category mistake. The
concept of observation applies to the physical domain in a way it logically cannot
apply to the mental. Just as one logically cannot reach London gradually, so one cannot
“observe” one’s aches and pains. Ryle’s line of reasoning throughout the work is thus
to show that theorists have incorrectly wielded the ordinary concepts that describe
human mental life.

The Concept of Mind created a sensation when it appeared in 1949. For at least a
decade after its publication it was the single most discussed book in Anglo-American
philosophy. Nearly every periodical carried long articles about it. It was translated into
a host of foreign languages, was taught in virtually every major western university, and
within a short time seemingly had achieved the status of a philosophical classic. Yet a
decade later it had fallen into obscurity, and subsequently it has hardly been referred
to at all. What happened to occasion such a collapse? It is especially puzzling given that
the book was of superb philosophical quality, was elegantly written, introduced many
original and powerful distinctions, and was the first study to show in detail how the
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philosophy of language and the philosophy of mind are tied together. In this last
respect, it was a bellwether for work that was to be developed thirty years later.

There are several possibilities to explain what happened. One factor is that four years
later Wittgenstein's posthumous Philosophical Investigations appeared (see WITTGEN-
STEIN). It covered much the same territory as Ryle’s study and in greater depth. As bril-
liant as Ryle’s book was it paled in comparison to the power and insight of
Wittgenstein’s. So philosophers turned from Ryle to Wittgenstein. It was the latter and
not the former who was now read: Ryle had simply gone out of fashion.

There is a second factor. Ryle claimed that in this work he was “charting the logical
geography” of the many concepts used in speaking about the human mind. And
though this was clearly an apt description it was also patent that his work had a strong
verificationist thrust. Ryle frequently and in crucial passages speaks about the testabil-
ity of propositions about mental concepts. For example, he states: “For, roughly, the
mind is not the topic of sets of untestable categorical propositions, but the topic of sets
of testable hypothetical and semi-hypothetical propositions” (p. 46). Some critics have
thus emphasized that Ryle’s aim is to correct what other philosophers have said about
the methods of verifying statements involving mental concepts, rather than trying to
explicate these concepts themselves. The positivists, of course, identified the meaning
of a statement with the method of its verification, and in many places in the Concept of
Mind Ryle seems to presuppose that in describing how certain propositions involving
mental concepts are to be tested he is explicating the meaning of those concepts. The
book was thus eventually assessed as a sophisticated form of logical positivism, a view
which had lost its influence by the 1950s. Ryle’s work was swept away with the rest of
this movement.

Its behaviorism was a third factor. Ryle states that to give reasons for accepting or
rejecting statements containing mental concepts will always involve hypothetical state-
ments about overt behavior. In responding to the question, “What knowledge can one
person get of the workings of another mind?” Ryle answers that it is “how we estab-
lish, and how we apply, certain sorts of law-like propositions about the overt and the
silent behavior of persons. I come to appreciate the skill and tactics of a chess player by
watching him and others playing chess” (p. 169). Although Ryle always denied that he
was reducing mind to behavior, and asserted instead that charting the “logical geog-
raphy” of mental concepts was a philosophically neutral endeavor, his detailed analy-
ses seemed to many philosophers to leave out one fundamental characteristic of the
mind, the inward, felt quality of mental experience. For these philosophers such mental
activities as deliberating or conjecturing, or such states as being in pain, were distinct
from behavior. One could, for example, be in pain without evincing it in any mode of
behavior. And even if one were to evince it, the pain itself was not to be identified with
the behavior in question. A pain is not a grimace. So even if Ryle were correct in arguing
that mental activity was exercised in various intersubjective situations it did not follow
that the behavior so exhibited was identical with the mental events in question. Unlike
Ryle, who minimized internal experience, Wittgenstein emphasized and acknowledged
the existence of such phenomena. His point was that one should not identify them with
such features as meaning, expecting, thinking, and so forth. And this position was seen
to be more compelling than Ryle’s. In the end this may have been the decisive factor in
the eclipse of Ryle’s reputation.
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Alfred Tarski (1901-1983), Alonzo Church
(1903-1995), and Kurt Godel (1906-1978)

C. ANTHONY ANDERSON

Alfred Tarski

Tarski, born in Poland, received his doctorate at the University of Warsaw under
Stanislaw Lesniewski. In 1942, he was given a position with the Department of
Mathematics at the University of California at Berkeley, where he taught until 1968.

Undoubtedly Tarski’s most important philosophical contribution is his famous
“semantical” definition of truth. Traditional attempts to define truth did not use this
terminology and it is not easy to give a precise characterization of the idea. The under-
lying conception is that semantics concerns meaning as a relation between a linguistic
expression and what it expresses, represents, or stands for. Thus “denotes,” “desig-
nates,” “names,” and “refers to” are semantical terms, as is “expresses.” The term “sat-
isfies” is less familiar but also plausibly belongs in this category. For example, the
number 2 is said to satisfy the equation “x? = 4,” and by analogy we might say that
Aristotle satisfies (or satisfied) the formula “x is a student of Plato.”

It is not quite obvious that there is a meaning of “true” which makes it a semanti-
cal term. If we think of truth as a property of sentences, as distinguished from the more
traditional conception of it as a property of beliefs or propositions, it turns out to be
closely related to satisfaction. In fact, Tarski found that he could define truth in this
sense in terms of satisfaction.

The goal which Tarski set himself (Tarski 1944, Woodger 1956) was to find a “mate-
rially adequate” and formally correct definition of the concept of truth as it applies to
sentences. To be materially adequate a definition must “catch hold of the actual
meaning of an old notion,” rather than merely “specify[ing] the meaning of a familiar
word used to denote a novel notion” (Woodger 1956: 341). Again, in discussing the
material adequacy of some of his other definitions, Tarski writes, “Now the question
arises of whether the definitions just constructed (the formal rigour of which raises no
objection) are also adequate materially; in other words do they in fact grasp the current
meaning of the notion as it is known intuitively?” (Woodger 1956: 128-9).

To determine whether or not a proposed definition of a certain concept is materially
adequate, Tarksi thinks that we must first formulate a criterion of material adequacy
for such a definition: a precise condition which the definition must meet and which will
guarantee that the defined notion is faithful to the original intuitive conception. Of
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course, whether a proposed condition really guarantees sufficient conformity to the old
notion is subject to critical review.

The requirement of formal correctness means that the proposed definition must be
non-circular and that it must meet other logical constraints on acceptable definitions.
One of the traditional requirements is that a definition must not define something in
terms of things which are less clear than it. Tarksi even maintains that it must be speci-
fied which previously adopted terms are to be used in giving the definition and requires
that the formal structure of the language in which the definition is to be given be pre-
cisely described.

These are rigorous constraints. The motivating idea seems to be that only under such
conditions can we hope to prove the material adequacy and formal correctness of a
definition of truth.

Tarski proposes as a criterion of material adequacy for a definition of truth that the
definition shall have as logical consequences all instances of Schema (T):

(T) Xis true if and only if p,

where “X” is replaced by a name of an arbitrary sentence of the language in question
and “p” is replaced by that very sentence (or by a sentence with exactly the same
meaning). The name in question must be a quotation-mark name or at least a name
which necessarily designates the sentence. An appropriate instance of Schema (T) is
thus such a thing as:

(S) “Snow is white” is true if and only if snow is white.

On the left-hand side of this “if and only if” there occurs a name of a certain sentence
—which name is constructed by enclosing the sentence in question in quotation marks.
Then using that name to mention the sentence, the property of being true is predicated
of the sentence. On the right-hand side of the equivalence, the very sentence, which is
named on the left and said there to be true, is used. The thing may appear to be a trivi-
ality and perhaps that is all to the good. The condition, after all, is supposed to constrain
an adequate definition in such a way that satisfying this condition guarantees that the
definition catches hold of the actual meaning of the term “true.”

Note carefully that Schema (T) is not Tarski’s definition of truth. That a definition
should imply all instances of Schema (T) is the criterion of adequacy for the definition.
But Tarski does seem to think that all the instances of (T) together completely capture
the meaning of “true.” If we could form an infinite conjunction, connecting all the
instances with “and,” we would have a complete specification of the semantical con-
ception of truth. This is not an acceptable procedure according to the usual rules of
definition, but a correct definition would be obtained if we could somehow achieve the
same effect.

Now the conditions which have already been given for an acceptable definition of
truth require that the language involved be specified quite precisely. Natural languages
do not have, or at least we do not know, rules which determine exactly what its expres-
sions are; for example, the sentences of English are not precisely specified. If we ignore
this and set as our task to give a definition of truth for a natural language, say English,
we encounter a paradox. No predicate of a sufficiently expressive language such as
English can have the property that it validates every instance of Schema (T). And this
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is so whether the predicate is defined or not. The proof of this appeals to the infamous
liar antinomy (or paradox). In a very simple version the antinomy (something “con-
trary to law”) goes like this. Consider

(A) Aisnot true.

That is, consider the sentence “A is not true,” which sentence we have decided to name
“A.” Now Schema (T) implies:

(1) *“Aisnottrue” is true if and only if A is not true.
But observing that the sentence A is the very sentence “A is not true”, we may assert:
(2) A="Aisnottrue.”

If two things are identical, then they share all the same properties. So, substituting the
left-hand side of (2) for the right-hand side in (1), we get:

(3) Ais trueif and only if A is not true.

In the propositional calculus, this has the form:
(4) P=-P

“P if and only if not-P” and this is equivalent to the explicit contradiction:
(5 P&-~P,

“P and not-P.”

Something must give. If we are unwilling to give up the usual laws of logic, since (2)
is undeniable, it appears that we must alter or modify Schema (T), our criterion
allegedly determined by the very meaning of “true.”

Tarski concludes, somewhat hastily, that ordinary language is inconsistent. The
concept of truth must conform to Schema (T), but if we have such sentences as A, we
arrive at a contradiction. The problem, says Tarski, is that natural languages are seman-
tically closed, that is, they contain within themselves the terms and machinery for doing
their own semantics. For example “is true in English” is itself a predicate of English. We
must, he says, give our definition of truth in a metalanguage for the language whose sen-
tences are in question. A metalanguage is a language which we may use to talk about
another language. For example, in a book written in English which explains the
grammar and meaning of the German language, the metalanguage is English. The lan-
guage being studied is called the object language: in the case of this example, German.
Further, claims Tarski, we must confine our attention to formalized languages which,
unlike natural language, need not be semantically closed and which are otherwise
precisely specified.

With these provisos, Tarski proceeds to show that definitions of truth can be
given for object languages which do not contain semantical terms. His method of defi-
nition has the striking quality that the definition, given in a metalanguage, does not itself
use any semantical terms. Because of the liar antinomy and other conundrums
involving semantical notions, Tarski considered it important to give the definition in
such a way that no semantical terms are presupposed as primitive or understood
without definition.
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To see how the definition would be given for a very simple formalized language, let
us suppose that we have just two predicates: “R,” meaning is red, and “S,” meaning is
square. In addition, suppose that the language contains a variable x; a sign for nega-
tion, say “-"; for conjunction, “&”; and a notation for universal quantification, “V”
meaning For every. Thus, for example, we can write “Vx — S(x)” for “For every object x,
x is not square” or, more naturally, “Nothing is square.”

We assume that our metalanguage contains the means of expressing at least the
very same notions as the object language. Here we are using a bit of English as meta-
language so that we have the words “is red” to mean the same as the predicate “R” in
the simple formalized language. Now let some domain of objects be selected as the col-
lection of things we will be talking about. One can then define satisfaction for the object
language:

(1) An object satisfies “R(x)” if and only if it is red.

(2) An object satisfies “S(x)” if and only if it is square.

(3) An object satisfies a negation '—¢' if and only if it does not satisfy ¢.

(4) An object satisfies a conjunction of the form '¢ & y'if and only if it satisfies ¢

and it satisfies y.
(5) An object satisfies a universal quantification 'V x ¢'if and only if every object
(in the domain) satisfies 0.

Here ¢ and v are formulae of the formalized language. These are expressions which we
have not really defined but which include such things as “R(x)” (“x is red”), “—[S(x) &
R(x)]” (“It is not the case that x is square and x is red”), as well as sentences such as
“—Vx — S(x)” (“It is not the case that for every x, x is non-square,” i.e. “Something is
square”).

This doesn’t look like a definition, but in fact it really does completely explain the
meaning of “satisfies” as it applies to our simple language. Using these definitional rules
on complicated expressions we can proceed step by step to simpler expressions until we
get down to cases covered by (1) and (2). And it may look as if we have some kind of
vicious circularity. For example, we have used “and” (in the metalanguage) to define
satisfaction for expressions (of the object language) containing “&.” But the appear-
ance is deceptive. We have assumed that whatever we can say in the object language,
we can say in the metalanguage, but not necessarily vice versa. This assumption does
not introduce any logical or philosophical difficulty into the definition.

Finally we define truth:

A sentence ¢ is true if and only if every object (in the domain) satisfies it. Again, we
haven't really defined the sentences of our object language, but they will be expressions
in which no occurrences of the variable are “dangling.” For example, “— Vx—[R(x) &
S(x)]” (“Something is red and square”) is a sentence, as opposed to a formula such as
“R(x)” (“xisred”). Here the variable x is just a placeholder, indefinitely indicating some-
thing or other, but no definite thing.

It is not obvious that this definition actually conforms to the criterion of material
adequacy. But it does. It can be proved that every instance of Schema (T), confined to
sentences of our object language, is a consequence of this definition. The whole thing
may seem trivial, but it is really quite amazing that in an appropriate metalanguage
truth can be defined without appealing to any semantical notions. This means that it
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has been defined in terms of things which are clearer: they are just the concepts of logic
together with the concepts of the object language.

It remains to mention Tarski’s work on the notion of logical consequence (Woodger
1956:409-20). This, like the notion of truth, was used in an intuitive way by logicians
and philosophers before Tarski, but it was the latter who made the notion precise.

Consider once again our simple formalized language. Do not select a particular
domain and particular meanings for “S” and “R.” Rather, contemplate any arbitrary
interpretation of the language — any domain of objects whatsoever and any appropriate
meanings for these symbols. The logical symbols “-,” “&,” and so on, are to retain their
original meanings throughout.

For any such specification, we can explain truth under that interpretation along the
lines used above for the particular interpretation we were considering. Suppose that in
some interpretation a particular sentence, say “Vx[S(x) & R(x)],” comes out true. Then
in that interpretation certain other sentences will come out true as well. For example,
“VxS(x)” and “VxR(x).” In fact, this will always happen. If an interpretation makes our
example sentence true, that interpretation will also make these two sentences true. In
such a case, Tarski says that the latter two sentences are logical consequences of the first
sentence. In general, a sentence  is a logical consequence of a sentence ¢ if and only
if every interpretation which makes ¢ come out true also makes y come out true. And
a sentence is defined to be a logical consequence of a collection, or set, of sentences if
every interpretation which makes every sentence in the set come out true also makes
the sentence in question come out true. Finally, Tarski defines a sentence to be logically
valid if it comes out true under every interpretation.

The importance of such a definition is that we can now strictly define what it is for
something to be a valid argument in our language. And, of course, the study of valid
arguments is at the very heart of the discipline of logic. Using these definitions we can
then prove that certain systems of logical rules are “complete” in the sense of being
adequate to their intended purpose of capturing all valid inferences expressible in the
language. For example, certain formulations of first-order logic, the logic of such
notions as and, not, or, if, . . . then, not, some all, and the like were proved complete by
Kurt Godel, to be discussed below.

These two things, his definition of the concept of truth for formalized languages and
his explication of the concept of logical consequence are Tarski’s distinctive philo-
sophical contributions. They are substantial indeed.

Alonzo Church

In 1927, Church received his Ph.D. from Princeton, where he taught from 1929 to
1967. Thereafter, he taught at UCLA until 1990. He was a long-time editor of the
Journal of Symbolic Logic, which he helped to found. Church’s philosophical contribu-
tions largely concern questions about the foundations of logic and mathematics, espe-
cially their ontology, and topics in the philosophy of language and in the related area
of intensional logic.

Church’s thesis is a hypothesis concerning the identification of the mechanically
computable or calculable functions discussed below in connection with Gddel’s incom-
pleteness theorem. Church proposed as a precise mathematical analysis of the idea of
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such functions that they be identified with the lambda-definable functions. This latter
notion is too technical to be explained in detail here. Alan Turing independently pro-
posed the identification of the mechanically computable functions with functions com-
putable in principle by a precisely definable sort of abstract “machine,” now called a
Turing machine. This identification turned out to be equivalent to Church'’s thesis. That
is, the class of lambda-definable functions is exactly the same as the class of functions
computable by a Turing machine. Other attempts to analyze the notion in question have
always led to the same class of functions. The identification of the class of mechani-
cally (“algorithmically”) calculable functions with the class of lambda-definable or
Turing machine-computable functions (the “Church-Turing thesis”) is now almost
universally accepted.

Church’s theorem, to be carefully distinguished from Church’s thesis, is a theorem of
mathematical logic to the effect that there is no effective (= mechanical) procedure for
deciding whether or not a formula of first-order logic is valid.

Church was a Platonist or, as he preferred, a realist about the entities apparently
described and studied by mathematics and logic. Numbers and other mathematical
entities are, he believed, objectively existing, mind-independent objects and mathemat-
ics itself consists of truths about these things. Logic seems to require, if formulated in
full generality, propositions, properties, and “individual concepts.” These kinds of things,
usually called intensional entities, are supposed to be abstract, real, and objective enti-
ties suitable to be the meanings of expressions in various languages. Propositions, for
example, are claimed to be the meanings of declarative sentences, the same for syn-
onymous sentences, whether in a single language or in two or more different languages.

Church'’s general methodological viewpoint about the formal sciences was a kind of
“hypothetico-deductive rationalism.” According to this view, intuitions or feelings of
self-evidence provide initial support for assumptions about abstract entities. The theo-
ries of these are to be formalized, stated using the precise language and terminology of
symbolic logic, and the results are to be evaluated using the sorts of criteria common
to scientific procedures in general. One way we evaluate theories is by deducing conse-
quences and thereby determining whether they are adequate to account for the data.
In the formal sciences Church took the data to include the accepted facts of mathe-
matics and logic.

Many of Church’s philosophical contributions appear in reviews in the Journal of
Symbolic Logic. His relatively few papers devoted explicitly to philosophical topics
usually concerned questions about meaning and related topics in the philosophy of lan-
guage. There are also arguments against nominalism as it is sometimes espoused in
connection with mathematics, logic, or semantics.

As a sample of the latter (Church 1950), consider a nominalist attempt to give an
analysis of certain statements apparently about propositions. Suppose it is claimed that
such a sentence as (1) “Seneca said that man is a rational animal” is to be analyzed as:
(2) “There is a language S” such that Seneca wrote as a sentence of S” words whose
translation from S into English is ‘Man is a rational animal’.” This may already seem
excessively complicated, but simpler attempts to analyze statements about assertion so
that they concern such relatively concrete things as sentences are subject to easy refu-
tation. To bring out clearly that (2) will not do as an analysis of (1), Church uses the
“translation test,” a procedure whose invention is usually attributed to C. H. Langford.
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If we translate (1) into German, we get (1°) “Seneca hat gesagt, das der Mensch ein
verniinftiges Tier sei”. In translating (2) into German, note carefully that the word
“English” must be translated as “Englisch” (not as “deutsch”) and the quotation which
forms part of (2) is to be translated as “Man is a rational animal” (not as “Der Mensch
ist ein verntinftiges Tier”). This latter translation, call it (2°), certainly would not convey
anything like the information which would be conveyed to a German speaker (who
spoke no English) by (1°). Thus, argues Church, (1) is not an acceptable analysis of (1).
The basic idea of the objection, which can be seen even without appealing to transla-
tion, is that (1) does not say anything about any particular language (and so neither
does its translation (1)), whereas (2) makes specific reference to English.

A philosophical argument which has a quite surprising conclusion is given by
Church (Church 1956: 24-5) as a more precise version of reasoning offered by Gottlob
Frege. The conclusion of the argument is that sentences denote truth-values, true sen-
tences denoting Truth (or The True) and false sentences denoting Falsehood (or The
False)! Put like this, the thesis seems quite incredible, even unintelligible. Why suppose
that sentences “denote” anything at all>? And what, we may ask, are these alleged
“objects,” Truth and Falsehood? These are good questions, but the essential point of
Church’s argument (and Frege's before him) could be stated like this: the truth or falsity
of a sentence is the only thing that stands to the sentence as the denotation of a
(complex) name stands to its parts. To see this take such a sentence as (a) “Sir Walter
Scott is the author of Waverley.” If we replace “the author of Waverley” by an expres-
sion which denotes the same, “the man who wrote twenty-nine Waverley Novels alto-
gether,” we get a new sentence: (b) “Sir Walter Scott is the man who wrote twenty-nine
Waverley novels altogether.” If we are supposing that the “denotation” of a sentence,
whatever it is, is unchanged if a denoting part is replaced by another with the same
denotation, then this new sentence must have the same denotation as the original.
Further, it is plausible (Church claims) that the sentence, (c) “The number, such that
Sir Walter Scott wrote that many Waverley Novels altogether is twenty-nine,” is so close
in meaning to (b) as to have the same “denotation” (again, without yet assuming that
we know what this is). But now let us replace the denoting expression “The number,
such that Sir Walter Scott wrote that many Waverley Novels altogether” in (c) by an
expression with the same denotation, namely; “The number of counties in Utah”
(which is in fact twenty-nine). We then get a sentence which is supposed to have the
same denotation as (c), (d) “The number of counties in Utah is twenty-nine” (again
assuming that a sentence does not change its denotation if a denoting part is replaced
by another with the same denotation).

Now compare our original sentence (a) “Sir Walter Scott is the author of Waverley”
with (d) “The number of counties in Utah is twenty-nine.” By the reasoning just
explained, these two sentences must have the same “denotation.” But the only
meaning-relevant feature which they seem to have in common is that both are true. A
little reflection on such examples points to the conclusion that the only thing that can
be expected to remain invariant under such substitutions is the truth or falsity of the
original sentence. So if “denotation” has an analog for sentences, it will have to be the
truth-values, truth and falsity, which may be seen as mathematical abstractions.
(Compare the mathematical abstraction of numbers, as objects, from collections or
from concepts of collections.) The Church—Frege argument here may not be conclusive,
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but the analogy uncovered is striking and it may well be a useful theoretical assump-
tion for semantics that sentences “denote” truth-values. (See Anderson 1998 for
further discussion.)

Church’s most important philosophical ideas are contained in his work on the foun-
dations of intensional logic (Church 1951, 1973, 1974). Philosophers and logicians
contrast intension and extension, but it is by no means easy to give a clear characteri-
zation of these notions. In the case of sentences, Church would maintain that the sense,
or intension, of the sentence is the proposition which it expresses and the denotation,
as already explained, is the truth-value of the sentence. Logic as standardly taught in
philosophy and mathematics departments makes no significant distinction between
sentences with the same truth-value; arguments which turn on finer distinctions of
meaning are simply not treated. Similar distinctions hold between the set of things of
which a predicate is true, the extension of the predicate, and the property conveyed by
the predicate, its intension. Again, a distinction between the meaning, strictly so-called,
of an expression such as “The present president of the US” (its intension) and what it
stands for, the actual person, is needed. Here we might say, again with Church, that the
meaning of the expression in the strict sense is the concept that it expresses, its inten-
sion, but what it denotes or stands for, the person or, more generally, the object, is its
extension.

So, as already explained, Church calls the proposition expressed by a sentence its
sense and the truth-value that it stands for its denotation. Predicates have properties as
their senses and sets as their denotations, and individual expressions (e.g. descriptive
names) have certain concepts as their senses and what they stand for as their denota-
tions. The relationship that holds between the sense of an expression and what it
denotes let us call the concept relation, and symbolize it by the capital Greek letter A
(delta). Then propositions are concepts of truth-values, properties are concepts of sets,
and individual concepts are concepts of the individual things that the concepts char-
acterize. Generalizing our terminology (as Church does), call anything that is capable
of being the sense of some expression a concept.

The intensional logic that Church envisioned would have two kinds of intensional
axioms: logical principles about A and principles that would specify the essential char-
acteristics of propositions and other complex concepts. In connection with the latter,
Church took it to be especially important to have axioms which give, or correspond to,
criteria of identity for complex concepts. A criterion of identity in the present case is a
principle that determines the identity or difference of the complex concepts expressed
by different sentences (or predicates or descriptive names) in terms of some known rela-
tion between the sentences (complex expressions) themselves. An example would be the
principle that two sentences express the same proposition if and only if they are logi-
cally equivalent; in our example, that is, they have the same truth-value necessarily, or
on logical grounds alone.

We have already explained that a function of numbers is a correlation of a certain
kind. Thus, square or squaring is said to be a function from numbers to numbers. In
general, any correlation between the things in two collections is called a function.
Generally, a function is just any conceivable correlation between the things in one col-
lection and the things in another (or, possibly, the same) collection; it is allowed that two
or more things in the first collection be correlated with the same thing in the second.
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A name of a function has both a sense and (in general) a denotation. The sense
is therefore a concept of the function denoted by that name. For example the
expression “The squaring function” denotes the function that takes each number into
its square and it has as its sense what is conveyed by “x2.” The combination of a name
of a function with the name of something to which the function is applied (an
argument of the function) will also have a sense: a complex sense involving the sense of
the function name and the sense of the name of the entity to which the function is
being applied.

The importance of this idea appears in the observation that any complex expression
may be construed as being built up from a function expression, together with expres-
sions for one or more arguments to which the function is applied.

Now let us write “A(X,Y)” to mean that X is a concept of Y. The axioms which Church
took to govern the delta-relation are:

(C1) ForeveryX,Y, and Z, if A(X,Y) and A(X,Z), thenY =Z.

(C2) For every F and F,, if A(F,,F), then for every X and X, if A(X;,X), then
A(F,X,,FX).

(C3) ForeveryF andF,, if for every X and X, A(X,X,) implies that A(F,X,,FX), then
A(F,,F).

(C1) says that anything which is a concept of something is a concept of exactly one
thing. In (C2) and (C3), F is any function and FX is the result of applying that function
to an argument X; that is, FX is the entity which is correlated with X by the function.
Where F, and X, are concepts, we have just written “F,X;” for the complex concept that
results when the concept F, is combined with the concept X;. In these terms, (C2)
amounts to the claim that if an expression denoting a function is combined with an
expression denoting an argument (in some possible language), then the sense of the
complex expression is the result of combining the sense of the function name with the
sense of the argument name.

The proposed axiom (C3) is more problematic. To understand and accept it, one
really must go along with a hypothesis that Church proposes to simplify the logic of the
system. Church assumes that a concept of a function can be taken to be a function from con-
cepts to concepts. This is fine for axiom (C2), which is then just understood in such a way
that combining a concept of a function with a concept of an argument is nothing more
than applying a certain kind of function to a certain kind of argument. But axiom (C3)
is much bolder. It amounts to the claim that any function from concepts to concepts
satisfying a certain condition is a concept of a certain function. It says: if a function
applied to a concept of an argument always yields a concept of the output of some func-
tion applied to the argument thus concepted, then the function (from concepts to con-
cepts) is a concept of the function from objects to objects.

This axiom leads to various difficulties, which cannot be explained here (see
Anderson 1998). It is fair to say that even the basic principles of intensio