Encyclopedia of

EDUCATIONAL
PSYCHOLOGY

i\tl)léoifi J. Salkind VOLUMES1&2



Encyclopedia of

EDUCATIONAL
PSYCHOLOGY



Encyclopedia of

EDUCATIONAL
PSYCHOLOGY

EDITOR

Neil J. Salkind

UNIVERSITY OF KANSAS

MANAGING EDITOR
Kristin Rasmussen

UNIVERSITY OF KANSAS

A SAGE Reference Publication

@ SAGE Publications
Los Angeles o London e New Delhi e Singapore



Copyright © 2008 by SAGE Publications, Inc.

All rights reserved. No part of this book may be reproduced or utilized in any form or by any means, electronic or mechanical, including
photocopying, recording, or by any information storage and retrieval system, without permission in writing from the publisher.

For information:

SAGE Publications, Inc.

@ 2455 Teller Road
Thousand Oaks, California 91320
E-mail: order@sagepub.com

SAGE Publications Ltd.
1 Oliver’s Yard

55 City Road

London EC1Y 1SP
United Kingdom

SAGE Publications India Pvt. Ltd.

B 1/I 1 Mohan Cooperative Industrial Area
Mathura Road, New Delhi 110 044

India

SAGE Publications Asia-Pacific Pte. Ltd.
33 Pekin Street #02-01

Far East Square

Singapore 048763

Printed in the United States of America.
Library of Congress Cataloging-in-Publication Data

Encyclopedia of educational psychology/editor, Neil J. Salkind.
p. cm.
Includes bibliographical references and index.
ISBN 978-1-4129-1688-2 (cloth)
1. Educational psychology—Encyclopedias. 1. Salkind, Neil J.

LB1050.9.E63 2008
370.1503—dc22 2007029846

This book is printed on acid-free paper.

08 09 10 11 12 10 9 8 7 6 5 4 3 2 1

Publisher: Rolf A. Janke

Acquisitions Editor: Diane McDaniel

Developmental Editors: Diana Axelsen, Carole Maurer
Reference Systems Manager: Leticia Gutierrez

Production Editor: Kate Schroeder

Copy Editors: Colleen B. Brennan, Liann Lech
Typesetter: C&M Digitals (P) Ltd.
Proofreaders: Anne Rogers, Penny Sippel
Indexer: Julie Grayson

Cover Designer: Janet Foulger

Marketing Manager: Amberlyn Erzinger



Contents

List of Entries vii
Reader’s Guide xi
About the Editor xvii
Contributors  xviii

Introduction xxix

Entries

Volume 1: A—H
1-498
Volume 2: [-Z
4991022

Index [I-1-1-70



List of Entries

Abstinence Education

Acceleration

Acculturation

Adult Learning

Affective Development. See Attachment
African Americans

Aggression

Alternative Academic Assessment
American Educational Research Association
American Indians and Alaska Natives
Androgyny

Anxiety

Applied Behavior Analysis

Aptitude

Aptitude Tests

Asian Americans

Assessment

Assistive Technology

Athletics

Attachment

Attachment Disorder

Attention Deficit Hyperactivity Disorder
Autism Spectrum Disorders

Aversive Stimuli

Behavior Disorders

Behavior Modification

Bell Curve

Bilingual Education

Bilingualism

Bloom’s Taxonomy of Educational Objectives
Brain-Relevant Education

Bullying

Calculator Use
Case Studies

Certification

Charter Schools

Cheating

Child Abuse

Classical Conditioning

Cliques

Cognitive and Cultural Styles
Cognitive Behavior Modification
Cognitive Development and School Readiness
Cognitive View of Learning
Communication Disorders
Competition

Conduct Disorders

Confidence Interval

Conflict

Conservation

Constructivism

Contingency Contracts
Continuity and Discontinuity in Learning
Cooperative Learning
Correlation

Creativity

Criterion-Referenced Testing
Cross-Sectional Research
Crystallized Intelligence
Cultural Deficit Model

Cultural Diversity

Culture

Curriculum Development

Deductive Reasoning

Descriptive Statistics

Diagnostic and Statistical Manual of Mental
Disorders

Direct Instruction

Disabilities

Vi



Viii Encyclopedia of Educational Psychology

Discipline
Discovery Learning
Discrimination
Distance Learning
Divergent Thinking
Diversity

Divorce

Domestic Violence
Drug Abuse
Dynamical Systems
Dyslexia

Early Child Care and Education

Early Intervention Programs

Eating Disorders

Educational Technology

Effective Teaching, Characteristics of

Egocentrism

Emotional Development

Emotional Intelligence

Emotion and Memory

Empathy

English as a Second Language

Episodic Memory

Equilibration

Erikson’s Theory of
Psychosocial Development

Essay Tests

Ethics and Research

Ethnicity and Race

Ethnography

Evaluation

Experimental Design

Expert Teachers

Explicit Memory

Explicit Teaching

External Validity

Extracurricular Activities

Failure, Effects of

Family Influences

Field Experiments

Field Independence—Field Dependence
Flashbulb Memories, The Nature of
Fluid Intelligence

Frequency Distribution

Friendship

Gangs

Gender

Gender Bias

Gender Differences
Gender Identity
Generalizability Theory
Gifted and Talented Students
Goals

Grade-Equivalent Scores
Grade Retention
Grading

Habituation

Halo Effect

Head Start

High-Stakes Testing

Hispanic Americans

HIV/AIDS

Home Education

Home Environment and Academic Intrinsic
Motivation

Homeless Families

Homework

Identity Development

Immigration

Inclusion

Individual Differences

Individualized Education Program
Individuals with Disabilities Education Act
Inductive Reasoning

Inferential Statistics

Institutional Review Boards

Instructional Objectives

Intelligence and Intellectual Development
Intelligence Quotient (IQ)

Intelligence Tests

Internal Validity

Intrinsic Versus Extrinsic Motivation

Kohlberg’s Stages of Moral Development

Language Disorders

Latinos. See Hispanic Americans
Learned Helplessness

Learning

Learning Communities



List of Entries

Learning Disabilities
Learning Objectives
Learning Strategies
Learning Style

Least Restrictive Placement
Lifelong Learning

Literacy

Longitudinal Research
Long-Term Memory

Mainstreaming
Malnutrition and Development

Maslow’s Hierarchy of Basic Needs

Maturation

Mean

Measurement

Measurement of Cognitive
Development

Media Literacy

Median

Memory

Mental Age

Mental Health Care in Schools

Mental Retardation

Meta-Analysis

Metacognition and Learning

Mnemonics

Mode

Montessori Schools

Moral Development

Motivation

Motivation and Emotion

Motor Development

Multicultural Classrooms

Multicultural Education

Multiple-Choice Tests

Multiple Intelligences

Myelination

National Assessment of
Educational Progress

National Center for Education Statistics

Naturalistic Observation
Neuroscience

No Child Left Behind
Normal Curve
Norm-Referenced Tests

Obesity

Object Permanence
Observational Learning
Older Learners
Operant Conditioning

Parental Expectations

Parenting

Parenting Styles

Parent—Teacher Conferences
Peer-Assisted Learning

Peer Influences

Percentile Rank

Perceptual Development
Personality Tests

Personalized System of Instruction
Phonics

Physical Development

Piaget’s Theory of Cognitive Development
Poverty

PRAXIS™

Precision Teaching

Premack Principle

Private Speech

Psychoanalytic Theory
Psychosocial Development

Qualitative Research Methods
Quantitative Research Methods

Random Sample

Reading Comprehension Strategies
Reciprocal Determinism
Regression

Reinforcement

Reliability

Risk Factors and Development
Rosenthal Effect

Rubrics

Scaffolding

Schemas

School Counseling

School Design

School Readiness

School Resources

School Violence and Disruption



X Encyclopedia of Educational Psychology

Scientific Method
Self-Determination
Self-Efficacy
Self-Esteem
Sex Education
Sexual Orientation
Shaping
Short-Term Memory
Single Versus Coed
Gender Education
Social Class and Classism
Social Development
Social Learning Theory
Special Education
Speech Disorders
Spelling
Standard Deviation and Variance
Standardized Tests
Standard Scores
Stanford-Binet Test
Stanine Scores
Statistical Significance
Stereotypes
Stimulus Control

Students’ Rights
Suicide

T Scores

Teaching Strategies

Test Anxiety

Testing

Theory of Mind

Time-Out

Token Reinforcement Programs
Tracking

Triarchic Theory of Intelligence

Validity

Vicarious Reinforcement
Virtual Schools
Vocational Education
Vouchers

Vygotsky’s Cultural-Historical Theory

of Development
Working Memory

Zone of Proximal Development



Reader’s Guide

This list is provided to assist readers in locating entries on related topics. Some entry titles appear in more than

one category.

Classroom Achievement

Acceleration

Alternative Academic Assessment

Bell Curve

Direct Instruction

Educational Technology

Failure, Effects of

Gifted and Talented Students

Goals

Grade Retention

Grading

Halo Effect

Home Environment and Academic
Intrinsic Motivation

Homework

Intelligence and Intellectual Development

Intelligence Quotient (IQ)

Intelligence Tests

Literacy

Media Literacy

Parental Expectations

Personalized System of Instruction

Precision Teaching

Reading Comprehension Strategies

Rubrics

Spelling

Test Anxiety

Classroom Management

Calculator Use
Cheating

Contingency Contracts
Cooperative Learning
Curriculum Development
Discovery Learning

Distance Learning

Early Intervention Programs
Educational Technology
Effective Teaching, Characteristics of
Mainstreaming

Montessori Schools

School Design

School Resources

Students’ Rights

Time-Out

Token Reinforcement Programs
Virtual Schools

Vocational Education

Cognitive Development

Cognitive Development and School Readiness
Conservation

Deductive Reasoning

Egocentrism

Equilibration

Field Independence—Field Dependence
Flashbulb Memories, The Nature of
Inductive Reasoning

Intelligence and Intellectual Development
Literacy

Long-Term Memory

Measurement and Cognitive Development

Xi



Xii Encyclopedia of Educational Psychology

Metacognition and Learning

Moral Development

Motivation and Emotion

Object Permanence

Perceptual Development

Piaget’s Theory of Cognitive Development

Schemas

Short-Term Memory

Spelling

Vygotsky’s Cultural-Historical Theory
of Development

Zone of Proximal Development

Ethnicity, Race, and Culture

African Americans
American Indians and Alaska Natives
Asian Americans
Bilingual Education
Bilingualism
Communication Disorders
Cultural Deficit Model
Cultural Diversity

Culture

Diversity

Ethnicity and Race

Head Start

Hispanic Americans
Identity Development
Immigration

Multicultural Classrooms
Multicultural Education

Families

Child Abuse

Conflict

Divorce

Domestic Violence

Early Child Care and Education

Family Influences

Home Education

Homeless Families

Intelligence and Intellectual
Development

Parenting

Parenting Styles
Parent—Teacher Conferences

Gender and Gender Development

Androgyny

Gender

Gender Bias

Gender Differences

Gender Identity

Identity Development

Sexual Orientation

Single Versus Coed Gender Education

Health and Well-Being

Abstinence Education

Attention Deficit Hyperactivity Disorder

Athletics

Autism Spectrum Disorders

Behavior Disorders

Brain-Relevant Education

Communication Disorders

Conduct Disorders

Diagnostic and Statistical Manual of
Mental Disorders

Disabilities

Drug Abuse

Dyslexia

Eating Disorders

Extracurricular Activities

HIV/AIDS

Learning Disabilities

Malnutrition and Development

Mental Health Care in Schools

Mental Retardation

Obesity

School Counseling

Sex Education

Special Education

Suicide

Human Development

Acculturation
Aggression



Reader’s Guide

Xiii

Androgyny

Anxiety

Aptitude

Athletics

Attachment

Attachment Disorder
Autism Spectrum Disorders
Behavior Disorders
Creativity

Early Intervention Programs
Egocentrism

Emotional Development
Emotion and Memory
Empathy

Equilibration

Erikson’s Theory of Psychosocial Development

Extracurricular Activities

Friendship

Gifted and Talented Students

Head Start

Identity Development

Individual Differences

Individuals with Disabilities Education Act
Intelligence and Intellectual Development
Intrinsic Versus Extrinsic Motivation
Kohlberg’s Stages of Moral Development
Mainstreaming

Maslow’s Hierarchy of Basic Needs
Maturation

Mental Retardation

Metacognition and Learning

Moral Development

Motivation

Motivation and Emotion

Motor Development

Myelination

Neuroscience

Peer Influences

Perceptual Development

Physical Development

Piaget’s Theory of Cognitive Development
Risk Factors and Development

School Violence and Disruption
Self-Determination

Self-Efficacy

Self-Esteem

Special Education

Test Anxiety

Vygotsky’s Cultural-Historical
Theory of Development

Intelligence and
Intellectual Development

Crystallized Intelligence

Emotional Intelligence

Fluid Intelligence

Intelligence and Intellectual Development
Intelligence Quotient (IQ)

Intelligence Tests

Multiple Intelligences

Perceptual Development

Stanford—Binet Test

Triarchic Theory of Intelligence

Language Development

Bilingual Education
Bilingualism

Communication Disorders
English as a Second Language
Language Disorders

Phonics

Private Speech

Speech Disorders

Learning and Memory

Adult Learning
Assistive Technology
Aversive Stimuli
Behavior Modification

Bloom’s Taxonomy of Educational Objectives

Brain-Relevant Education
Classical Conditioning
Cognitive and Cultural Styles
Cognitive View of Learning
Cooperative Learning
Discovery Learning
Discrimination

Distance Learning

Divergent Thinking



Xiv Encyclopedia of Educational Psychology

Educational Technology
Emotion and Memory
Episodic Memory

Explicit Memory

Flashbulb Memories, The Nature of
Habituation

Intrinsic Versus Extrinsic Motivation
Learning

Learning Communities
Learning Disabilities
Learning Strategies
Learning Style

Lifelong Learning
Long-Term Memory
Malnutrition and Development
Maturation

Memory

Metacognition and Learning
Mnemonics

Motivation and Emotion
Observational Learning
Older Learners

Operant Conditioning
Peer-Assisted Learning
Perceptual Development
Premack Principle
Reinforcement

Rosenthal Effect

Shaping

Short-Term Memory

Social Learning Theory
Stimulus Control

Working Memory

Organizations

American Educational Research Association
National Assessment of Educational Progress
National Center for Education Statistics

Peers and Peer Influences

Athletics

Behavior Disorders
Bullying

Cheating

Cliques

Competition

Cooperative Learning
Culture

Discipline

Diversity

Drug Abuse

Eating Disorders
Extracurricular Activities
Friendship

Gangs

Gender Differences
Inclusion

Mainstreaming
Multicultural Education
Peer-Assisted Learning
School Violence and Disruption

Public Policy

Abstinence Education

Assistive Technology

Bilingual Education

Charter Schools

Child Abuse

Early Child Care and Education
English as a Second Language
Ethics and Research

Gangs

Grade Retention

Head Start

High-Stakes Testing

Home Education

Immigration

Inclusion

Individualized Education Program

Individuals with Disabilities Education Act

Institutional Review Boards
Intelligence Tests

Least Restrictive Placement
Mainstreaming

No Child Left Behind
Poverty

School Design

School Violence and Disruption
Sex Education

Special Education
Students’ Rights



Reader’s Guide

XV

Testing
Tracking
Vouchers

Research Methods and Statistics

Case Studies

Confidence Interval
Correlation
Cross-Sectional Research
Descriptive Statistics
Ethics and Research
Ethnography
Experimental Design
External Validity

Field Experiments
Frequency Distribution
Generalizability Theory
Inferential Statistics
Internal Validity
Longitudinal Research
Mean

Median

Meta-Analysis

Mode

Naturalistic Observation
Normal Curve

Percentile Rank
Qualitative Research Methods
Quantitative Research Methods
Random Sample
Regression

Scientific Method
Standard Deviation and Variance
Standard Scores

Stanine Scores

Statistical Significance

T Scores

Social Development
Acculturation

Bullying

Cliques

Erikson’s Theory of Psychosocial Development

Learned Helplessness
Peer Influences

Self-Determination
Self-Efficacy

Self-Esteem

Social Class and Classism
Social Development
Stereotypes

Teaching

Aptitude Tests
Constructivism

Contingency Contracts
Criterion-Referenced Testing
Curriculum Development
Direct Instruction
Educational Technology
Effective Teaching, Characteristics of
Emotion and Memory
English as a Second Language
Evaluation

Expert Teachers

Explicit Teaching

Goals

Grade-Equivalent Scores
Grade Retention

Grading

Home Education

Homework

Instructional Objectives
Learning Objectives
Parent—Teacher Conferences
Personalized System of Instruction
PRAXIS™

Precision Teaching

Rubrics

Scaffolding

School Readiness

Sex Education

Students’ Rights

Teaching Strategies
Tracking

Testing, Measurement, and Evaluation

Acceleration
Alternative Academic Assessment
Aptitude Tests



XVi Encyclopedia of Educational Psychology

Assessment
Bell Curve
Certification

Criterion-Referenced Testing

Essay Tests

Evaluation

External Validity

Generalizability Theory

Grade-Equivalent Scores

Grade Retention

Grading

High-Stakes Testing

Intelligence Tests

Measurement

Measurement of Cognitive
Development

Mental Age

Multiple-Choice Tests

Norm-Referenced Tests

Percentile Rank

Personality Tests

Reliability

Rubrics

Standardized Tests

Stanford-Binet Test

Test Anxiety

Testing

Validity

Theory

Applied Behavior Analysis

Behavior Modification

Bloom’s Taxonomy of Educational Objectives
Classical Conditioning

Cognitive Behavior Modification
Cognitive View of Learning
Constructivism

Continuity and Discontinuity in Learning
Cultural Deficit Model

Dynamical Systems

Erikson’s Theory of Psychosocial Development
Generalizability Theory

Kohlberg’s Stages of Moral Development
Learned Helplessness

Maslow’s Hierarchy of Basic Needs
Neuroscience

Piaget’s Theory of Cognitive Development
Premack Principle

Psychoanalytic Theory

Psychosocial Development

Reciprocal Determinism

Rosenthal Effect

Schemas

Social Learning Theory

Theory of Mind

Vicarious Reinforcement



About the Editor

Neil J. Salkind received his Ph.D. from the University  Statistics (Sage), Exploring Research and Theories of
of Maryland in Human Development and has been = Human Development (Sage), and Exploring Research
a faculty member at the University of Kansas for  (Prentice Hall). He was editor of Child Development
34 years. He has given more than 125 presentations  Abstracts and Bibliography for 13 years and lives in
and is the author of several college-level textbooks, Lawrence, Kansas.

including Statistics for People Who Think They Hate

Xvii



Contributors

Jane L. Abraham
Virginia Tech

Taylor W. Acee
University of Texas at Austin

Gerald R. Adams
University of Guelph

Tufan Adiguzel
Texas A&M University

Lin-Miao L. Agler
University of Southern Mississippi, Gulf Coast

William T. Akers
Aurora University

Michael P. Alfano
University of Connecticut

Benjamin Allen
National Head Start Association

Shannon Altenhofen
Colorado State University

Virginia Johnson Anderson
Towson University

Gabriel Aquino
Skidmore College

Jason Arndt
Middlebury College

Leah M. Rouse Arndt
University of Wisconsin—Milwaukee

Tiffany Lynnette Arrington
University of Kansas

Elise M. Arruda
Claremont Graduate University

Christine Ashby
Syracuse University

David J. Atencio
University of New Mexico

Margarita Azmitia
University of California, Santa Cruz

Jennifer Baggerly
University of South Florida

Melinda E. Baham
Arizona State University

William M. Bart
University of Minnesota

Anne S. Beauchamp
University of Kansas

Robinder P. Bedi
University of Victoria

Ronald A. Beghetto
University of Oregon

Xviii



Contributors

XiX

Janine Bempechat
Wheelock College

Joyce Benenson
Emmanuel College

Aaron S. Benjamin
University of Illinois at Urbana—Champaign

Eric R. Benson
University of Kansas

Nick Benson

Florida International University

Margit I. Berman
University of Minnesota

Tiffany Berry
Claremont Graduate University

Maximilian B. Bibok
Simon Fraser University

Douglas Biklen
Syracuse University

Zeynep Biringen
Colorado State University

Clancy Blair
Pennsylvania State University

Tracie L. Blumentritt
University of Wisconsin—La Crosse

Sara Bolt
Michigan State University

Trevor G. Bond
Hong Kong Institute of Education

Gary Borich
University of Texas at Austin

Gary Boyd
Concordia University

Jean A. Boyer
Temple University

Jeffery P. Braden
North Carolina State University

Laurie Brady
University of Technology, Sydney

Sanford L. Braver
Arizona State University

Natalie H. Brito
College of William & Mary

Ralph G. Brockett
University of Tennessee

Aaron M. Brower
University of Wisconsin—Madison

Carole W. Brown
Catholic University of America

Scott W. Brown
University of Connecticut

Penny L. Burge
Virginia Tech

Joshua A. Burk
College of William & Mary

James P. Byrnes
Temple University

Judy Cameron
University of Alberta

Miguel Angel Cano
Texas A&M University



XX Encyclopedia of Educational Psychology

Noel A. Card
University of Arizona

Saul Carliner
Concordia University

Carolyn L. Carlson
University of Kansas

John S. Carlson
Michigan State University

Jeremy I. M. Carpendale
Simon Fraser University

Linda Bryant Caviness
La Sierra University

Tam Chandler
Fielding Graduate University

Carol A. Chapelle
lowa State University

Zhe Chen
University of California, Davis

Theodore James Christ
University of Minnesota

Tracy Thorndike Christ
Western Washington University

Cathleen Clerkin

University of California, Berkeley

Jill S. M. Coleman
Ball State University

Sarah C. Conklin
Northern Illinois University

Benjamin A. Converse
University of Chicago

Kelly J. Copeland
Missouri State University

Susan R. Copeland
University of New Mexico

Jacqueline Cossentino
University of Maryland

Nelson Cowan
University of Missouri

Lisa W. Coyne
Suffolk University

Jean B. Crockett
University of Florida

David Yun Dai
University at Albany,
State University of New York

Matthew J. Davis
Texas A&M University

Brooke Davy
Colorado State University

Edward L. Deci
University of Rochester

Ester Johanna de Jong
University of Florida

Gypsy M. Denzine
Northern Arizona University

Tracey M. Derwing
University of Alberta

Martin John Doherty
University of Stirling

John W. Donahoe
University of Massachusetts

Michelle A. Drefs
University of Calgary

R. F. Drewett
Durham University



Contributors

XXi

Carlton T. Duff
University of Victoria

Martha Dunkelberger
University of Houston

Donna Dunning
University of Victoria

Tina D. Du Rocher Schudlich
Western Washington University

John Warren Eagle
University of Kansas

J. Mark Eddy
Oregon Social Learning Center

Andrew J. Elliot
University of Rochester

Charles H. Elliott
Fielding Graduate University

Nicholas Epley
University of Chicago

Norma D. Feshbach
University of California, Los Angeles

Kimberly Filer
Virginia Tech

Susan Finley
Washington State University

Catherine A. Fiorello
Temple University

Jack M. Fletcher
University of Houston

Jocelyn R. Folk
Kent State University

Sean Alan Forbes
Auburn University

Mary E. Fowles
Educational Testing Service

Jennifer A. Fredricks
Connecticut College

Nanette S. Fritschmann
Lehigh University

Perry N. Fuchs
University of Texas at Arlington

Gilles E. Gignac
University of Western Australia

Jennie K. Gill
University of Victoria

Lisa M. Given
University of Alberta

Mead Goedert
Wayne State University

Ernest T. Goetz
Texas A&M University

Jorge E. Gonzalez
Texas A&M University

Joel B. Goodin
Florida State University

Mileidis Gort
University of Miami

Adele Eskeles Gottfried
California State University, Northridge

Taylor Grant
Colorado State University

Scott L. Graves, Jr.
Bowling Green State University

M. E. Gredler
University of South Carolina



XXii Encyclopedia of Educational Psychology

Donald P. Green
Yale University

Vanessa A. Green
University of Tasmania

Michael Guilbault
Howard University

Tracy Hack
Butler County Community College

Paul John Hager
University of Technology, Sydney

Laura S. Hamilton
RAND Corporation

Frederick D. Harper
Howard University

Vincent J. Harper
University of Oklahoma

Paula Hartman
University of Texas at Austin

S. Alexander Haslam
University of Exeter

Billy Hawkins
University of Georgia

Felicity Ann Haynes
University of Western Australia

Elizabeth V. Heath
Allegheny County Public Schools

Larisa Heiphetz
Pennsylvania State University

Jovan Hernandez
University of lowa

Deneil Hill
Colorado State University

Edward Raymond Hirt
Indiana University

Renee Hobbs
Temple University

Susan D. Holloway
University of California, Berkeley

Donald Homa
Arizona State University

Saa Hoon Hong
University of Minnesota

Ryan Honomichl
University of California, Davis

Richard E. Hult
University of South Carolina

Matthew Huss
Creighton University

Royce A. Hutson
Wayne State University

Doyna Illmer
Catholic University of America

Karen Kurotsuchi Inkelas
University of Maryland

Lori Jackson
Georgia State University

Danielle Johnson
University of Kansas

Kent Johnson
Morningside Academy

Paula Johnson
Western Washington University

Tricia S. Jones
Temple University



Contributors

XXiii

Diana Joyce
University of Florida

Debra M. Hernandez Jozefowicz-Simbeni
Wayne State University

Charles Kalish
University of Wisconsin—Madison

Michael L. Kamil
Stanford University

James S. Kaminsky
Auburn University

Kentaro Kato
University of Minnesota

Alan E. Kazdin
Yale University

Karl Kelley
North Central College

Sean Kelly
University of Notre Dame

John J. Ketterer
Jacksonville State University

Christopher B. Keys
DePaul University

Edward “Skip” Kifer
University of Louisville

Kerri Lynn Kim
University of Kansas

Neal Kingston
University of Kansas

David M. Klieger
University of Minnesota

Barbara Korth
Indiana University

S. Kathleen Krach
University of Nevada, Las Vegas

Michael W. Kramer
University of Missouri

Marie Kraska
Auburn University

Bill Kring
Educational Service District 112

Rachael Elizabeth Kroening
Missouri State University

Nathan R. Kuncel
University of Minnesota

Paul G. LaCava
University of Kansas

Jeffrey A. Lackney
School Design Research Studio, University
of Wisconsin—Madison

Martha J. Larkin
University of West Georgia

Philip J. Lazarus
Florida International University

Jorja Leap
University of California,
Los Angeles

Jacqueline P. Leighton
University of Alberta

Rosalind Levacic
University of London

Chantal Levesque
Missouri State University



XXiv Encyclopedia of Educational Psychology

Michael K. Lindell
Texas A&M University

Eric W. Lindsey

Pennsylvania State University, Berks

Louis G. Lippman
Western Washington University

William Ming Liu
University of lowa

Lailei Lou
University at Albany,
State University of New York

Patricia A. Lowe
University of Kansas

Ruth Luckasson
University of New Mexico

Ronald A. Madle
Pennsylvania State University

Joseph P. Magliano
Northern Illinois University

John Malouff
University of New England

James E. Martin
University of Oklahoma

Joan M. Martin
University of Victoria

Patricia G. Mathes
Southern Methodist University

Matthew Jared Mayer
Rutgers University

Michael E. McCarty
Texas Tech University

Katherine E. McDonald
Portland State University

Adriana G. McEachern
Florida International University

Kara E. McGoey
Dugquesne University

Robyn McKay
University of Kansas

John E. McKenna
St. Francis Xavier University

Robert F. McMorris
University at Albany,
State University of New York

Guy R. McPherson
University of Arizona

Frances K. McSweeney
Washington State University

Michael H. McVey
Eastern Michigan University

Chris S. Meiers
University of Kansas

Noorfarah Merali
University of Alberta

Peter Merrotsy
University of New England

Darcy Miller
Washington State University

Jeremy K. Miller
Willamette University

Joyce E. Miller
Texas A&M University

M. David Miller
University of Florida

Claudia L. Moreno
Rutgers University



Contributors

XXV

Gale M. Morrison
University of California, Santa Barbara

Margaret Moustafa
California State University, Los Angeles

Ulrich Miiller
University of Victoria

Karen D. Multon
University of Kansas

Eric S. Murphy
University of Alaska, Anchorage

Angela K. Murray
University of Kansas

Shannon Myrick
Portland State University

Stacey Neuharth-Pritchett
University of Georgia

Christopher R. Niileksela
University of Kansas

David P. O’Brien
Baruch College and the Graduate Center,
City University of New York

Nora V. Odendahl
Educational Testing Service

Jessica Oeth
University of Kansas

Corrie Orthober
Bellarmine University

Lora E. Park
University at Buffalo,
State University of New York

Carol S. Parke
Duquesne University

Kay T. Payne
Howard University

Nanette L. Perrin
Community Living Opportunities,
Early Child Autism Program

Paul J. Perry
Northern Illinois University

David P. Peterson
3M Company

Gail B. Peterson
University of Minnesota

Michael Petkovich
Independent Consultant

Andy V. Pham
Michigan State University

W. David Pierce
University of Alberta

Jonathan A. Plucker
Indiana University

Richard S. Prawat
Michigan State University

Olga Acosta Price
George Washington University

Shirley Mary Pyon
University of North Carolina at Chapel Hill

Patricia D. Quijada
University of Texas, San Antonio

Audrey M. Quinlan
Seton Hill University

Jennifer M. Raad
University of Kansas

Manuel Ramirez, III
University of Texas at Austin



XXVi Encyclopedia of Educational Psychology

Camille J. Randall
University of Kansas

Abha S. Rao
University of Arizona

Kristin Rasmussen
University of Kansas

Andrew D. Reichert
Texas A&M University

Timothy Scott Reilly
Indiana University

Matthew Reysen
University of Mississippi

Kristin Rezzetano
Duguesne University

Ofelia Ribiero
Concordia University

Sally Rooke
University of New England

Robert Rosenthal
University of California, Riverside

Paula Rothermel
University of Durham

Donald H. Saklofske
University of Calgary

Neil J. Salkind
University of Kansas

Herbert D. Saltzstein
City University of New York

Robin Schader
University of Connecticut

Joel D. Schudlich
Indiana University

Joneen M. Schuster
University of North Carolina at Chapel Hill

Sarah Scullin

University of Minnesota

Richard J. Shavelson
Stanford University

Sarah E. Shea
Suffolk University

Noel Sheehy
Liverpool John Moors University

David J. Sheskin
Western Connecticut State University

Natalie M. Siegel
University of North Carolina at Chapel Hill

Richard L. Simpson
University of Kansas

Nicole Skaar
University of Minnesota

Elizabeth Skarakis-Doyle
University of Western Ontario

David Slavit
Washington State University, Vancouver

Denise Soares
Texas A&M University

Wakako Sogo
University of North Carolina at Chapel Hill

Emily J. Solari
Lehigh University



Contributors

XXVii

Matthew Soldner
University of Maryland

Rachel Milstein Sondheimer
United States Military Academy

Samuel Y. Song
University of North Carolina at Chapel Hill

Caile E. Spear
Boise State University

Jason M. Stephens
University of Connecticut

Robert J. Sternberg
Tufts University

Robert J. Stevens
Pennsylvania State University

William T. Stokes
Lesley University

Heather Stopp
Claremont Graduate University

Elizabeth M. Street
Central Washington University

Hoi K. Suen
Pennsylvania State University

Daniel Suitor
University of Kansas

Xiaoyuan Tan
University at Albany,
State University of New York

Sophia Tani-Prado
Texas A&M University

Rebecca J. Thompson
Temple University

Robert M. Thorndike
Western Washington University

Mary Ellen Tillotson
Rhode Island College

Keith Topping
University of Dundee

Jeannine E. Turner
Florida State University

Amanda M. VanDerHeyden
University of California, Santa Barbara

Peggy N. Van Meter
Pennsylvania State University

Kimberly J. Vannest
Texas A&M University

Theresa K. Vescio
Pennsylvania State University

Peter M. Vishton
College of William & Mary

Nagalapura S. Viswanath
West Texas A&M University

John Walsh
University of Victoria

Noreen M. Webb
University of California, Los Angeles

Claire Ellen Weinstein
University of Texas at Austin

Stanley Jerome Weiss
American University

Greg W. Welch
University of Kansas



XXViii Encyclopedia of Educational Psychology

William Wiener
Marquette University

Terry M. Wildman
Virginia Tech

Terrinieka T. Williams
DePaul University

James E. Witte
Auburn University

Frank C. Worrell
University of California, Berkeley

Yoko Yamamoto
University of California, Berkeley

Zheng Yan
University at Albany,
State University of New York

Mitchell Yell
University of South Carolina

Shu-Chin Yen
University of Kansas

Karen M. Zabrucky
Georgia State University

Ista Zahn
University of Rochester



Introduction

Educational psychology is a special field of endeavor
because it strives to apply what is known about many
different disciplines to the broad process of education.
In the most general terms, you can expect to find top-
ics in this area that fall into the categories of human
learning and development (across the life span), moti-
vation, measurement and statistics, and curriculum
and teaching. More specifically, the educational psy-
chologist studies such topics as aggression, the rela-
tionship between poverty and achievement in schools,
lifelong learning, quantitative methods, and emerging
adulthood. Educational psychology is truly a diverse
and fascinating field of study and unlike other social
and behavioral sciences. Its significance for applica-
tion to the real needs of both children and adults
cannot be overestimated.

The importance of all these topics is not limited to
the college classroom or academic lecture circuit.
Rather, the ability to understand complex issues such
as vouchers, early intervention, inclusion, cultural
diversity, and the role of athletics in the schools (to
mention only a few examples) carries important
implications for public policy decisions. The encyclo-
pedia you have in your hands includes some technical
topics related to educational psychology, but for the
most part, it focuses on those topics that evoke the
interest of the everyday reader.

Although there are hundreds of books about differ-
ent topics in education and educational psychology
and there are thousands of university and private
researchers pursuing more information about these
topics, most of the available information tends to
be found in scholarly books and scholarly journal
articles—usually out of the reach of the everyday per-
son. In fact, there are few comprehensive overviews of
the field of educational psychology, and the purpose
of this multivolume Encyclopedia of Educational
Psychology is to share this information in a way that

is, above all, informative without being overly techni-
cal or intimidating.

Through more than 275 contributions, experts pro-
vide overviews and explanations of the major topics in
the field of educational psychology.

How were these topics selected to be included in
this encyclopedia? The underlying rationale for topic
selection and presentation comes from the need to
share subjects that are rich, diverse, and deserving of
closer inspection with an educated reader who may be
uninformed about educational psychology. Within
these pages, the contributors and I provide the
overview and the detail that we feel is necessary to
become well acquainted with topics that fairly repre-
sent the entire field.

Like many encyclopedias, the Encyclopedia of
Educational Psychology is organized in alphabetical
order, from A through Z. However, there are particular
themes under which the information and the entries
could be organized conceptually. These themes, or
major topic areas, constitute the Reader’s Guide, which
appears on page xi. Categories such as Classroom
Management; Ethnicity, Race, and Culture; Families;
Intelligence and Intellectual Development; Learning
and Memory; and Peers and Peer Influences are only a
few that help organize the entire set of contributions.

The Process

Sage developmental editors Diana Axelsen and Carole
Maurer, the encyclopedia’s managing editor Kristin
Rasmussen, and I started the process of compiling all
the entries in the encyclopedia by asking experts in the
general field, as well as the more specific areas (again,
see the Reader’s Guide), what topics they feel should
be included to make a reference work that provides a
general overview of the field. We tried to ensure that
these entries included topics that would be of interest
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to a general readership and not terms that were too
highly technical or too far removed from the interests
of the everyday reader. This list was reviewed and
revised many times, until we felt that it was a compre-
hensive set of topics that best fit the vision for the
encyclopedia.

It was no surprise that this list would be edited and
revised as we worked and as authors were recruited to
write particular entries. Enthusiastic authors would
suggest adding topics that might have been over-
looked as well as removing topics that might have no
appeal. These suggestions were taken into considera-
tion as the final list that forms the A through Z collec-
tion was assembled.

The next step was to assign a length to each entry,
which ranges from 1,000 words for shorter articles
(such as the one on Parent—Teacher Conferences) to
more than 5,000 words for major entries (such as the
one on Literacy). The scope of different entries
varies depending on their importance to the field
and the amount of information we thought impor-
tant to include. In between, there are entries that are
2,000 and 3,000 words in length. Sometimes authors
would request that the length be extended because
they had so much information they wanted to
include and they felt that the limitation on space was
unwarranted. In most cases, it was not a problem to
allow such an extension.

The final step was the identification of authors.
This took place through a variety of mechanisms,
including experts’ recommendations, professional and
personal experiences of both the managing editor and
me, contact with authors of journal articles and books
that focus on a particular area directly related to the
entry, and requests for referrals from other individuals
who are well known in the field. It is a testament to
how deeply these authors are committed to their own
work and to sharing it with others that they gave freely
of their time and advice.

Once authors were identified and invited, and once
they confirmed that they could participate, they were
sent detailed instructions and given a deadline for the
submission of their entry. The results, after editing,
layout, and other production steps, are in your hands.

How to Use This Book

Like a good meal, a book is meant to be fully enjoyed,
and whereas most people believe that encyclopedias

are only used for reference purposes, we hope that this
two-volume encyclopedia is an easy one to sit with
and browse.

A primary goal of creating this set of volumes was
to open up the broad discipline of educational psy-
chology to a wide and general audience. That’s why
you will find topics that are of particular interest to the
general public, such as vouchers, Head Start, divorce,
learning communities, and charter schools.

Take these books, find a comfortable seat in the
library, browse through the topics, and read the ones
that catch your eye. We’re confident that you’ll con-
tinue reading about the field and will use the sugges-
tions for such contained in the Further Readings list
following each entry.

Should you want to find a topic within a particular
area, consult the Reader’s Guide, which organizes
entries within this two-volume set into general cate-
gories. Using this tool, you can quickly move to an area
or a specific topic that you find valuable and of interest.
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When I was a boy of fourteen, my father was so ignorant I could hardly stand to have the old man around.
But when I got to be twenty-one, I was astonished at how much he had learned in seven years.

—Mark Twain, “Old Times on the Mississippi,” Atlantic Monthly, 1874

ABSTINENCE EDUCATION

Abstinence education advocates abstinence as the
100% sure way to prevent pregnancy and the trans-
mission of sexually transmitted diseases (STDs). The
U.S. teen pregnancy rates have been decreasing since
the 1990s, but of all of the developed countries in the
world, the United States still has the highest teen
pregnancy rates. The Centers for Disease Control and
Prevention estimate that approximately 19 million
new STDs occur each year, almost half of them
among young people ages 15 to 24. Teens with STDs
are impacted emotionally and physically, and the
annual medical cost directly attributed to STDs in the
United States is well over $13 billion. Communities
are looking for answers on how to address the com-
plex issues of teen pregnancy and STDs. Abstinence
education is seen as one such answer.

The premise of abstinence education is that absti-
nence is the best choice for youth when it comes to
making sexual decisions. Schools and communities can
decide what type of programming to provide to their
young people. The current federal initiatives are driving
the abstinence-until-marriage initiatives, and anyone
receiving federal funding must adhere to specific guide-
lines. The evaluation of these programs shows some
short-term impacts on attitudes and behavioral intent,

but long-term studies on behavior are mixed. This entry
provides a general overview of sexuality education,
abstinence education, federal funding for abstinence
programming, guidelines for selecting programs, and
evaluation of abstinence programs.

Sexuality and Abstinence Education

Parents are the primary educators of their children.
Some parents may not feel comfortable broaching the
topics with their children, may not have the factual
knowledge to share with their children, or may not
know how to talk to their children in a developmen-
tally appropriate manner. Who else can teach the chil-
dren? The vast majority of children attend public
school, and schools are a logical place to provide
sexuality education. Programming may be taught by
teachers, health educators, nurses, doctors, or other
credentialed professionals. No matter who is teaching
the children, it is important for the school to verify
the accuracy of the curriculum, evaluate the creden-
tials of the provider, and be sure the curriculum meets
with school district policies.

Sexuality education guidelines are typically estab-
lished at the state level and carried out at the local
level. Almost every state mandates sexuality educa-
tion, and some mandate abstinence education. Dis-
tricts and communities may choose from a range of
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programs, from comprehensive sexuality education
programs—which may cover birth control, a range of
sexual behaviors, gender identity, life skills, and anat-
omy and physiology—to abstinence-only-until-marriage
programs, which only discuss sexual activity within
the context of marriage. School districts typically create
policies delineating what type of sexuality education
will be taught in what grades and what topics will be
covered. Most school districts allow students, with
parental permission, to opt out of sexuality education.

Sexuality education has changed from the broader
ranging comprehensive sexuality education in the
1970s to the current, more narrowly focused, federally
funded abstinence-only-until-marriage programs of
the late 1990s and today. The change in program
focus can be attributed to a concern among some par-
ents and communities that comprehensive sexuality
education was teaching students how to have sex or
was sending the mixed message “Do not have sex—
but if you do, be sure to use protection.” Some of the
disfavor arose from not clearly delineating what could
and should be taught in the schools, that is, concerns
over what was developmentally appropriate and what
was the purview of the parent. Some people felt absti-
nence education was a means of establishing moral
purity and strengthening marriage.

Abstinence education proponents support the one
message of abstinence from sex and do not want stu-
dents to receive the mixed message “Yes, remain
abstinent—but if you are not abstinent, then remem-
ber to use birth control.” Many abstinence education
programs do not discuss birth control except to
describe their failure rates. Components of abstinence
education programs can vary, but generally the focus
is on the harm that comes from sexual intercourse and
early sexual involvement. Depending on the school
district, curricula components vary and may or may
not include anatomy and physiology, life skills, com-
munication skills, or refusal skills components.

The curricula are created by a variety of people,
including teachers, school districts, health educators,
faith-based groups, private businesses, or community
members.

Abstinence-plus proponents believe abstinence is
the best choice for young people when it comes to
making decisions about sex. The “plus” in abstinence-
plus often includes life skills components such as goal
setting, life planning, communication, anatomy and
physiology, and information on contraception. The
plus component refers to the ability of the teacher to

answer student questions, provide information about
contraceptives, or possibly refer the student for infor-
mation on contraceptives.

The philosophy of the current abstinence-only-
until-marriage, also known as abstinence-only, pro-
grams is that sexual intercourse and sexual activity
should happen only between a man and woman and
only when they are married. There is no discussion of
contraception except to discuss failure rates, and no
programs may advocate for the use of contraceptives.
Each program adheres to a set of guidelines as estab-
lished by law in 1996. The next section discusses fed-
eral funding of abstinence-only programs and the
program guidelines.

Federal Funding

The first federal funding of abstinence programs was
created in 1981 with the Adolescent Family Life Act
as Title XX of the Public Health Service Act. Accord-
ing to the Office of Adolescent Pregnancy Programs,
the Adolescent Family Life (AFL) program supports
demonstration projects to develop, implement, and
evaluate program interventions to promote abstinence
from sexual activity among adolescents and to provide
comprehensive health care, education, and social
services to pregnant and parenting adolescents. The
program supports two basic types of demonstration
projects: (1) prevention demonstration projects to
develop, test, and use curricula that provide education
and activities designed to encourage adolescents to
postpone sexual activity until marriage; and (2) care
demonstration projects to develop interventions with
pregnant and parenting teens, their infants, male part-
ners, and family members in an effort to ameliorate
the effects of too-early-childbearing for teen parents,
their babies, and their families. The AFL program also
funds grants to support research on the causes and con-
sequences of adolescent premarital sexual relations,
pregnancy, and parenting. The Title XX funds not only
help the teens and families they serve directly, but they
also provide valuable information and evaluation find-
ings that can serve as a basis for future strategies.
Every program that receives AFL grant funds is
required to include an independent evaluation compo-
nent. This ensures that the lessons learned by each
community will benefit others in the future.

In 1996, federal abstinence education programs
narrowed the definitions of abstinence when Section
510(b) of Title V of the Social Security Act,
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P.L. 104-193 was signed into law by President Bill
Clinton. The abstinence-only federal funding was cre-
ated as part of “welfare reform,” or the Temporary
Assistance for Needy Families Act (TANF). This
third funding stream provides grants to states for
abstinence-only-until-marriage programs. The absti-
nence-only-until-marriage educational or motivational
programs must adhere to the following eight criteria
as established by law:

1. Has as its exclusive purpose teaching the social,
psychological, and health gains to be realized by
abstaining from sexual activity

2. Teaches abstinence from sexual activity outside
marriage as the expected standard for all school-
age children

3. Teaches that abstinence from sexual activity is the
only certain way to avoid out-of-wedlock preg-
nancy, sexually transmitted diseases, and other
associated health problems

4. Teaches that a mutually faithful monogamous rela-
tionship in the context of marriage is the expected
standard of sexual activity

5. Teaches that sexual activity outside of the context
of marriage is likely to have harmful psychological
and physical effects

6. Teaches that bearing children out-of-wedlock is
likely to have harmful consequences for the child,
the child’s parents, and society

7. Teaches young people how to reject sexual
advances and how alcohol and drug use increases
vulnerability to sexual advances

8. Teaches the importance of attaining self-sufficiency
before engaging in sexual activity

As of 1997, all abstinence projects funded under
the Office of Adolescent Pregnancy Prevention must
adhere to the eight criteria. The funded projects must
be evaluated, and the curricula must be medically
accurate.

Title V grantees cannot provide educational pro-
gramming that goes against any one of the criteria
listed previously in this section, but the states have the
latitude to focus on only a few of the criteria. The
states can direct the funding to schools, community-
based organizations, health districts, media campaigns,
or faith-based entities. Each state has the discretion to
decide who receives the funding, how programs are
delivered, and if and how they will be evaluated.

In October 2000, the federal government expanded
the abstinence-only projects and created Special Projects
of Regional and National Significance-Community-
Based Abstinence Education (SPRANS—CBAE). The
SPRANS grants are awarded to states and commu-
nity organizations and can fund only abstinence-
only-until-marriage programs. In 2005 oversight of
the SPRANS-CBAE grants was moved from the
Maternal and Child Health Bureau to the Adminis-
tration for Children and Families (ACF); both are
within the U.S. Department of Health and Human
Services (HHS). This program is now known as
Community-Based Abstinence Education (CBAE).
The program requirements have been tightened; to
receive funding, each program now must adhere to
all eight criteria. Process evaluation is now required
for new grantees, but programs do not have to mea-
sure impact on program participants. So how does
one select an abstinence program?

Selecting and Evaluating Programs

Abstinence education programs are evolving, and the
types of programs offered are vast in terms of quality,
cost, and effectiveness. When choosing a program,
educators can look for teacher training, medical accu-
racy, evidence of effectiveness with similar popula-
tions, costs, whether the program is theoretically
based, and how it fits with community guidelines.
Other considerations include whether the program is
taught by a teacher or peers and how much time can
be devoted to the program. Programs can range from
a single 1-hour presentation to 25 sessions over 5
weeks. The curricula and desired learning outcomes
should coincide. A final component is the effective-
ness of the program; currently, long-term research on
the effectiveness of abstinence education is limited to
a few programs, and the results are mixed. Few rigor-
ous, long-term studies focusing on behavioral out-
comes have been conducted on specific abstinence-
only programs. The Office of Adolescent Pregnancy
Programs (OAPP) does require all of its abstinence
programs to be evaluated, and most of the published
abstinence evaluations are former OAPP projects.
Most of the programs have shown immediate differ-
ences in attitudes and intent to remain abstinent. One
problem with the evaluations of many abstinence
programs is the limited ability to assign students
to experimental or control groups, the presence of
follow-up evaluations, and the limited sample sizes.
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Research is needed to determine the long-term impacts
on behavior.

Caile E. Spear

See also Evaluation; Gender Identity; Sex Education
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ACCELERATION

The classical understanding of the term acceleration
is progress through an educational program at a rate
faster, or at an age younger, than conventional. This
is now referred to, more appropriately, as academic
acceleration and is based on the premise that each
child has a right to realize his or her potential.
Academic acceleration is valid pedagogy, is
grounded in and supported by research, and is an
appropriate response to the educational and social

needs of a student whose cognitive ability and aca-
demic achievement are several years beyond those of
their age-peers. Yet worldwide it is an educational
option little used. Even though the research on accel-
eration is so uniformly and distinctly positive and
the benefits of well-administered acceleration are so
unequivocal, educators are reluctant to accelerate
children, and some educational systems proscribe its
transparent use.

This entry presents an outline of current theory of
academic acceleration through a discussion of a curric-
ulum for gifted students, the benefits of acceleration,
a model for acceleration, guidelines for implementing
an acceleration program, and ongoing issues related
to the practice of acceleration.

Curriculum for Gifted Students

The literature is adamant: Gifted students are excep-
tional students who have three basic educational
needs. They require the provision of a curriculum that
is substantially and qualitatively differentiated; that is
prescribed, planned, articulated, permanent, ongoing,
and defensible; that is based on students’ exceptional-
ity; and that is predicated on the needs of each stu-
dent. Gifted students require accelerated, enriched,
and challenging learning experiences, with carefully
planned, relevant enrichment and with content accel-
eration to the level of each student’s ability. They also
require counseling and guidance to foster cognitive
and affective growth. Whereas most teachers and
researchers involved with the education of gifted stu-
dents agree that gifted students do require a differenti-
ated curriculum, there is passionate debate concerning
the form that this provision should take.

Counseling certainly is important for the social and
emotional development of the gifted student and
should be part of the framework for any program
devised for gifted students.

Academic enrichment is worthwhile for most stu-
dents and should not be offered to gifted students
only. Relevant academic enrichment requires the pro-
vision of a program specifically designed for the indi-
vidual. For gifted students, this will naturally entail
advanced material and higher-level treatment of topics
within their area of special aptitude, and the more rel-
evant and excellent the enrichment is, the more it
calls for acceleration of subject matter or grade place-
ment later. Indeed, acceleration may well be the most
appropriate form of enrichment.
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The notion of academic acceleration is evidently
contentious, with an enormous hiatus existing between
what research has revealed and what most practi-
tioners believe and do. The literature uniformly
emphasizes that academic acceleration should form an
integral component of a school’s program for gifted
students, complementing enrichment programs and
provisions and following relevant enrichment. Resis-
tance to academic acceleration, especially through
concerns for the social and emotional development of
the accelerated student, is not grounded in research.
Clearly, educators need to be aware of the empirical
research on the positive effects of academic accelera-
tion. Moreover, the literature carefully points out that
academic acceleration appears to be the best and most
feasible method for providing a challenging, reward-
ing, and ongoing education that matches a gifted
student’s academic and intellectual ability and comes
closest to meeting his or her educational, social, and
emotional needs.

Whatever the status of the debate, if service deliv-
ery is predicated on a gifted student’s precocious
development and educational needs, then a differenti-
ated curriculum should be challenging and education-
ally relevant and should be adapted by acceleration,
enrichment, sophistication, and novelty. Such an eclec-
tic approach to programming for the gifted will be
employed within an integrative framework, adaptable
to the cognitive and affective needs of the individual.

The issue may be placed in perspective by cor-
rectly noticing that a gifted student is already acceler-
ated and that what is accelerated through academic
acceleration is simply the student’s progress through
the formal school curriculum. The key point is that
matching the curriculum to the student’s abilities is
not acceleration per se, but rather it is a developmen-
tally appropriate teaching practice.

Types of Academic Acceleration

Grade skipping is but one example of academic accel-
eration. In practice, the range and types of academic
acceleration also include early entrance to school,
continuous progression, self-paced instruction, corre-
spondence courses, combined classes, multiage clas-
ses, curriculum compacting, curriculum telescoping,
extracurricular programs, mentorships, content accel-
eration, subject acceleration, credit by examination,
concurrent enrollment, advanced placement (an
American practice with few equivalents elsewhere),

early access to advanced-level studies while still at
school, and early entrance to university.

Academic acceleration, therefore, refers to any of
the ways by which a gifted student engages in the
study of new material that is typically taught at a higher
grade level than the one in which the child is currently
enrolled, covers more material in a shorter time, and
accordingly is seen to be vertical provision for gifted
students. Implicit is the assumption that gifted students,
who perform, or reflect the potential to perform, at
advanced skill levels should be studying new material
at levels commensurate with their levels of ability.
Because a common characteristic of gifted students is
their ability to learn at a fast rate, acceleration is seen
to be a fundamental need of a gifted student and, in
some form, should be an integral part of every gifted
program.

A model for academic acceleration may refer to
service delivery, whereby a standard curriculum expe-
rience is offered to a gifted student at a younger age
or earlier grade than usual. Or it may refer to curricu-
lum delivery, which involves increasing the pace of
presentation of material, either in the regular class-
room or in special classes. In either case, programs
for academic acceleration allow the examination of
content in greater depth, give access to subject matter
at levels of greater conceptual difficulty, and should
provide instruction that individually and explicitly
matches the achievement levels, ability, interests, and
learning style of the gifted student.

Benefits of Acceleration

Academic acceleration has several administrative bene-
fits. It is a readily available and inexpensive educa-
tional option. It is a way of giving recognition for
a student’s advanced abilities and accomplishments. It
increases learning efficiency, learning effectiveness,
and productivity; it gives a student more choice for
academic exploration; and it may give increased time
for a career.

The report A Nation Deceived presents an excellent
summary of recent research supporting the academic
and affective benefits of well-administered accelera-
tion. From this research come four important findings
that are strong and clear and unequivocal.

First, acceleration is consistently and highly effec-
tive for academic achievement. No studies have
shown that enrichment programs or provisions give
more benefits to gifted students than methods of
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acceleration. Academic benefits do arise from ability
grouping accompanied by a differentiated curriculum,
but the greatest benefit comes from academic acceler-
ation. That is, accelerated gifted students, regardless
of which form of acceleration is used, significantly
outperform students of similar intellectual ability who
have not been accelerated.

Second, there is no research to support the claim
of maladjustment from acceleration. Despite the
preponderance of evidence in favor of academic
acceleration, concern about the social and emotional
adjustment of accelerated students persists. This con-
cern is cited by both teachers and administrators as
the primary reason for opposition to academic accel-
eration. However, research finds no evidence to sup-
port the notion that social and emotional problems
arise through well-run and carefully monitored accel-
eration programs.

Third, acceleration is usually effective in terms of
affective adjustment. For many students, it removes
them from difficult social situations and from unchal-
lenging and inappropriate educational contexts. It
exposes the student to a new peer group and, in fact,
significantly increases the chances of a gifted student
forming close and productive social relationships with
other students. That is, academic acceleration goes
a long way to meeting the social and emotional needs
of the gifted student who uses it.

Fourth, a gifted student who is not accelerated when
it is appropriate may well experience educational frus-
tration and boredom; have reduced motivation to learn;
develop poor study habits; have lower academic
expectations, achievement, and productivity; express
apathy toward formal schooling; drop out prematurely
(there is at least some anecdotal evidence to support
this); and/or find it difficult to adjust to peers who do not
share advanced interests and concerns. That is, rather
than expressing concern over potential socioemotional
maladjustment arising from acceleration, teachers and
administrators need to be concerned about the probabil-
ity of maladjustment effects resulting from inadequate
intellectual challenge.

A Model for Academic Acceleration

It is important to see academic acceleration not as
a single intervention but rather as an ongoing, holistic,
whole-school process necessarily involving the stu-
dent, the student’s caregivers, and his or her teachers.

Accordingly, Peter Merrotsy has developed an accel-
eration model that recommends six steps toward a
better curriculum for gifted students: identification,
communication, a negotiated curriculum, academic
acceleration, access to advanced courses while still at
school, and support.

Identification

Identification of a gifted student should imply that
educational action will take place. It needs to be
remembered that identification is notoriously unreli-
able, especially for gifted students from a background
of disadvantage (e.g., low socioeconomic status or
forced cultural minority status). That is one of the rea-
sons why it is important to have a broad, inclusive
curriculum and to have students involved in making
decisions about their curriculum.

Communication

Each gifted student has a right to know the curricu-
lum options and pathways available to him or her.
Information about enrichment programs, extracurricu-
lar activities, meeting outcomes in alternative ways,
high-level courses, senior courses, academic accele-
ration, and access to advanced-level courses while still
at school should be clearly communicated to gifted stu-
dents, and indeed to all students and their caregivers.

A Negotiated Curriculum

Gifted students are in a position to make informed
decisions about their education. They should be
actively involved in decision-making processes con-
cerning their curriculum. Gifted students should be
empowered to negotiate their curriculum.

Academic Acceleration

Academic acceleration appears to be the best and
most feasible method for providing a challenging,
rewarding, and continuous education which matches
a gifted student’s academic ability and comes closest
to meeting his or her educational—intellectual, social,
and emotional—needs. In order to provide accelera-
tion options it may be necessary to change the organi-
zation of the school’s curriculum and, in some cases,
to change systemic policy.
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Advanced-Level Courses

Access to advanced-level courses while still at
school is an appropriate and natural progression for
a gifted student who has academically accelerated. It
is important to remember that an accelerated student
could choose instead to study a greater number of
secondary subjects, complete fewer secondary sub-
jects but in greater depth, or take a year off, perhaps
as an exchange student in another country. Whichever
option is pursued, careful long-term planning, clear
communication, and a negotiated curriculum are
needed.

Support for Gifted Students

To help their intellectual, social, and emotional
development, academically accelerated students need
appropriate support, in terms of policy, administra-
tion, coordination of courses, enriched educational
experiences, access to high-level courses, access to
specialist teachers, tutors, counselors and mentors,
and resources. In particular, gifted students from dis-
advantaged backgrounds, and from rural and isolated
settings, need financial support so that they have
access to resources and to educational experiences
and opportunities enjoyed by others.

Guidelines for Acceleration

The lowa Acceleration Scale offers a thoughtful and
careful objective guide for whole-grade, academically
accelerated progression and is supported by research
and many repetition studies. There are four critical
items: If a student’s measured IQ is below 120, if
a sibling is either in the same grade from which the
student will accelerate or in the new grade to which
the student will accelerate, or there is any antipathy
by the student, then whole-grade acceleration is not
recommended. School history; an assessment of abil-
ity, aptitude, and achievement; academic and develop-
mental factors; interpersonal skills; and attitude and
support by the school and family are then taken into
account in order to give, or not give, as the case may
be, a recommendation for whole-grade acceleration.
If whole-grade acceleration is not recommended,
then advice is available on the suitability of other
forms of acceleration or on enrichment and extension
programs.

ongoing Issues

Two key issues need to be addressed worldwide if
gifted students are to gain adequate access to a curric-
ulum that includes options for academic acceleration.
These issues need to be addressed to overcome the
impact of social and cultural disadvantage and to give
equity of access to appropriate educational programs
for gifted students.

First, the findings of research concerning the aca-
demic and affective benefits of well-administered accel-
eration programs need to be accepted by educational
administrators, communities, and teachers. System-
organizational patterns of social grouping and the
lockstep method of promotion constitute an effective
barrier to the development of giftedness, suggesting
the deep and urgent need for more flexible forms of
school organization that ensure continuity of experi-
ence based on criteria other than age or years of
attendance and that permit student progression based
on individual development and performance.

Second, the end result or consequence of accelera-
tion must be appropriately supported and managed by
the education system. For example, with respect to
advanced-level subjects studied while still at school,
clarification is needed concerning equity of access,
which can only be maintained through flexible forms
of delivery and alternative modes of study; recogni-
tion that they constitute a formal component of sec-
ondary school studies, with continuity and articulation
of curriculum; the status of secondary students who
have completed advanced level units of studies, inter
alia that they are still eligible for university entrance
scholarships; and credit transfer.

Peter Merrotsy

See also Attachment; Cognitive Development and School
Readiness; Emotional Development; Gifted and Talented
Students
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ACCULTURATION

Acculturation is a complex process that includes those
phenomena that result when groups of individuals hav-
ing different cultures come into continuous firsthand
contact, with subsequent changes in the original cul-
tural patterns of either or both groups. The study of
acculturation was originally of interest to the fields of
anthropology and sociology, focusing on changes
occurring at a group level. However, acculturation
incorporates changes at the social, group, and individ-
ual levels. Later, other fields such as psychology exam-
ined acculturation at an individual level. The concept
of individual acculturation is also referred to as psycho-
logical acculturation, which is explained as a change
in attitudes, behaviors, beliefs, and values. In relation
to acculturation, scholars have identified six areas of
functioning that are directly affected by acculturation:
language, cognitive styles, personality, identity, atti-
tudes, and acculturative stress. Although acculturation
is usually linked to cross-cultural relocations, as with
immigrants and refugees, it may take place in numer-
ous sociocultural contexts among a variety of groups.
Acculturation is not restricted to those who embark on
geographical movement; it can occur in stationary
communities, such as in the case of indigenous or
native people and ethnic groups in pluralistic societies.

Dimension of Acculturation

Whereas many scholars and research studies have
focused on acculturation at a behavioral dimension, it

is important to recognize that acculturation can affect
other areas as well. Spoken language preference, tele-
vision program preference, and participation in cul-
tural activities are all ways in which acculturation
can be experienced at a behavioral level. Additionally,
acculturation can be experienced at a cognitive level,
which may influence values and knowledge. The
influence that acculturation has on the values may
influence attitudes and beliefs about social relations,
cultural customs and traditions, gender roles, and atti-
tudes and ideas about health. Knowledge may be
influenced by acculturation in the manner in which
we recognize or know about culture-specific informa-
tion, such as names of historical figures belonging to
the culture of origin and the dominant culture and the
historical significance of culture-specific activities.
Lastly, cultural identity has been proposed as a dimen-
sion of acculturation. Cultural identity refers to the
attitudes an individual has about his or her culture,
such as feelings of comfort, pride, or shame toward
the culture of origin or the host culture.

Theoretical and
Conceptual Frameworks

Medicine and psychiatry had a major influence in the
study of acculturation, and early theories of accultura-
tion assumed a clinical viewpoint on matters corre-
sponding to culture contact and change. Much of the
early work on acculturation focused on anxiety occur-
ring during cross-cultural transition.

Berry's Model of Acculturation

Most of the current literature uses Berry’s model
of acculturation to distinguish between the four mod-
els (assimilation, separation, integration, and margin-
alization) of acculturation.

Assimilation

The assimilation model of acculturation charac-
terizes individuals that are highly acculturated; assim-
ilated individuals strongly identify with the dominant
or host culture, resulting in the loss of the original
cultural identity. The assimilation model of accultura-
tion has come to be known as cultural shift. Assimi-
lated individuals that no longer identify with their
culture of origin may behave in a manner that no lon-
ger reflects the behaviors of the original culture. For
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example, assimilated individuals may no longer speak
the native language, listen to native music, take part
in native dances, or follow the native culture’s dating
process. Along with behavioral changes, assimilated
individuals shift their beliefs, values, and attitudes to
match those of the dominant or host culture.

Separation

In the separation model of acculturation, also
referred to as cultural resistance, an individual will
maintain a strong identification with the culture of ori-
gin and does not accept the behaviors, attitudes,
beliefs, or values of the dominant or host culture.
Although an individual may be presented with oppor-
tunities to acculturate, the individual consciously
chooses to maintain an allegiance with the culture of
origin. In this model the individual only displays the
behaviors, attitudes, beliefs, and values of the culture
of origin.

Integration

The integration model of acculturation, also
referred to as cultural incorporation and bicultural-
ism, is exactly what the term implies. The integration
model is a merge and combination of two cultures:
the culture of origin and the new dominant or host
culture. Individuals in this model may successfully
display behaviors, attitudes, beliefs, and values from
both cultures. Individuals in this model identify with
both cultures and have a level of comfort within both
cultures.

Marginalization

The fourth model of acculturation is marginaliza-
tion; the marginalization model is described as a rejec-
tion or nonacceptance of the behaviors, attitudes,
beliefs, and values of both the culture of origin and
the new dominant or host culture. It is important to
keep in mind that a marginalized individual can main-
tain cultural competence with both groups and have
marginal traits as well. Additionally, a degree of
acculturation or identification with both cultures must
occur before marginalization takes place.

Acculturative Stress

One potential outcome or response of acculturation is
acculturative stress, which may result from differences

in language, perceived cultural incompatibilities, and
cultural self-consciousness. Some stress behaviors
that have been associated with acculturation are anxi-
ety, depression, feelings of alienation, and identity
confusion.

It is important to note that some research has
shown that acculturative stress is not related to the
level of acculturation. Thus, one cannot assume that
less acculturated individuals experience more accul-
turative stress than more acculturated individuals.
Scholars have also suggested that acculturative stress
can stem from the demands to maintain or learn one’s
cultural heritage while at the same time feeling pres-
sured by the dominant culture to assimilate.

Miguel Angel Cano

See also Bilingualism; Hispanic Americans; Identity
Development; Self-Determination; Social Development
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ADULT LEARNING

Adult learning is a complex phenomenon. Although
there are many commonalities between how adults
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and children learn, development and change that take
place across the life span play a definite role in under-
standing why adults learn, as well as how they learn.
In educational psychology, an understanding of adult
learning and the adult learner is crucial to a commit-
ment to lifelong learning. Major challenges facing
those who work with and study adult learners include
questions about the extent to which knowledge is dis-
covered or constructed and where one locates oneself
in terms of focusing on individual and social aspects
of learning.

History

In the early 1900s, the psychology of adulthood and
aging received scant attention, largely due to the strong
influence of psychologists such as John Watson, Sig-
mund Freud, and Jean Piaget, whose work emphasized
the view that adulthood could be understood as simply
an extension of development or learning in the early
years of life. However, as psychologists such as Erik
Erikson, G. Stanley Hall, Charlotte Biihler, and Sidney
Pressey began to extend their theories and research to
address the adult years, a greater understanding of the
psychology of adulthood began to emerge.

Probably the first major study of adult learning
was published by E. L. Thorndike and his colleagues
in the 1928 book Adult Learning. As a seminal effort
to provide empirical evidence related to learning in
adulthood, these authors concluded that learning abil-
ity peaks at about age 45, rather than age 20 as previ-
ously believed. This study set in motion an effort to
understand adult learning ability; this effort has con-
tinued to grow over nearly eight decades. Today, most
of the research and writing on adult learning come
from three fields: psychology, adult education, and
gerontology. The field of psychology has offered
a necessary, though not sufficient, foundation for
understanding adult learning. Adult education and
gerontology, through their professional literature, have
also made important contributions to learning in
adulthood. Although there is some overlap across
these areas, each field brings a different framework
and importance to the understanding of adult learning.

Participation in Adult Learning

One of the most extensively studied areas of adult
learning relates to the nature of participation in
adult learning. This involves three questions: Who

participates in adult learning? Why do adults engage
in learning? What are some of the factors that deter
or limit adults from participating in learning? In
1965, William Johnstone and Ramon Rivera reported
on a major national study of adult learning participa-
tion and found that 22% of all adults in the United
States participated in some form of learning activity
during the previous year.

Beginning in 1969, the U.S. National Center for
Education Statistics began to collect data about partici-
pation in adult education. These studies have been con-
ducted every several years and have offered insight
into some major trends. Unfortunately, because dif-
ferent data collection procedures and definitions were
used at different times, direct comparison across stud-
ies is not feasible. Nonetheless, it is possible to identify
certain trends in participation.

Data from 2000-2001 indicate that 46% of all
adults participated in some form of adult education
activity during the previous 12 months. This compares
with participation rates of 40.2% in 1995 and 33% in
1991. In terms of demographic breakdown, those in
the 41-to-50 age group had the highest participation
rate (55%), followed by the 16-to-30 and 31-to-40 age
groups (53% each). Female participants outnumbered
males (49%—43%), and in terms of race/ethnicity,
Whites had the highest participation rate (47%), fol-
lowed rather closely by African Americans (43%) and
Hispanics (42%). As might be expected, those with
higher educational attainment and income levels also
had the highest participation rates. Finally, people
who were employed during the previous 12 months
had over twice as high a participation rate as those
unemployed during the same period (54% compared
with 25%).

The way in which participation is defined has an
impact on the actual rates of participation. In the data
cited in the previous paragraph, participation was
defined as some form of adult education class. How-
ever, in the early 1970s, Allen Tough used a structured
interview process to assess involvement of adults
across the entire range of learning activities. In doing
so, Tough found that as many as 90% of the partici-
pants in his study engaged in some form of learning
activity over the previous year. Even more important
is that he found the vast majority of learning projects
(68%) were planned by the learners themselves, as
opposed to a teacher/instructor, tutor, or nonhuman
resource such as technology. Tough used the meta-
phor of an iceberg to illustrate what he found: Most
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adult learning lies beneath the surface and is not eas-
ily visible to those who only study participation in
organized courses or other activities. This finding
played a key role in stimulating research on self-
directed learning, which became one of the most
widely studied topics in the adult education literature
of the last decades of the 20th century.

To a large degree, participation in adult learning is
linked to life transitions. These transitions often serve
as “triggers” for adults to recognize that learning can
help them negotiate such transitions. In today’s world,
job-related transitions (e.g., job loss, promotion, new
responsibilities, retirement) are the most frequently
identified reasons for participation. Other examples of
transitions that can trigger the need for learning
include family issues like marriage, divorce, and par-
enthood; health issues such as wellness, coping with
a life-threatening illness, or being diagnosed with
a chronic condition; enrichment opportunities such as
leisure, art, or religion/spirituality.

One particularly influential study is Cyril Houle’s
The Inquiring Mind, which was originally published
in 1961. Houle interviewed 22 adults deemed to be
active learners and from these interviews, he identi-
fied a typology of orientations toward learning. Goal-
oriented learners viewed learning as instrumental to
achieving some other purpose; in other words, learn-
ing was seen as a means to another end. Activity-
oriented learners sought out learning activities for their
social value, as a way to meet new people and social-
ize. Learning-oriented adults were identified as those
who engaged in learning for its own sake.

Many factors can serve as barriers or deterrents to
participation in adult learning. These have been con-
ceptualized according to several different categories.
In essence, the major factors that limit participation
are (a) reasons linked to the life circumstances of
adults, which are often outside the control of the per-
son, such as lack of time, money, transportation, and
family responsibilities; (b) reasons related to institu-
tional policies and practices that limit participation,
such as scheduling of classes, information about
offerings, limited offerings, and policies that discrimi-
nate directly or indirectly against adult learners; and
(c) reasons related to attitudes and values of learners,
such as low self-concept, fear of failure, negative past
experiences, and lack of interest. In the 1980s and
early 1990s, Gordon Darkenwald and his colleagues,
Craig Scanlon, Thomas Valentine, and Elisabeth
Hayes, reported on the development of several forms

of the Deterrents to Participation Scale. This instru-
ment has made it possible to isolate and identify many
of the factors that contribute to nonparticipation in
adult learning.

Intelligence, Memory, and Cognition

Central to the study of adult learning, especially in
the realm of psychology and gerontology, has been
the body of scholarship on the related areas of intelli-
gence, memory, and cognition. Paul Baltes has
described the aging mind as having both potentials
and limits, resulting in age-related gains and losses.
Whereas some areas of functioning show decline,
other areas remain stable and, in some cases, show
improvement with age.

To understand changes in intelligence, memory,
and cognition over the adult life span, it is important
to recognize that much of what has been reported is
influenced by the types of research design that have
been utilized. Cross-sectional studies measure differ-
ent age cohorts at a single point in time. These studies
make it possible to look at age differences on the vari-
able(s) being studied; however, they do not accurately
describe age changes. Longitudinal studies, on the
other hand, measure the same cohort over time, mak-
ing it possible to study changes that take place over
time, but not cohort differences. Most of the early
studies on intellectual functioning relied on a cross-
sectional approach, and in such cases, researchers
often incorrectly identified age-related declines when,
actually, what they were observing were cohort differ-
ences. As is easy to picture, longitudinal research is
difficult to carry out because it requires researchers
who can envision and remain committed to a study
over many years and even decades. Other problems
with longitudinal studies are attrition of participants
and instrument decay resulting from changes in the
social context that can make earlier instruments irrele-
vant over time.

One way to minimize the limits of cross-sectional
and longitudinal designs is to use an approach that
combines both approaches in a single study. Here,
longitudinal data are collected over time with a single
cohort. During each measurement, however, a new
cohort of younger participants is added. Eventually,
this design will generate enough data to address age
changes over time as well as cohort differences.
Perhaps the most influential study of this type is the
Seattle Longitudinal Study, developed by K. Warner
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Schaie. Begun in 1956, with additional cohorts added
every 7 years, the Seattle Longitudinal Study has
focused on five mental abilities: (1) verbal meaning,
which refers to the ability to understand ideas as
expressed in words; (2) spatial orientation, the ability
to visualize, manipulate, and perceive connections
among objects; (3) inductive reasoning, the ability to
recognize or make sense of new concepts and the
ability to analyze and solve problems and situations;
(4) numeric ability, which refers to understanding
numbers and figures and the speed and accuracy with
which a person can solve numerical problems; and
(5) word fluency, involving ability to recall words in
writing and speech. Basically, this study has presented
evidence that in normal aging, there is little or no dis-
cernable decline in primary mental abilities until the
mid-to-late 60s and this decline is slow until the 80s.

An area of debate related to intelligence in adult-
hood centers on whether intelligence is a general fac-
tor, as is typically defined in IQ tests, or whether
there are different kinds of intelligence that account
for a wide range of abilities. The view that there is
more than one type of intelligence was introduced by
Raymond Cattell and John Horn, who distinguished
between fluid and crystallized intelligence. Fluid intel-
ligence is a biologically based form of intelligence
that is innate and involves reasoning ability. Crystal-
lized intelligence, on the other hand, is largely depen-
dent on education and experience. Thus, in this
view, there is evidence that whereas fluid intelligence
is characterized by age-related decline, crystallized
intelligence, by building on past experience, typically
increases over the life span.

In recent years, two theories have proposed that
intelligence comprises multiple factors. Robert Stern-
berg has proposed a triarchic theory of successful intel-
ligence, which holds that intelligence comprises a mix
of analytical, creative, and practical abilities. The first
of these is the more traditional view of academic intelli-
gence. Creative intelligence centers on how well one
addresses new and unfamiliar situations. Practical intel-
ligence has to do with how effectively one is able to
adapt to and solve everyday problems. A second
approach to the multifactor view of intelligence is
Howard Gardner’s theory of multiple intelligences.
According to Gardner, there are eight intelligences that
address a wide range of abilities. These intelligences
include linguistic, logical-mathematical, spatial, musi-
cal, bodily-kinesthetic, and two forms of personal intel-
ligences that involve understanding oneself and others.

The eighth intelligence, naturalistic, has been added
recently and is based on an understanding of the natural
environment. The theories proposed by Sternberg and
Gardner have relevance to adult learning because they
recognize and value types of intelligence that extend
beyond the more traditional 1Q-based approach to intel-
ligence. Because adult learning typically has a practical
bent, emphasizing different kinds of abilities, the notion
of multiple intelligence holds much potential for future
research and practice with adult learners.

Memory is closely linked to intelligence. It involves
the acquisition, retention, and recall of information.
Although there are many schema for distinguishing
among different kinds of memory, the distinction
between short-term and long-term memory serves well
to illustrate how information is retained and recalled in
adulthood. Short-term memory, which typically covers
a period of 10 to 30 seconds, can be further broken
down into primary memory and working memory. Pri-
mary memory is more passive and involves holding
information for immediate recall (e.g., remembering
a phone number long enough to go to the phone and
dial it or remembering information on a road sign when
driving long enough to follow the desired direction).
Working memory is more active and centers on the
amount of information that can be held in memory long
enough to perform some other operation on it. Research
evidence suggests that whereas the changes in primary
memory are small and gradual over time, there is
a major decline in working memory with age. This
decline has been attributed to a host of factors, including
(a) a decline in mental energy that can result in over-
loading with increasingly complex tasks, (b) a weakened
ability to use strategies related to working memory, and
(c) a decline in speed of memory processing.

Long-term memory involves how facts are stored
(semantic memory) and the ability to recall events
from the past (episodic memory). Semantic memory
is typically stable into the 70s and then declines grad-
ually. On the other hand, episodic memory tends to
decline with age although it is possible to compensate
for some of this loss. Declines in long-term memory
have variously been attributed to how material is
acquired, how it is retrieved, and how fast it can be
processed. At the same time, some researchers have
suggested that memory training activities can help
adults retain the ability to use knowledge, strategies,
and skills.

Cognition involves all forms of knowing and
awareness, including, but not limited to, information
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processing, problem solving, perceiving, abstract rea-
soning, and judging. Much of the work on cognition
in adult learning acknowledges the work of Jean
Piaget as a starting point; however, because Piaget
focused primarily on early development, subsequent
work on cognitive development in adulthood has
attempted to move beyond Piaget’s original ideas.
One model of cognitive development that is often
adapted to the adult learning context is William
Perry’s intellectual development scheme. Based on
data from male Ivy League college students, Perry
found that as learners develop, they move from dual-
istic thinking, where “right and wrong” answers are
presented by authorities, to relativistic thinking, where
understanding the context is as important as the
knowledge itself. An important response to Perry’s
scheme is the work of Mary Belenky, Blythe Clinchy,
Nancy Goldberger, and Jill Tarule, who looked at
“women’s ways of knowing.” They identified five
categories of knowing, ranging from “silence,” where
women lack voice and are subject to what is expected
from authority figures, to “constructed knowledge,”
where women perceive themselves able to create
knowledge and to recognize all knowledge as contex-
tual. This important study offered evidence of ways in
which the experiences of women can differ from
those of men.

A question that lies at the heart of cognition centers
on whether knowledge is discovered or constructed.
Whereas many views of cognition emphasize knowing
as an internal process of uncovering knowledge that
goes on within the individual learner, the literature on
adult learning has increasingly focused on the social
context in which learning takes place. This approach to
understanding knowledge is often referred to as situ-
ated cognition. In situated cognition, knowledge can-
not be separated from the context in which learning
takes place. Thus, learning involves the construction of
knowledge within the social milieu in which it occurs.
Because it emphasizes learning in social context,
situated cognition is characterized as having an inher-
ently social or political element to knowledge and
a connection to the importance of power in relation to
cognition.

Theories and Concepts
in Adult Learning

There is no single theory or model that explains adult
learning. This should come as no surprise, as adults

engage in learning for myriad reasons and in virtually
unlimited settings. Adults become involved in learning
for such wide-ranging purposes as work/career-related
learning and training, literacy and basic skills develop-
ment, earning credentials or degrees, social change or
civic education, and personal growth, enrichment, and
enjoyment. Adult learning takes place in such diverse
settings as colleges and universities, public schools,
business and workplace settings, health and human
services agencies, churches, civic organizations, and
government agencies, including the military. Although
there is no single theory or model that can fully
explain adult learning, there are nonetheless several
theories or concepts that illustrate the scope of what is
known about adult learning. Five of these are described
in the following sections.

Andragogy

Andragogy is a concept that can be traced back to
the 19th century. However, it came into prominence
in adult learning during the late 1960s and early
1970s through the work of Malcolm Knowles.
Knowles was looking for a framework to distinguish
adult learning from learning in childhood (pedagogy).
Later, Knowles suggested that pedagogy and andra-
gogy are not limited to children and adults, respec-
tively, but are more matched to the maturity and
experience of the learner in a given setting. Though
andragogy is sometimes described as a theory, it is
probably more accurate to describe it as a set of
assumptions about how people learn. According to
andragogy, as learners mature,

1. their self-concept moves from being dependent to
increasing levels of self-directedness;

2. the role of the learners’ experience becomes an
increasingly valuable resource, and adult learning
is optimized when learners are able to tap into their
experience;

3. readiness to learn in adulthood is increasingly based
on real-life needs and situations;

4. there is a shift from learning for future application
toward learning to address immediate needs;

5. intrinsic motivators become increasingly more
important than extrinsic ones; and

6. before learning something, adults typically need to
know why they need to learn it.
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Although some critics have challenged andragogy
because its focus is largely on the individual learner
and does not directly address the social context in
which learning takes place, andragogy retains an
important place as a set of practices that have value
when working with adult learners.

Self-Directed Learning

Closely related to the first assumption of andra-
gogy, self-directed learning emerged in the early
1970s as one of the most systematic areas of research
and scholarship on adult learning. Much of this inter-
est grew out of the research of Allen Tough, which
was mentioned earlier in this entry, on adults’ learn-
ing projects. Subsequently, two individuals who have
played a key role in developing this work, both
through their own writings and through their many
doctoral graduates, are Roger Hiemstra and Huey
Long. Though there are many definitions, models,
and conceptualizations of self-directed learning, it is
essentially where the learners assume primary respon-
sibility for and control over their learning. In 1991,
Ralph Brockett and Roger Hiemstra synthesized ideas
from several previous authors to present a model that
describes self-direction as the product of two factors:
the teaching-learning situation and internal character-
istics of the learner. Out of this body of research, sev-
eral ideas have emerged: first, self-directed learning is
the most frequent way in which adults choose to
learn; second, self-directedness has a strong connec-
tion to how learners feel about themselves as learners;
third, several personality and social characteristics
seem to have a connection to self-directedness; and
finally, research on self-directed learning has probably
contributed to a more holistic understanding of adult
learners’ potential.

Transformative Learning

Experience lies at the heart of adult learning. In
most approaches to learning in adulthood, experience
is acknowledged to be an important resource for the
learner. However, it is not merely having an experience
that matters; rather, it is the way in which the learner
makes meaning of the experience and is changed by
the experience that is important. In the 1970s, Jack
Mezirow reported on a study of women who had
returned to college. He described a process similar to
consciousness-raising that took place for many of the

women. Instead of simply acquiring knowledge, the
experience of returning to college often resulted in
a transformation that transcended the college experi-
ence and led to a redefining of the self. Initially,
Mezirow referred to this process as perspective trans-
formation and laid the foundation for a theory that has
evolved over the ensuing three decades. Mezirow cited
several key influences including Jiirgen Habermas (crit-
ical theory), Roger Gould (psychoanalytic psychology),
Paulo Freire (conscientization), and Thomas Kuhn
(paradigm shifts). Through exchanges with various
scholars who challenged aspects of Mezirow’s theory,
particularly those related to the emphasis on social
change, Mezirow and these scholars refined the theory
over time and began to use terms such as transforma-
tion theory, transformational learning, and transforma-
tive learning to describe this concept.

Transformative learning typically begins with a dis-
orienting dilemma that makes it necessary for a person
to examine existing assumptions and frames of refer-
ence. Examples of a disorienting dilemma include job
loss, diagnosis of an illness such as cancer or diabetes,
loss of a spouse or partner through death or divorce, or
some sort of spiritual awakening. The dilemma, by its
nature, redefines this aspect of one’s life in a way that
cuts across one’s roles, responsibilities, and identity.
Transformative learning involves a process of chal-
lenging assumptions in a way that helps one redefine
oneself. An example of this would be an adult who
returns to higher education and finds oneself immersed
in study in a way that the person becomes socialized
in an academic or professional field, and this new iden-
tity emerges as a vital part of who the person becomes.

In recent years, the literature on transformative
learning has snowballed as various scholars have
expanded on Mezirow’s original ideas. John Dirkx, for
example, has distinguished among four types of trans-
formational learning. He describes Mezirow’s view as
a “cognitive-rational” perspective, which shares con-
structivist theoretical underpinnings with Freire’s
“emancipatory” approach but differs from Freire by
emphasizing the process of reflection and rational
thought. A third approach is the “developmental”
perspective of Larry Daloz, which is holistic and con-
textually based and emphasizes how individuals nego-
tiate developmental transitions in their lives. Finally,
Dirkx describes a “spiritual-integrative” approach that
extends beyond the rational approach to focus on feel-
ings and images emerging from soul-based learning.
The point here is that Mezirow’s work is seminal to
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understanding transformative learning, and subsequent
work by various individuals, including work published
in such sources as Adult Education Quarterly and the
more recent Journal of Transformative Learning,
demonstrates that this topic has assumed a central
place in current scholarship on adult learning.

Humanism and Behaviorism

As with the field of educational psychology in gen-
eral, humanism and behaviorism have held an important
place in the conceptual foundations of adult learning.
Humanism, with its view of human nature as basically
good and the belief that individuals have virtually
unlimited potential for growth, is particularly attractive
to those seeking to bring out the best that adult learners
can achieve. In humanistic adult education, Carl Rogers
and Abraham Maslow are among the seminal thinkers.
The humanist perspective underlies many of the tenets
of andragogy and self-directed learning and is most
often reflected in adult learning activities directed
toward personal growth or improvement.

Behaviorism has also had a strong influence in the
area of adult learning. With emphasis on reinforce-
ment, learning for mastery, and helping people
achieve competency in what is being learned, behav-
iorism has been especially influential in settings
where performance and measurable outcomes are of
primary importance. The influence of behaviorism is
perhaps strongest in adult learning situations such as
training in business and industry and adult literacy
settings, where achieving measurable outcomes is
deemed central to the success of learning. It can also
be found where learning is designed to help people
change specific behaviors, such as weight loss, smok-
ing cessation, and substance abuse learning efforts.

Critical and Postmodern Perspectives

A major challenge to historically influential, learner-
centered adult learning theories has, in recent years,
come from critical and postmodern perspectives. Here,
the focus is less on individual growth and development
and more on issues of power and voice and the socio-
cultural context of learning. Sharan Merriam, Rosemary
Caffarella, and Lisa Baumgartner have noted that major
themes of these theories include race, class, and gender;
power and oppression; and knowledge and truth.
Because critical and postmodern theories emphasize the
context in which learning takes place and the idea that

knowledge is socially constructed outside of the indi-
vidual learner, these approaches are especially compati-
ble with learning for social change. However, those
who approach learning from critical and postmodern
orientations tend to reject or minimize the importance
of theories and research derived from a psychological
orientation. For those interested in the psychology of
adult learning, critical and postmodern theories pose
a challenge in terms of the degree to which emphasis
should be placed on individual and social dimensions
of learning.

Ralph G. Brockett
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AFFECTIVE DEVELOPMENT

See ATTACHMENT

AFRICAN AMERICANS

This entry provides a summary of issues related to
African Americans. It begins with a brief overview of
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the history and geographical distribution of African
Americans in the United States. This is followed by
brief descriptions of attitudes affecting African Ameri-
cans, including their attitudes toward the majority cul-
ture, religion and politics, racial identity, and African
Americans in society. Next is a summary of the
schooling experiences of, and educational outcomes
for, African Americans and an overview of some of
the major explanations for the achievement patterns of
African American students. Despite decades of educa-
tional research, African Americans continue to have
achievement levels that are substantially below their
White and East Asian counterparts, on average, and
this achievement gap has been the subject of consider-
able research in the field of educational psychology.

African Americans
in the United States

At 12.3% of the population, African Americans are
the second largest minority group in the United States,
behind Hispanics who make up 12.5% of the U.S.
population. Also commonly referred to as Black
Americans, African Americans are still the single
largest racial minority group in the country. Many
Black biracial individuals and foreign-born Blacks
also self-identify as African American. However, both
of these groups are quite small, constituting less than
1% and 5% of the Black population, respectively.
Black immigrants to the United States are from three
primary regions: the Caribbean, Latin America, and
sub-Saharan Africa.

In the early 1600s, some of the first Africans were
brought to the United States as indentured servants.
However, by the mid-1600s, the status of Africans in the
United States had been changed to slaves. By the end of
the legal slave trade in 1808, more than 500,000 Africans
had been brought into the United States, primarily to
work on the plantations in the southern states. Until
the Great African American Migration (1910-1920),
90% of the African American population lived in the
South, and less than 25% lived in urban areas. This early
20th-century migration of African Americans eventually
yielded settlement patterns that are reflected in the
United States today, with substantial concentrations of
African Americans in the urban centers of the north-
eastern and midwestern United States.

The South still has the largest concentration of
African Americans in the country, with more than
50% of the Black population. Nonetheless, African

Americans constitute less than 20% of the South’s
population. African Americans make up about 11% of
the populations in the Northeast and Midwest and
about 5% of the population in the West. The top 10
residential areas for African Americans include the
following metropolitan areas, in descending order:
New York City, Chicago, Washington, D.C., Atlanta,
Detroit, Philadelphia, Los Angeles/Long Beach,
Houston, Baltimore, and Dallas. Although there have
been declines in segregation over the past three dec-
ades, African Americans still live in highly segregated
neighborhoods, and the metropolitan areas with the
largest concentrations of African Americans also have
the highest levels of residential segregation. Affluent
African Americans also live in areas with high levels
of residential segregation, and children experience the
highest segregation levels at home and in school.

Attitudes Affecting
African Americans

African Americans report a substantial amount of
mistrust of Whites, and a majority of African Ameri-
cans report experiencing racial discrimination at least
once a year. African Americans report marked mis-
trust of the police and are more likely than other eth-
nic groups to believe in conspiracy theories. Thus,
many African Americans believe that the majority
culture does not want positive outcomes for their
group. The increasing numbers of legal challenges to
affirmative action, alongside media accounts of police
brutality, reports of discrimination in housing and
bank loans, and concerns about the disenfranchise-
ment of Black voters in recent national elections, are
seen as providing support for this hypothesis.

There is some evidence that African Americans’
beliefs are not wholly without merit. Although overt
negative attitudes toward African Americans have
decreased in the broader society, recent research sug-
gests that racist attitudes have become more covert
over time and that aversive (unconscious) racism still
plays a major role in the lives of African Americans.
Thus, although fewer than 5% of Americans endorse
negative stereotypes of African Americans, social psy-
chology research reveals differential responses to Afri-
can Americans in several circumstances. For example,
in bystander intervention studies, individuals respond
equally to Whites and Blacks when an emergency
occurs only if they are the only witness; they are less
likely to assist Blacks when there are multiple
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witnesses. Also, people report the same number of
negative characteristics for Whites and Blacks but
report significantly more positive characteristics for
Whites. Similarly, in evaluating job candidates, Black
and White candidates with comparable weak and mod-
erate skills are rated equally, but White candidates with
strong skills are rated substantially higher than Black
candidates with equally strong skills.

African American racial identity attitudes have
also received considerable research scrutiny. Black
racial identity was first conceptualized as a stage the-
ory, with African Americans moving from an anti-
Black stage to a pro-Black stage, with concomitant
increases in self-concept. Recent theorizing conceives
of Black racial identity as consisting of a set of multi-
dimensional attitudes. Studies have provided support
for several Black racial identity attitudes, including
low salience attitudes, high salience attitudes, pro-
Black attitudes, anti-Black attitudes, anti-White atti-
tudes, and multicultural attitudes. Recently, researchers
have demonstrated generalizable racial identity profiles
in the population, although it is not yet clear how these
will affect functioning. Several scholars have suggested
that in the social context of the United States, many
African Americans will have some minimal level of
negative attitudes toward Whites.

Religion continues to play a major role in African
American life, and the church has been one of the most
important forces in the African American community.
Estimates indicate that there are more than 60,000
Black churches in the United States, and African Amer-
icans have considerable membership numbers in several
Christian and Islamic denominations. From a religious
point of view, African Americans are generally conser-
vative. However, on the political spectrum, African
Americans are generally aligned with the Democratic
Party. Initially strong supporters of Abraham Lincoln
and the Republican Party after the American Civil War,
African American political allegiance shifted as the
Republicans compromised with southern states on
issues of civil rights. For much of the past 30 years,
more than 80% of African American voters have been
affiliated with the Democratic Party, and the 109th
Congress included 43 African Americans (1 senator
and 42 representatives), all of whom were Democrats.

Educational Issues

African Americans comprise approximately 17% of
the enrollment in public schools. However, they

constitute about 20% of the students in special educa-
tion, 30% of the students in vocational education,
23% of the students in alternative schools, and only
12% of the students in gifted and talented programs.
African Americans also make up 10% of the private
school enrollment. Overrepresentation in special edu-
cation is greatest in the categories of mental retarda-
tion, developmental delay, emotional disturbance,
deaf-blind, autism, and multiple disabilities. In con-
trast with the school population nationally, which is
concentrated in suburban schools, more than 50% of
African American students attend urban schools. On
average, African Americans attend schools of lower
quality with higher levels of segregation than other
groups, even though it is 50 years after the Brown v.
Board of Education of Topeka, Kansas, decision. In
this case, the U.S. Supreme Court indicated that
schools that were separate were inherently unequal.
African American students report concerns about vio-
lence and the availability of drugs, alcohol, and weap-
ons in the schools that they attend in substantially
greater percentages than do other ethnic and racial
groups.

One of the more persistent problems in the educa-
tion arena is the achievement gap between African
Americans, Latinas/os, and Native Americans on the
one hand, and Whites and Asian Americans on the
other. On average, African American students enter
elementary school with weaker math, vocabulary, and
reading skills than their White counterparts, even after
controlling for parents’ education levels, and this gap
in achievement widens from Grades 1 to 12. Signifi-
cantly fewer African American preschoolers and kin-
dergartners can identify all the colors and alphabet
letters, and twice as many African Americans in this
age group are diagnosed with learning disabilities
compared with their White counterparts. The event
dropout rate (i.e., the percentage of students who
dropped out of high school in a given year) for Afri-
can American students is about 6%, and the status
dropout rate (i.e., the percentage of individuals in the
population from a certain age group who are not
enrolled in school and have not earned a high school
diploma) for African Americans aged 16 to 24 is
approximately 13%. Dropout rates for African Ameri-
cans declined substantially from the 1970s, but they
stabilized in the late 1990s. In some urban districts,
African American graduation rates are below 50%.

Data from longitudinal studies of school-age ado-
lescents indicate that African American students miss
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more days of school than the aggregate U.S. student
population and have the highest suspension and
expulsion rates. African American students also report
spending more time watching television on weekdays
and weekends. African American males are overrep-
resented in both incarcerated youth and youth on pro-
bation. These disparities are also reflected in both
educational and occupational attainment. African
Americans have lower college enrollment and gradua-
tion rates than do White and Asian students, and the
percentages of African American workers decrease as
one moves from clerical up to professional positions.

Explanations of African
American Achievement Patterns

Several explanations have been advanced for African
American underachievement, although it is likely that
no single factor provides a complete explanation of this
complex issue. Many of the initial arguments focused
on environmental deficits. For example, it was assumed
that African American homes were culturally deficient
in ways that precluded academic achievement. How-
ever, differences related to academic achievement
(e.g., quantity and quality of language in the home)
were related more closely to class than to racial group.
Deficits in the segregated schools that African Ameri-
cans attended were also identified as a major concern,
and one of the major legal accomplishments of the
civil rights era was the Brown v. Board of Education of
Topeka, Kansas, decision in 1954. This decision led to
decades of desegregation plans by school districts,
some of which are still in place.

Another long-standing argument has been based in
biology and genetics—that is, African Americans have
lower scores on measures of g (general intelligence)
and consequently lower academic achievement. How-
ever, this explanation has been criticized for ignoring
data on the increase in IQ scores over the past century
(the Flynn effect), the reciprocal relationship between
effective schooling and 1Q, and the differential contri-
butions of IQ to the variance in achievement across
socioeconomic groups. There have also been sugges-
tions that African Americans have different cultural
styles than Whites and that there is a mismatch between
Black cultural styles and the common methods of
teaching in the school system. However, this suggestion
has not been supported in empirical studies, in part due
to the failure of researchers to adequately define and
operationalize culture.

Socioeconomic status has also been put forward as
a reason for African Americans’ underachievement, as
there is a moderate relationship between poverty and
academic achievement. African Americans are one of
the poorer groups in the United States, with 25% of
African American adults and 33% of African Ameri-
can children living below the poverty line. In addition,
more than 40% of the African American population
live in households with annual incomes of less than
$25,000, and African Americans comprise about 40%
of the homeless population. Black males also have the
highest unemployment rate, and only 12% of all Afri-
can American households report incomes of more than
$75,000. Although socioeconomic status plays a role,
there are data indicating that the achievement gap is
present at all socioeconomic levels.

Although there are consistent positive relationships
between academic achievement and several psychoso-
cial variables across racial and ethnic groups, includ-
ing academic self-concept, academic self-efficacy,
self-regulation, motivation, and future time perspec-
tive, there have been few studies of these constructs
in African American populations, and the studies that
exist have been of limited utility in explaining the
achievement gap. African American students consis-
tently report higher self-concept scores and educa-
tional and occupational expectations, despite lower
academic achievement. There is a growing consensus
that the motivation and future orientation of African
Americans may be affected by the marginalized status
of African Americans in society. African American
role models in the public sphere are more frequently
entertainers and athletes than academics.

Another set of explanations for African American
achievement is psychosocial and implicates African
Americans’ collective or social identity, also referred to
as their reference group orientation. Perhaps the best-
known of these explanations is the cultural ecological
theory proposed by the late educational anthropologist,
John Ogbu. This model has been used to explain
achievement differences across racial and ethnic groups
around the world, including Australia, Great Britain,
Japan, and the United Kingdom, and has also been used
to explain achievement differences among racial and
ethnic groups in the United States. In brief, cultural eco-
logical theory suggests that one of the ways in which
African American educational success is compromised
is due to the group eschewing attitudes and behaviors
that are conducive to educational attainment if the atti-
tudes and behaviors are seen as “acting White.”
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Another explanation involving reference group ori-
entation is the stereotype threat phenomenon proposed
by Claude Steele, a social psychologist. This argument
focuses on the pervasiveness of stereotypes in the
populations and suggests that the strong negative ste-
reotype about African Americans’ intellectual capaci-
ties in the population can have a detrimental impact on
African American performance in situations (e.g., aca-
demic evaluations of performance) where the stereo-
type is salient. Some researchers suggest that African
Americans who care the most about doing well and
have a strong sense of bonding to their racial group
are potentially at greater risk for stereotype threat.
Although much of the early research on stereotype
threat was conducted with college-age samples, recent
studies have demonstrated the negative impact of ste-
reotype threat on school-age African Americans.

More recently, researchers have found that African
American college students who are high in race-based
rejection sensitivity are less likely to seek assistance in
predominantly White institutions and more likely to be
socially isolated, potentially decreasing their chances
of persisting until graduation. Finally, researchers who
study racial and ethnic identity in African Americans
have hypothesized that some racial identity profiles
may be more compatible with schooling outcomes than
others, although there are limited data in support of
this hypothesis. In addition, there are data that indicate
that African Americans do not have to abandon their
racial identity to be successful in school.

Several other theoretical perspectives implicate atti-
tudinal and personal identity variables in academic per-
formance. Self-worth theory suggests that students who
are concerned with protecting their academic self-
concept may choose not to study for examinations or
engage actively in learning, thus providing a clear
rationale for poor performance (i.e., not studying),
rather than studying and taking the chance that they fail
and be perceived as unintelligent. Another motivational
perspective suggests that African American adolescents
may have to choose between belonging to their racial
group or being high achievers, leading many capable
African American students to resist showing their true
academic potential (i.e., I can, but do I want to?).
Other researchers have reinvigorated the literature on
teacher expectation effects by demonstrating that stu-
dents can recognize differential behaviors by teachers
toward high and low performers from the early ele-
mentary years onward. These findings suggest that the
differential treatment of students perceived as more

capable and less capable has direct effects on students’
classroom functioning. The findings also indicate that
minority students, who can recognize that they are
members of stigmatized groups from the elementary
school years, may be especially sensitive to the mes-
sages that teachers are communicating.

Health Disparities

As with the achievement gap, there are disparities in
health between African Americans and White Ameri-
cans across the life span. African Americans are either
first or second with regard to infant mortality rates,
low birthweight infants, and teenage pregnancies.
African Americans also have the highest death rates in
the United States, both generally and from specific
causes such as heart disease, stroke, lung cancer,
female breast cancer, and homicide. African Americans
make up a substantial proportion of males (34.7%),
females (60.5%), and children (61%) dying from
AIDS. With regard to mental health issues, African
Americans have less insurance and are also less willing
to seek treatment, resulting in lower access to mental
health care. The dearth of African American providers
also contributes to an unwillingness to seek treatment.

Research Agenda

African Americans make up a substantial portion of
the U.S. population. They are a group with a unique
place in the history and current sociopolitical context
of the United States, and their academic achievement
relative to members of the majority culture represents
one of the most intractable problems facing educa-
tional psychology. Educational psychologists need to
develop a comprehensive research agenda on this
issue. Although efforts to close the achievement gap
continue apace, it is perhaps time to rethink the
approach to African American achievement. Data
from the 2005 National Assessment of Educational
Progress indicate that Whites and Asian/Pacific Islan-
ders in the fourth and eighth grades had higher read-
ing achievement scores, 22 to 29 points higher, than
their Black, Hispanic, and American Indian counter-
parts. Moreover, these scores have remained relatively
unchanged for much of the past decade.

Beginning in 2002, the No Child Left Behind
(NCLB) Act required school districts to disaggregate
student performance data on the basis of demographic
variables, including ethnicity, gender, race, and



20 African Americans

socioeconomic status. One result of this requirement
was to highlight the disparities in educational perfor-
mance among groups at the local level, disparities
heretofore seen only in national data. NCLB also
proposes eliminating the achievement gap by 2014.
However, there are still no explanations of the
achievement gap that are accepted as definitive by
large segments of the research community. Genetic,
biological, environmental, demographic, and psycho-
social explanations have both proponents and critics,
and there are no studies in which combinations of all
of these variables have been systematically examined.

Educational research indicates that effective inter-
ventions (e.g., Sesame Street) often have positive con-
sequences for those who need them as well as for
those who could have done without them. Thus, in the
absence of interventions targeted specifically at and
solely to African Americans, it may be difficult to
close the achievement gap. However, the achievement
gap between African Americans and Whites may not
be the only issue that merits attention. An alternative
perspective suggests focusing attention at the achieve-
ment levels that African Americans attain. From this
perspective, educators should be concerned with ensur-
ing that all African Americans attain at least basic pro-
ficiency in the core academic subjects and the skills to
pursue advanced educational opportunities.

Research indicates that effective teachers make a dif-
ference in student performance and that the impact is
cumulative over multiple school years, but it is not clear
how these findings relate to African American student
achievement. Nor is it clear how teacher education pro-
grams need to change to prepare teachers to not only be
effective but also convey appropriate messages to Afri-
can American students. Effective teacher training needs
to counter the increased susceptibility of African Amer-
ican students to negative messages conveyed by teach-
ers and help teachers counter aversive racism. More
research is needed on the relationships between African
American collective identity and psychosocial variables
that are proximally related to academic achievement
(e.g., self-efficacy, intrinsic motivation, and anticipation
of success) and on the mechanisms that are effective in
supporting these variables in African American stu-
dents. Finally, researchers need to assess how much
variance in African American student achievement is
attributable to racial identity attitudes, oppositional
identity, and stereotype threat, and which behaviors and
attitudes are compatible with high academic achieve-
ment and African American ethnic heritage.

As should be clear, there are many questions that
remain unanswered with regard to African Americans
and schooling in the United States. Effectively addres-
sing the educational issues related to African Americans
will require a focused research agenda and collaboration
between researchers and school districts with large
numbers of African Americans. Educational researchers
concerned with equity, and with African Americans
specifically, have a challenging and worthwhile task
that requires urgent attention.

Frank C. Worrell
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AGGRESSION

Aggression is a common problem among schoolchil-
dren and results in negative psychological, educa-
tional, and social outcomes for both aggressors and
victims. This entry considers this aggression from
both sides, that is, the side of the aggressors and the
side of their victims. More specifically, it defines the
terms aggression and peer victimization and reviews
prevalence estimates of each. It also reviews the con-
sequences of aggression for both aggressors and vic-
tims, as well as the antecedents or risk factors for
each. This entry then moves beyond these generalities
to discuss some of the subtypes of aggression and vic-
timization. Finally, it offers some conclusions that can
be drawn from the existing research and describes
likely future directions for studying aggression.

Definitions and Prevalence

Aggressive behavior can be defined as any act that is
aimed at harming another individual. More specifi-
cally, the study of childhood aggression often involves
aggressive behaviors among peers, that is, children of
similar ages (excluding aggression toward or from
adults). Using this definition, attention is placed both
on aggressors, who frequently enact aggression toward
their peers, and on victims, who are often the targets
of aggression by peers. It is important to note that
some children may be considered both aggressors and
victims; these aggressive-victims often have outcomes
and risk factors that are distinct from children who are
only aggressors or only victims.

Prevalence estimates of aggressors, victims, and
aggressive-victims vary widely across studies because

of different measurement strategies (e.g., reliance on
children’s self-reports or nominations of peers, teacher
reports, observations) and criteria for classifying chil-
dren (e.g., many studies define a child as a victim if
they are targeted about once a week or more, but
others will consider entire school years or lifetime inci-
dents). Despite this variability across studies, it appears
that about 10% to 20% of children can be considered
aggressors, 10% to 20% can be considered victims,
and 5% to 10% can be considered aggressive-victims.
These prevalence estimates are remarkably consistent
across countries, so it appears that aggression is a prob-
lem among schoolchildren worldwide. It is also worth
noting that although these prevalence estimates would
suggest that most children (50%—75%) are not directly
involved as aggressors and/or victims, most children
play some role in aggressive incidents, often serving as
assistants or reinforcers to aggressors or as defenders
of victims.

consequences

The substantial prevalence of aggression and victimi-
zation is especially alarming when one considers the
serious negative consequences of each. Aggressive
children are often disliked by their normative (nonag-
gressive) peers and affiliate with delinquent peers
who may solidify and expand the child’s antisocial
tendencies. Aggressive children are also often disen-
gaged from school, either by their own choice or
through negative teacher reactions, suspensions, and
expulsions. These negative consequences of childhood
are often exacerbated over time, leading to further
delinquency, substance use, and school dropout dur-
ing adolescence and to criminal behavior, poor mari-
tal relations, and unemployment/underemployment
during adulthood. Of course, these associations are
not perfect, and most aggressive children will discon-
tinue, or at least decrease, their use of aggression with
time and lead normal, well-adapted lives (in fact,
there is evidence that most early adolescents will
engage in some antisocial behavior, generally with
few long-term consequences). At the same time, these
long-term associations suggest that childhood aggres-
sion places individuals at increased risk for negative
trajectories, and such behavior should certainly not be
dismissed as “‘kids being kids.”

As might be expected, victims of peer aggres-
sion suffer in numerous ways as a consequence of
being abused. Victimization often leads to diminished
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self-esteem and increases in internalizing problems
(depression, anxiety, social withdrawal). Victims also
tend to have poorer academic adjustment, including
lower grades, disliking of school, and truancy; these
consequences are intuitive if we imagine, as adults,
how we would perform at work if we expected that
someone might assault us on our next break. Victimi-
zation also leads to poor social outcomes, in the forms
of having fewer friends, having friendships of poorer
quality, and being disliked by most peers. This is
unfortunate because the psychological consequences
of victimization are diminished for victims who have
good social support (e.g., friendships). Although the
empirical evidence is limited, that which is available
indicates that these negative consequences are long-
lasting and persist as increased rates of depression
and problematic romantic relationships, for example.
Children who are both aggressors and victims tend
to suffer even more serious adjustment difficulties
than children who are only aggressors or only victims.
The additive risks alone of being both aggressive and
victimized suggest negative adjustment, and these
aggressive-victims do indeed appear to suffer the
short- and long-term consequences of both aggressors
and victims. Moreover, there is some evidence that
these aggressive-victims suffer even worse outcomes
than would be predicted by the additive effects of
aggression and victimization. It is unclear if the dual
roles of aggressor and victim are especially detrimen-
tal, or if the same risk factors that predict children
becoming aggressive-victims (e.g., neurological defi-
cits, histories of parental abuse) also contribute to
their long-term maladjustment. Nevertheless, these
children represent a special cause for concern.

Risk Factors

Given the prevalence and negative consequences of
aggression and victimization, researchers have sought
to identify factors that place children at risk for enact-
ing and/or receiving aggression.

Predictors of aggressive behavior can be found in
both home and peer contexts. Specifically, the home
environments of children who enact aggression tend
to be characterized by marital conflict and frequent
aggression (e.g., domestic violence). Furthermore,
aggression is predicted by parenting styles of inappro-
priate permissiveness or lack of monitoring of chil-
dren’s behavior, negative or rejecting behaviors
toward children, and of physical punishment and/or

inconsistent discipline of children’s behavior. In the
peer context, research has shown that experiences of
peer rejection and victimization predict increases in
aggression, as do group social norms encouraging
aggressive behavior and affiliation with aggressive
and/or delinquent peers. It is worth noting that some
of these peer-group risk factors for aggression are also
consequences of aggression; thus, initial home envi-
ronment may contribute to children’s aggressive
behavior, which results in peer relations that further
solidify and exacerbate aggressive tendencies.

Victims of peer aggression are more often physically
weak, suffer internalizing problems (i.e., depression,
anxiety), and have lower self-concept than nonvicti-
mized peers; each of these factors might make children
less likely or less able to behave assertively or defend
themselves, which may contribute to them being
viewed as “easy targets” by potential aggressors. Simi-
lar to aggression, risk factors for peer victimization can
also be found in both home and peer contexts. Parents
who provide little support or responsiveness to their
children’s needs tend to have children who are more
likely to be victimized by peers. Other parenting risk
factors differ by gender; for instance, overprotectiveness
and enmeshment predict victimization for boys (presum-
ably leading to the failure to develop age-appropriate
assertiveness), whereas coerciveness and threats of
rejection are more predictive for girls (presumably lead-
ing to low self-concept). For both boys and girls, peer
rejection, lack of friends, and engagement in antipa-
thetic relationships (e.g., enemies) in the peer group
place children at risk for victimization. Again, it should
be noted that these peer-group risk factors are also con-
sequences of victimization, suggesting the vicious cycle
between peer victimization and poor peer relations in
which children can become trapped.

Although aggressive-victims often have risk factors
similar both to aggressors and to victims, there is also
evidence of distinct risk factors. In the home context,
rates of parental abuse and physical punishment are
dramatically higher for aggressive-victims than for
other children, and aggressive-victims tend to be
rejected more and have fewer friends than either
aggressors or victims. Although this entry has not
focused on biological origins, it is worth noting that
aggressive-victims have high rates of neurological
deficits and attention deficit hyperactivity disorder
(ADHD) as well. It is believed that these home and
peer-group experiences (and possibly the biological
risk factors) lead to hostile attribution biases (i.e.,
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tendencies to interpret ambiguous behavior by others
as hostile in intent), which contribute to aggressive-
victims’ behavior and further maltreatment by peers.

Subtypes

Despite the general findings regarding aggression and
victimization reviewed above, not all acts of aggres-
sion are the same. Instead, aggressive behavior can be
distinguished in terms of the form that it takes, the
function that it serves, and the relationship context in
which it occurs.

Forms

Historically, attention has been directed primarily
toward studying overt forms of aggression, such as
hitting, pushing, or teasing. More recently, however,
researchers have realized that aggression also occurs
in a more covert form. This type of aggression, vari-
ously called relational, social, or covert aggression,
includes behaviors such as gossiping, spreading
rumors, excluding the victim from groups, and manip-
ulating relationships in a hurtful manner.

Overt versus relational forms of aggression and vic-
timization differ according to age, sex, and context.
Developmentally, physical aggression occurs most
commonly during early childhood, and verbal forms
emerge with increasing language capacities during
early to middle childhood; in contrast, relational forms
of aggression become more common during adoles-
cence as knowledge of social structure, time spent with
peers, and importance placed on peer relations all
increase. The historical focus on overt forms of aggres-
sion has led to the notion that boys are more aggres-
sive than girls, but more recent considerations of the
various forms of aggression have shown that girls and
boys are approximately equal in the amount of rela-
tional aggression enacted and in the amount received.
Finally, there is evidence that different contexts sup-
port different forms of aggression, with overt aggres-
sion being more commonly enacted on playgrounds
and similar areas without adult supervision, whereas
relational forms, which might be more difficult for
adults to detect, occur more commonly in classrooms.

Despite these differences, there exist high correla-
tions between the two forms of aggression and the two
forms of victimization—children who enact high levels
of one form tend to also enact high levels of the other,
and children who are the victims of one form tend to

also be the victims of the other. This has made it diffi-
cult for researchers to detect distinct antecedents or
consequences of the different forms of aggression or
victimization. In other words, the empirical evidence
does not provide a clear picture of whether overt versus
relational forms of aggression have distinct origins or
outcomes, nor whether the victims of these two forms
have distinct risk factors or consequences.

Functions

Aggressive behavior can also be distinguished
according to the function it serves. Most distinctions
by function separate instrumental aggression from
reactive aggression. Instrumental aggression (also
called proactive aggression) is that which is intended
to obtain resources or social status; for example,
a child who pushes a peer in order to take a toy.
Reactive aggression (also called defensive aggres-
sion) is a response, often in an angry, emotionally
dysregulated manner, to a perceived offense or threat;
for example, the child who throws a temper tantrum
and hits a peer during a dispute.

There are two reasons that this distinction according
to form is important. First, the two functions of aggres-
sive behavior are believed to have distinct social-
cognitive underpinnings. Instrumental aggression is
believed (and there is empirical evidence to support
this) to be driven by biases in the behaviors considered
and evaluations of aggressive behaviors; for example,
instrumentally aggressive children tend to believe
that positive outcomes will result from aggression and
value these outcomes obtained through aggressive
behavior. Reactive aggression, on the other hand, is
supported by biases in encoding and interpreting social
information; for instance, reactively aggressive chil-
dren tend to interpret others’ ambiguous behavior as
hostile. A second reason this functional distinction is
important is because instrumental aggression and reac-
tive aggression are differentially related to maladjust-
ment. Although both are associated with delinquent
behavior, reactive aggression is more strongly related
than instrumental aggression to internalizing problems
(e.g., depression, anxiety), ADHD symptoms, low
prosocial behaviors, and low peer status. It is worth
noting that aggressive-only children more often enact
instrumental aggression, whereas aggressive-victims
more often enact reactive aggression, although the
overlap between subgroup classification and functions
of aggression is far from complete.
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Although the distinction between instrumental and
reactive aggression has been important in the study of
aggressive children, there has been little attention to
how the function of the aggression affects the victims.
It seems plausible that distinct characteristics might
place children at risk for victimization via instrumen-
tal versus reactive aggression, but these distinct risk
factors have not been identified. It is also unclear
whether victimization by instrumental versus reactive
aggression predicts greater maladjustment.

Relationship Contexts

Although researchers have typically considered the
characteristics of aggressors and victims in isolation,
there is an increasing awareness that aggression often
occurs within specific aggressor—victim dyads (i.e.,
pairs in which a specific child aggresses against
another specific child; for instance, Adam aggressing
against Billy). For example, one group of researchers
observed boys in small play groups and found that
more than 50% of aggressive incidents occurred within
just 20% of the dyads. These researchers also found
that dyads in which aggression was evident on one day
tended to be the same dyads that contained aggression
on subsequent days. Together, these findings suggest
the existence of aggressor—victim dyads in which
aggression is especially frequent and persistent across
time. The implication of this and related research is
that a better understanding of aggression and victimi-
zation might be gained by considering the specific
dyadic relationships of aggressors and victims.

Although there is very little research adapting this
dyadic approach, the limited results demonstrate the
importance of considering this relationship context. For
instance, it has been found that aggression occurred
more commonly within relationships based on mutual
disliking (i.e., antipathetic relationships) than within
friendships or acquaintanceships with neutral peers.
Moreover, victimization within antipathetic relation-
ships was more strongly predictive of maladjustment
than was victimization within other relationships, sug-
gesting that victimization within certain relationship
contexts (i.e., antipathetic relationships) is more hurtful
than victimization within other relationship contexts.

This focus on aggressor—victim relationships is rela-
tively understudied, but it represents a fruitful approach
for future research and consideration of occurrences of
aggression. Several questions arise from such a consider-
ation: Is there a differential in personal (e.g., physical

strength) or social (e.g., popularity) power in aggressor—
victim relationships, and does the amount of this power
differential predict the form of aggression or outcomes
for the aggressors or victims? To what extent are
aggressor—victim relationships unidirectional or bidirec-
tional in the enactment of aggression, and what charac-
teristics of the individuals and relationship predict
this directionality? Are aggressor—victim relationships
relatively stable (i.e., the same aggressors targeting the
same victims) or unstable (i.e., aggressors targeting
different victims) over time, and what predicts this
stability or instability? These questions represent just
some that can be asked regarding aggressor—victim
relationships; considering and answering these (and
similar) questions represent important future directions
for research and considerations for those working in
applied settings.

Future Directions

Aggression is a common phenomenon in children’s
lives, resulting in serious maladjustment for both
aggressors and victims. The evidence for this state-
ment is conclusive, and the dismissal that such beha-
viors are just “kids being kids” is incorrect and
arguably irresponsible.

Fortunately, research has identified several risk
factors for aggression and victimization, providing
a point of prevention or intervention for these pro-
blems. Unfortunately, translation of this research into
application has been rather slow, and the existing
intervention efforts have not proven as effective as
would be desired. The refinement and widespread
implementation of effective prevention and interven-
tion of aggressive behavior represents an important
task of educational psychologists (indeed, all profes-
sionals working with or studying children).

Part of the difficulty in developing effective inter-
ventions may be that for too long, aggression has been
viewed as a homogeneous construct. Recent work has
identified distinct forms and functions of aggression,
as well as expanded consideration of the problem to
one of an aggressor—victim relationship. Each of these
approaches offers promise in better understanding and
treating aggressors and victims.

Recognition and understanding of aggression and
victimization holds much promise for reducing these
problems. In schools where teachers are aware of school
policies on aggressive behavior and have received train-
ing to deal with these problems, students tend to view
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teachers as more approachable and willing to take action
and, more importantly, experience lower rates of aggres-
sion and peer victimization. In other words, the first, and
perhaps most important, step is simply in recognizing
the problem and resolving to do something about it.

Noel A. Card and Abha S. Rao

See also Friendship; Peer Influences; School Violence and
Disruption; Self-Esteem; Vicarious Reinforcement
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ALTERNATIVE ACADEMIC ASSESSMENT

Alternative academic assessment (AAA) is a class of
procedures that are commonly used to assess student

progress within the context of the curriculum to inform
instruction. AAA is described as alternative because
the measurement approaches are often used as an alter-
native to published norm-referenced and criterion-
referenced tests. The latter types of published tests
dominated the measurement of academic achievement
and aptitude for most of the past 100 years. AAA
emerged within the past 30 years as a potential supple-
ment or replacement for more traditional procedures
and instruments (e.g., lowa Test of Basic Skills,
Wechsler Individualized Achievement Test).

Many AAA procedures can also be described as
performance-based assessments or curriculum-based
assessments (CBAs). These types of assessments typi-
cally rely on task demands and responses that are sub-
stantially similar to what might be observed during
the process of instruction and learning. Production-
type responses are more common than selection-type
responses. That is, AAA procedures typically score
the examinee’s performance on the target behavior
rather than a more convenient substitute. If reading is
the behavior or interest, then the student’s perfor-
mance within the curriculum context is measured
directly. For example, the examinee’s oral reading
rate might be measured while he or she reads aloud
from a sample of curriculum and instructional materi-
als. Similar procedures can be used in place of pub-
lished tests that contain content dependent on
curriculum and instructional materials or selection-
type responses (e.g., multiple choice) that indirectly
measure the target behaviors. Although there is a wide
variety of AAAs, including CBA, curriculum-based
measurement, CBA for instructional design, criterion-
referenced curriculum-based assessment, curriculum-
based evaluation, and informal reading inventories,
most are characterized by procedures that measure
production-type responses and stimulus content that
are substantially similar to that of the curriculum and
instructional materials. There are several advantages
of AAAs, including efficiency of test development,
administration, and scoring; the use of local norms;
the utility for benchmarking and progress monitoring;
and their utility within the problem-solving model.

Types
Curriculum-Based Assessment

Most AAAs fall under the umbrella of CBA. The
fundamental characteristics of CBA include that it
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(a) derives from, or is substantially similar to, the
curriculum; (b) is linked to instruction; and (c) is used
primarily to guide curriculum placement and instruc-
tional procedures. CBA procedures and instrumenta-
tion can be developed to assess skills within either
a broad domain or a narrow domain.

CBA is divided into two subgroups: general out-
come measures (GOMs) and subskill mastery mea-
sures (SMMs). GOMs are used to assess the level and
rate of student achievement within a broad range of
skills. GOMs are typically used to assess the achieve-
ment within the annual curriculum and instruction. A
consistent set of procedures and instrumentation are
used throughout the academic year. For example,
mathematics computation in second grade might be
assessed with tasks that span two-digit addition with-
out carrying through four-digit subtraction with bor-
rowing. The stimulus set and task demands are
heterogeneous and representative of the annual curric-
ulum. In contrast, SMMs are used to assess the level
and rate of student achievement within a narrow range
of skills and, usually, within a narrow range of time,
which might be defined by an instructional unit. Pro-
cedures and instrumentation might change for each
instructional unit so as to assess a specific and distinct
set of skills that are aligned with the curriculum and
instruction. For example, mathematics computation
assessments might be narrowed to include only two-
digit by two-digit subtraction without borrowing. The
stimulus set and task demands are homogeneous and
representative of the short-term instructional goal.

The variety of CBA procedures is broad. The fol-
lowing sections review a subset of available proce-
dures. These include curriculum-based measurement,
CBA for instructional design, criterion-referenced
CBA, curriculum-based evaluation, and informal read-
ing inventories. There are many other CBA proce-
dures, which include end-of-chapter assessments that
come along with curricullum materials. The selected
procedures are a representative sample of those with
the most prominence.

Curriculum-Based Measurement

Curriculum-based measurement (CBM) is a stan-
dardized assessment procedure that is used to index
the level and rate of academic growth in four basic
skills: reading, mathematics, written expression, and
spelling. CBM is generally classified as a GOM
because it is used to assess student achievement

within the annual curriculum. It is defined as stan-
dardized procedure and not as a standardized test.
This distinction is necessary because the instrumenta-
tion is not standard across applications.

CBM was developed by Stanley Deno and col-
leagues in the late 1970s through the mid-1980s. More
than 200 research studies of CBM are published in
peer-refereed journals, and technical development
continues through the present day. CBM oral reading
fluency (CBM-R) is the most prominent of the avail-
able procedures. In CBM-R, the student reads aloud
for one minute as the administrator (usually the
teacher) follows along on another copy of the passage.
The administrator notes errors made and tallies up the
number of words read correctly. This yields the stu-
dent’s reading rate, which is reported in units of words
read correctly per minute. Error rates and accuracy are
also reported sometimes.

CBM was designed to serve as an ‘“‘academic
thermometer” to monitor students’ growth in four
basic skill domains. The procedures are sometimes
described as ‘“dynamic indicators of basic skills.”
CBM is dynamic in that assessment outcomes are use-
ful to evaluate the effects of instruction over the short
term. Outcomes are useful to guide either summative
or formative decisions. Summative decisions require
one-time evaluations of the level of academic achieve-
ment. Formative decisions require ongoing evaluations
of the level and rate of academic achievement, which
are usually evaluated to estimate the effects of instruc-
tion. CBM is an indicator in that it provides a general
assessment of academic health within each domain.
That is, although CBM-R yields outcomes in words
read correctly per minute, that level of oral reading
fluency is useful to estimate the general reading
achievement and predict performance on large-scale
assessments (e.g., statewide tests). CBM targets basic
skills in that there are procedures in each of the four
fundamental basic skill domains (reading, writing,
math, and spelling).

Formative assessment can inform intervention and
determine the effectiveness of an intervention. Here
is an example: Nick, a second-grade student was
referred to the school psychologist for low CBM
scores in reading. Nick reads 30 words correctly per
minute, compared to the expected 60 words per min-
ute by second grade. The school psychologist or
teacher implements an intervention of paired reading
for half an hour a day. The following week, Nick
completes another CBM at 35 words per minute. Now
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the discrepancy between Nick’s score and the
expected score has decreased, signifying that Nick is
responding to the intervention. If the discrepancy con-
tinues to decrease, Nick will continue with paired
reading until he reads at the expected second-grade
level. Should the discrepancy remain the same or
increase, the intervention will be modified until the
desired level of growth is achieved.

CBA for Instructional Design

CBA for instructional design (CBA-ID) was
developed to match the student to the appropriate
instructional and curriculum level and focuses on
individualizing instruction to ensure mastery learn-
ing of all students. A good instructional match max-
imizes student learning and engagement by fitting
the student’s needs. Research has found that stu-
dents are most successful when they are able to
respond correctly to material 93% to 97% of the
time. This is called the instructional level. CBA-ID
starts by finding the student’s instructional level and
then tests for areas of skill deficits.

CBA-ID has four steps. The first is to choose an
appropriate passage for the student to read and test for
the student’s instructional level by asking them to
read 20 to 30 randomly chosen words from the pas-
sage. If the student gets five or fewer words wrong,
then he or she moves on to the next step. If more than
five errors are made, then the student is retested in
a passage at a lower level. The second step requires
the student to read the passage. As the student reads,
the examiner records the student’s errors. Afterward,
the student is asked questions about the passage to
assess how well the student comprehends what he or
she read. The last two steps of CBA-ID are to use the
assessment information to match the student to appro-
priate reading instruction and curriculum. Progress
monitoring continues as the student is instructed and
necessary changes are made.

Criterion-Referenced CBA

Criterion-referenced CBA (CR-CBA) is similar to
CBA-ID in that it was developed to determine appro-
priate instructional materials and strategies. The meth-
ods differ, however, in that CBA-CR determines an
acceptable level of performance by comparing student
scores to a locally normed sample of average peers.
Students are tested on items from the curriculum in

order of easy to difficult within a reading series. The
teacher or examiner constructs reading tests by using
100-word passages from the beginning, middle, and
end of the reading series. Students are tested across
3 days on nine passages; three from the beginning,
middle, and end each. As the student reads, the exam-
iner records student errors and then calculates the stu-
dent’s accuracy level (percentage of words read
correctly across the entire 100-word passage) and rate
of reading (the product of accuracy and 60 divided by
total seconds it took the student to read the passage).
Next, the student is asked six comprehension ques-
tions. Finally, the median scores for the 3 days of
assessment are summarized. Assessment decisions are
made based on the student’s performance compared
to the mastery criteria.

Curriculum-Based Evaluation

Curriculum-based evaluation (CBE) is used to
determine the student’s general whereabouts in the
curriculum to identify specific areas of skill deficit.
Administration begins with survey level assessment to
identify if the student’s performance meets expected
goals. The initial survey level assessment is developed
by sampling a broad domain from the curriculum. In
the case of reading, for example, broad skills such as
decoding and comprehension are tested. If the results
show that the student has a deficit, a skill-specific cri-
terion-referenced test is administered. This second test
focuses on specific skills such as segmenting words,
rhyming, intonation, and other reading-related sub-
skills. Results are used to adapt instruction to the stu-
dent’s needs.

Informal Reading Inventories

Informal reading inventories (IRIs) are similar to
CBE in that they identify specific subskill deficits.
There is much variance among the increasing number
of published IRIs; however, most follow a typical
assessment method. First, the student is asked to read
from a graded word list. Depending on the student’s
accuracy, he or she moves up or down a grade level
in word lists until the student’s instructional level is
found. The definition of this level varies among IRIs
but usually falls around 90% words read correctly.
Second, the student reads a passage from his or her
instructional level. As the student reads, the examiner
records the student’s errors, or miscues. This yields
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the student’s accuracy and reading rate. Next, the
miscues are grouped into categories like omissions,
substitutions, low fluency words, and repetitions.
Attention is also paid to the types of words that are
miscued. This allows the examiner to identify specific
areas of weakness. For example, a student may strug-
gle with words with a silent e. IRIs determine not
only which level of curriculum to place students in
but also specific areas of weakness.

Advantages
Efficiency

The administration of AAAs is quick (taking as lit-
tle as 1 minute) and requires few resources. Items can
be developed easily by teachers and taken right from
the curriculum. Furthermore, AAAs require little
training to administer or score. Also, because they are
flexible and can be designed to assess specific
domains of academics, AAAs allow school psycholo-
gists and other educators to test specific assessment
questions rather than routinely test across a broad
number of academic domains.

Use of Local Norms

Performances on AAA are often interpreted with
reference to local normative data. Local norms are
developed from samples of student behavior using
AAA procedures. Local norms directly represent the
school district population, academic goals, and out-
comes rather than the performance of students nation-
wide. They also decrease the likelihood of bias in
decision making because they are representative of
student age, grade, race, educational background, and
socioeconomic status.

Another advantage of local norms is that there is
greater overlap between what is taught and what is
tested. Districts have the flexibility to design compar-
ative data based on the specific curriculum. This high
teaching-testing overlap yields more meaningful data
on student progress. CBM-R is the most common
alternative academic assessment that is used to create
local norms. In many districts, students complete
CBM-Rs in the fall, winter, and spring.

Benchmarking

Benchmarks are sometimes used to evaluate student
performance with a criterion-referenced interpretation.

Both benchmarks and local norms are used as referents
to evaluate whether students are making adequate
progress to achieve expected long-term goals. For
example, if students are expected to read 60 words
correctly per minute in CBM-R by spring of first
grade, then by winter, it is likely they should read 45
words correctly per minute. A student who scores
significantly lower than the winter benchmark is
identified as at-risk. The student is then given addi-
tional help so that by spring, he or she achieves the
targeted level of performance. Benchmarking pro-
vides information that will help in determining which
students are at risk and should be monitored more
closely. To this end, benchmarking is also a vital
component of prevention. It allows educators to iden-
tify and fix small problems before they become
larger.

Utility Within the Problem-Solving Model

Historically, students were placed in special educa-
tion based on their scores on large norm-referenced
tests (the “test and place” model). An intelligence
score below a certain criterion resulted in a label such
as “learning disabled.” The student was then matched
to special education services based on that label, and
the problem was viewed as an inherent trait within
the student. Beginning in 2001, a shift has occurred
away from the traditional model and toward the
problem-solving model.

The problem-solving model focuses not on traits
of the student but on environmental and situational
factors that can be modified to increase student out-
comes. The problem-solving model follows these
steps: identify the problem, measure the severity of
problem, explore possible interventions, implement
an intervention, and measure progress in hopes that
the student can be successful in the general educa-
tion setting. The problem-solving model is a circular
process, as progress is constantly being monitored
and interventions are adjusted accordingly. The
problem-solving model does not rely on unproven
inferences as does the traditional model. Hypotheses
are continually tested and monitored with AAAs.
Thus, decisions are evidence-based because student
data are considered when creating and modifying
interventions.

AAAs provide the necessary tools to implement
the problem-solving model, as they efficiently assess
student performance and can be repeated often. As the
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popularity of the problem-solving model increases, so
does that of AAAs.

Utility for Progress Monitoring

Alternative academic assessments not only identify
students who are at-risk but also determine if interven-
tion efforts are successful. Because they are efficient
and drawn directly from the curriculum, AAAs can
be used repeatedly to monitor student progress and
response to intervention. Repeated measures provide
not only the level of performance but also the student’s
rate of growth. This allows educators to determine if
the student is making adequate improvement or not. If
the intervention does not produce the desired rate of
growth, then changes are made to the intervention.

Theodore James Christ and Sarah Scullin

See also Assessment; Evaluation; Measurement; No Child
Left Behind; Testing
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AMERICAN EDUCATIONAL
RESEARCH ASSOCIATION

The American Educational Research Association
(AERA) is the primary professional organization for
educational psychologists. Founded in 1916, it is con-
cerned primarily with encouraging and promoting
scholarly work, including research and writing, that is
associated with the educational process. Another
important role that AERA plays is the dissemination
of information related to its mission.

The 25,000 members of the organization are a col-
lection of scholars and practitioners from diverse
fields, well represented by the 12 divisions that the
organization hosts (see the following box for the
names of these divisions).

Administration, Organization, & Leadership
(Division A)

Curriculum Studies (Division B)

Learning & Instruction (Division C)

Measurement & Research Methodology
(Division D)

Counseling & Human Development
(Division E)

American Educational Research Association Divisions

History & Historiography (Division F)
Social Context of Education (Division G)
School Evaluation & Program Development
(Division H)
Education in the Professions (Division 1)
Postsecondary Education (Division ))
Teaching & Teacher Education (Division K)
Educational Policy & Politics (Division L)

Each of these divisions (and members often belong
to more than one) carries on its own activities, includ-
ing the election of officers, the publication of a news-
letter, the granting of awards for outstanding research
by graduate students as well as professionals, and
a listserv so that members can remain abreast of new
developments.

In addition to its 12 divisions, AERA also sponsors
special interest groups (SIGs), which are less formal
than divisions but serve many of the same purposes.
As is apparent by the list (see the following box),
SIGs are of a much more specific nature than are divi-
sions. As of 20062007, there are 42 SIGs and each
SIG has a program of awards as well.
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Special Interest Groups (SIGs)

Action Research

Adolescence and Youth Development

Adulthood and Aging

Adult Literacy and Adult Education

Advanced Studies of National Databases

Advanced Technologies for Learning

Arts and Inquiry in the Visual and Performing
Arts in Education

Arts and Learning

Arts-Based Educational Research

Associates for Research on Private Education

Bilingual Education Research

Biographical and Documentary Research

Brain, Neurosciences, and Education

Business Education & Computer Information System

Career and Technical Education

Career Development

Chaos & Complexity Theories

Charter School Research and Evaluation

Classroom Assessment

Classroom Management

Classroom Observation

Cognition and Assessment

Communication of Research

Comprehensive School Reform

Computer and Internet Applications in Education

Conflict Resolution and Violence Prevention

Confluent Education

Constructivist Theory, Research, and Practice

Cooperative Learning: Theory, Research and Practice

Critical Educators for Social Justice

Critical Examination of Race, Ethnicity, Class and
Gender in Education

Critical Issues in Curriculum and Cultural Studies

Critical Perspectives on Early Childhood Education

Cultural Historical Research

Democratic Citizenship in Education

Design and Technology

Disability Studies in Education

Districts in Research and Reform

Doctoral Education across the Disciplines

Early Education and Child Development

Ecological and Environmental Education

Education, Health, and Human Services

Educational Change

Educational Enterprises

Educational Statisticians

Education and Philanthropy

Education and Student Development in Cities

Education and the World Wide Web

Faculty Teaching, Evaluation, and Development

Family, School, Community Partnerships

Fiscal Issues, Policy, and Education Finance

Foucault and Education

Hierarchical Linear Modeling

Hispanic Research Issues

Holistic Education

Home Economics Research

Inclusion & Accommodation in Large-Scale
Assessment

Indigenous Peoples of the Americas

Indigenous Peoples of the Pacific

Informal Learning Environments Research

Instructional Technology

International Studies

Invitational Education

Ivan Illich

John Dewey Society

Language and Social Processes

Large Scale Assessment

Law and Education

Leadership for School Improvement

Leadership for Social Justice

Learning and Teaching in Educational Leadership

Learning Environments

Learning Sciences

Literature

Lives of Teachers

Longitudinal Studies

Marxian Analysis of Society, Schools and Education

Measurement Services

Media, Culture, and Curriculum

Mentorship and Mentoring Practices

Middle-Level Education Research

Mixed Methods Research

Moral Development and Education

Motivation in Education

Multicultural/Multiethnic Education: Research,
Theory, and Practice

Multiple Intelligences: Theory and Practice

Multiple Linear Regression: The General Linear Model

Music Education

NAEP Studies (formerly Research Using NAEP Data)

Narrative and Research

Organizational Theory

Out-of-School Time

Paulo Freire

Peace Education

Philosophical Studies in Education

Politics of Education
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Portfolios and Reflection in Teaching and Teacher
Education

Postcolonial Studies and Education

Problem-Based Education

Professional Development School Research

Professional Licensure and Certification

Professors of Educational Research

Qualitative Research

Queer Studies

Rasch Measurement

Religion and Education

Research, Education, Information, and School Libraries

Research Focus on Black Education

Research Focus on Education and Sport

Research Focus on Education in the Caribbean
and Africa

Research in Global Child Advocacy

Research in Mathematics Education

Research in Reading and Literacy
(formerly Basic Research in Reading and Literacy)

Research in Social Studies Education

Research on Evaluation

Research on Giftedness and Talent

Research on Learning and Instruction in Physical
Education

Research on Teacher Induction

Research on the Education of Asian Pacific Americans

Research on the Education of Deaf Persons

Research on the Inclusion of Students with
Disabilities and Limited English Proficient Students
in Large-Scale Assessment

Research on the Superintendency

Research on Women and Education

Research Use

Rural Education

Safe Schools and Communities

School Choice

School Community, Climate, and Culture

School Effectiveness and School Improvement

School Indicators, Profiles, and Accountability
(formerly School Indicators and Profiles)

School/University Collaborative Research

Science Teaching and Learning

Second Language Research

Self-Study of Teacher Education Practices

Semiotics in Education

Service-Learning & Experiential Education

Social and Emotional Learning

Society of Professors of Education

Sociology of Education

Special Education Research

Spirituality & Education

State and Regional Educational Research Associations

Stress and Coping in Education

Structural Equation Modeling

Studying and Self-Regulated Learning

Supervision and Instructional Leadership

Survey Research in Education

Systems Thinking in Education

Talent Development of Students Placed at Risk

Teacher as Researcher

Teacher’s Work/Teachers’ Unions

Teaching Educational Psychology

Teaching History

Technology, Instruction, Cognition, & Learning

Technology as an Agent of Change in Teaching
and Learning

Test Validity Research and Evaluation (formerly
Objective Analysis of Qualitative Research Methods)

Tracking and Detracking

Urban Learning, Teaching, and Research

Vocabulary

Workplace Learning

Writing and Literacies

Neil J. Salkind
Web Sites

American Educational Research Association (AERA):
http://www.aera.net

AMERICAN INDIANS
AND ALASKA NATIVES

American Indians and Alaska Natives (AI/AN) are per-
sons descended from the original inhabitants of North,

Central, and South America and the Caribbean. Those
who occupy what is now the State of Alaska are
referred to as Alaska Natives. The colonization experi-
ence of Alaska Natives is originally seeded in Russian
occupation, but their experience mirrors that of the
tribes in the lower 48 states. As a group, tribal peoples
of the Continental United States are referred to herein
as First Nations persons. In the United States, there are
more than 560 federally recognized nations and an
untold number of non-federally recognized groups.
These First Nations are culturally distinct and include
populations speaking more than 300 discrete languages.
The 2000 U.S. Census Bureau reported First Nations
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persons of full or partial decent comprise roughly 1.5%
of the total U.S. population, accounting for slightly
more than 4 million persons. In 1987, Russell Thornton
estimated the population had exceeded 72 million in
1492. By 1800, according to Thornton, the number had
been reduced by roughly 95% as a result of disease, war-
fare, and oppression. Systemically, the fields of educa-
tion, mental and behavioral health, and medicine are
products of this historical context. A conscious endeavor
to comprehend the First Nations experience is essential to
any professional working with this population. Sadly, this
process is generally not undertaken during academic pro-
fessional training. Following is a discussion of the histori-
cal implications for First Nations persons in relation to
their inter- and multigenerational experience. Cultural
resiliencies and treatment implications are considered, as
well as best-practice frameworks.

Historical Context

It is widely recognized that Columbus was not the first
European to make contact with the Americas. Regard-
less, this discovery myth persists and permeates pre-
sumptions about the First Nations in many fields,
including educational psychology. The consequences of
Columbus’s contact, however, have been significant.
One of the earliest outcomes of his arrival was the
enslavement of Indigenous inhabitants. European-
modeled slavery directly contributed to the mass disrup-
tion of many tribes’ gender role structures and systems
of government. Tribes were impacted differently by
slavery depending upon the era in which they interacted
with the newcomers; however, contact generally magni-
fied intertribal disputes and fostered a divide-and-
conquer stance toward the First Nations. Perhaps at the
height of irony, some First Nations even adopted
a pseudo-European model of slavery after years of inter-
mingling with those of European and African descent.
When slavery was abolished in the United States, all but
one slave-holding tribe extended full tribal citizenship to
newly freed slaves. This entitled former African slaves
the right to acquire land, tribal representation, and pro-
tection under tribal laws, therefore requiring the U.S.
government to deal with such persons as African Indians.
Slavery historically correlates with the introduction of
blood quantum as a measure of ethnic identity and
belongingness for First Nations persons, a concept
formalized within the federal reservation system. The
impact of European-modeled slavery in the Americas is
complex and ongoing, and its understanding changes the

completion of what has traditionally been perceived as
a Black and White element of American history.

More devastating than slavery to the First Nations
and their ways of living was the impact of disease
post-1492. Of the many diseases brought to the
Americas by Europeans, the greatest killer was small-
pox. This disease followed trade and warfare routes
and struck in repeated waves of pandemic, decimating
the vulnerable immune systems of the First Nations.
Thornton has identified scores of other diseases intro-
duced by Europeans, including measles, the bubonic
plague, cholera, several variations of venereal disease,
and rare forms of influenza and respiratory disease.
Likewise, the introduction of African slaves to the
Americas saw the presentation of diseases such as
malaria and yellow fever. Thus, the clear conqueror
of the First Nations was the repeated exposure to dis-
eases by which they were decimated at a horrific and
incomprehensible rate.

As the First Nations population decreased and the
number of Europeans increased, the competition for
land and resources became a focal point for conflict.
Warring European groups, such as the French and
English, capitalized on traditional rivalries between
some First Nations tribes and forged alliances with
opposing tribes. Most alliances were relatively short
lived and dissipated once the First Nations were no
longer of benefit to their White allies. Tensions soared
between Europeans and the First Nations as the United
States of America declared its independence. With the
cultural integration of European tools of war such
as the horse and firearms, conflicts between the two
groups became more intense and lethal. The United
States adopted a strategy of treaty making and entered
into agreements with First Nations tribes, promising to
cease hostilities in return for land concessions on the
part of First Nations persons. Between the years of
1775 and 1890, hundreds of treaties were signed
between the First Nations and the United States,
though few were honored by the United States for any
meaningful length of time in their original form.
Tribes continued to be encroached upon, and armed
conflict flourished. The U.S. Bureau of the Census
indicated in 1894 that more than 53,500 American
Indians were killed in wars between the United States
and First Nations tribes. This number is likely in the
hundreds of thousands if one includes the numbers
who died as a result of Indian against Indian warfare
as an outcropping of some tribes’ alliances with the
U.S. government.



American Indians and Alaska Natives 33

Acts of genocide add to First Nations casualties.
Genocide includes acts intended to destroy (partly or
wholly) a national, ethnic, racial, or religious group,
including killing or causing serious bodily or mental
harm, instituting living conditions highly correlated
with death, preventing births to the group, and/or forc-
ibly transferring children of one group to another.
Both the U.S. government and its citizens committed
acts of genocide. Often cited are incidents of germ
warfare via infected blankets given to some First
Nations; however, it is difficult to determine how
many deaths may have occurred in this fashion, if
any. Clear examples of genocide against the First
Nations are found in incidents such as the hunting
down and murder of First Nations persons during
raids in the California and Texas territories, where
American Indians were commonly viewed as less than
human. In addition, scores have died as a result of
harsh governmental policies that fostered little chance
for sustenance and survival. It is difficult to discern
where acts of warfare end and genocide begins. Many
of the incidents of the Indian Wars once described as
battles, such as those at Sand Creek and Wounded
Knee, have now come to be known as massacres of
First Nations persons instead.

Though resistance continued on a relatively small
scale after 1890, that year is generally recognized as
the end of the Indian Wars. As the First Nations fell
under the control of the United States, relocation and
removal were increasingly used to deal with “the
Indian problem.” Removals persisted for decades fol-
lowing 1890, and nearly every First Nations group
was affected by relocation as the United States strove
to accommodate its encroaching settlers. These forced
moves separated individuals from their families, com-
munities, and traditional lands upon which entire
ways of life and worldview systems resided. During
marches, tribes often endured harsh treatment and
conditions, cutting to the core of the human capacity
to make meaning of what was being endured. High
rates of mortality were recorded, and historical writ-
ings reveal the emergence of modern-day disorders
such as refugee syndrome and concentration camp
syndrome, conditions currently recognized as manifes-
tations of posttraumatic symptoms. The First Nations
were faced with repeated and persistent stress, trauma,
loss, and grief to which they were forced to respond.
A core source of resilience and coping was found in
the pan-Indigenous value system and worldview. The
First Nations turned to their spiritual leaders for

guidance and hope. As the U.S. government sought
continually to manage its Indian problem, it resorted
to an apartheid approach of diplomacy—the reserva-
tion system. Tribes were generally removed from tra-
ditional lands and given dominion over a smaller
tract. The life on reservations was often appalling,
with starvation, violence, and death all too frequent.
The changes First Nations persons faced were perva-
sive and affected their mental, behavioral, and physi-
cal health. The impact of this paternalistic treatment
by the United States persists, and First Nations per-
sons continue to struggle with the implications.

As American Indians and Alaska Natives fell
under the increased control of Whites, acculturation
and assimilation pressures mounted. This is particu-
larly true in respect to the education of First Nations
youth. The boarding school era is recognized by
First Nations scholars and professionals as the most
destructive period in U.S. Indian policy. During
the 1800s and 1900s, First Nations children were
removed from their homes, as early as age 5, and sent
to Christian mission and Bureau of Indian Affairs
schools for European-oriented education with a focus
on assimilation into White culture. Probably the most
famous school was Carlisle Indian School in Pennsyl-
vania, the first off-reservation government-sponsored
boarding school. The school was established in 1879
by Henry Pratt, a veteran of the American Civil War
and the Indian Wars, whose goal was the complete
assimilation of the First Nations. Pratt’s motto was
“Kill the Indian and save the man.” This stance toward
Indian education continued well into the 1900s, and
First Nations youth were trained in domestic and labor
tasks via the school’s outing system that prepared them
for their place in White society. Children were not
allowed to practice traditional culture and were pre-
vented from speaking traditional languages and wear-
ing traditional hairstyles and clothing. First Nations
youth were forced to practice Christianity and forbid-
den, often in the face of physical threat, to practice
their traditional religions. Children were subjected to
harsh punishment in the military fashion of the
schools’ educational philosophy, and many children
endured emotional, physical, and sexual abuse. This
era saw generations torn from their traditional, holistic
ways of learning and knowledge acquisition and reared
instead in a militaristic, institutional setting virtually
devoid of the caretaker bonds now recognized as fos-
tering healthy attachment and relationships. The full
effect of the boarding school era continues to be
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examined in respect to both the costs to and the resi-
liencies drawn upon by First Nations persons.

As failed Indian policies became apparent to the
mainstream citizenry, the political tide turned from
paternalism to that of fostering self-determination. One
failed attempt at this goal was that of Termination.
Termination policy was instituted in the early to mid-
1900s to defederalize tribes, dissolving their political
status as sovereign nations within the United States
and thus their trust relationship with the government.
The naive intention was to end governmental paternal-
ism, but what was actually instituted was another form
of forced assimilation. First Nations persons were sub-
jected to state laws, and tribal lands were converted to
private ownership by former tribal members. First
Nations persons were forced to own land individually
versus communally and were often forced to utilize it
for farming, though virtually no provisions were made
for helping tribes obtain the needed capital for such an
endeavor. Much of the land made its way to White
owners when the Indigenous owners were forced to
sell it to support themselves and their families. Virtu-
ally overnight, First Nations persons in as many as 100
reservations, bands, and rancherias became not Indian
as defined by mainstream law. Termination policy has
resulted in significant identity struggles for many
American Indians and Alaska Natives, as one’s ethnic-
ity is defined by another, seemingly at whim and on
a continuous basis. An additional outcome of Termina-
tion was the mass removal of First Nations persons
from reservation areas to urban areas with the promise
of employment, education, medical care, and improved
quality of life. Unfortunately, what many First Nations
families found was poverty and an increased sense of
marginalization, as they were now separated from their
tribal communities.

The 1960s marshaled in an era of societal and polit-
ical change in the United States. Self-determination for
the First Nations emerged as a priority, and the coming
decades saw increased emphasis on fostering sover-
eignty. The Indian Civil Rights Act of 1968 was
passed, prohibiting states from assuming jurisdiction
over federally recognized tribal peoples and their lands
under Public Law 280. The Indian Education Act of
1972 was an initial effort to require specialized training
for educators in an effort to produce and fund cultural
competency and to stimulate local attention to First
Nations issues. The Indian Self-Determination and
Education Assistance Act of 1975 encouraged tribes to
assume control over federally funded programs and

provided additional funding. The Indian Child Welfare
Act of 1978 was a response to the massive removal
and institutionalization of First Nations children via
foster care, adoption, and detention in juvenile facili-
ties. First Nations children were to be preferentially
placed with First Nations families under the jurisdiction
of tribal courts. The American Indian Religious Free-
dom Act of 1978 recognized the right of First Nations
persons to practice their religions and required federal
entities to adopt policies of noninterference. In 1988
the Indian Gaming Regulatory Act further defined
tribal sovereignty. Also in 1988, Section 5203 of the
Tribally Controlled Schools Act added to the intent of
the Indian Civil Rights Act and fully repudiated Termi-
nation policy. The Native American Graves Protection
and Repatriation Act of 1990 acknowledged the pro-
found impact that centuries of objectification have
wrought upon the First Nations. The remains of First
Nations persons and their burial sites were recognized as
sacred, and scores of the deceased were released from
museums around the world and returned for proper rites
among their peoples. Finally, the Indian Arts and Crafts
Act of 1990 furthered the de-objectification of First
Nations peoples and helped turn the tide of cultural
acquisition.

The 21st Century

Today, the U.S. Census Bureau reports that the First
Nations are a young population as compared with
other ethnicities, with just less than half living on
a reservation or federal trust land and a little more
than half living in urban areas. First Nations persons
are overrepresented within the numbers of negative
social and economic indicators of disparity. Though
rates vary widely between tribes and geographic
regions, the First Nations find themselves with many
of the most disparaging statistical measures of societal
success. Economically, they lag behind other ethnic
populations, having high poverty and unemployment
rates and disproportionately low educational opportu-
nities and graduation rates at all levels. Physical
health disparities include high rates of diabetes and
heart disease. Mental and behavioral health disparities
include depression, posttraumatic stress disorder, and
alcohol abuse for the First Nations as a whole.

First Nations children and youth receive dispropor-
tionately low levels of prenatal care as compared with
other populations. They are exposed to alcohol in utero
at higher rates and thus suffer rates of fetal alcohol
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syndrome disproportionately. As a group, First Nations
youth endure disproportionate rates of diabetes, obesity,
inner ear infection, cancer, and toxin exposure. The lack
of accessible culturally competent health care com-
pounds the negative impact on First Nations health. Sui-
cide and homicide are among the top 10 causes of
death for First Nations youth ages 5 through 14 years,
and loss and grief follow this young population as
a whole, given the historical and persistent struggles
with which it is faced. Emerging public health issues
for the First Nations include high rates of pregnancy for
young women and girls who have insufficient access to
prenatal care, escalating rates of sexually transmitted
disease (including HIV/AIDS), and an explosion of
gang involvement, even in reservation areas.

Health, Resiliency,
and the Balance Way

The disparities and impacts of colonization with which
many First Nations struggle is best conceptualized
through an Indigenous worldview. The situation then
becomes historically bound and has been framed by
First Nations elders and tradition keepers as transcend-
ing time in a spatial fashion and experienced both indi-
vidually and collectively. Thus, historical events are
experienced in real time by individuals and their com-
munities. Healing occurs through communal support
and recognition of suffering and ritual interventions. In
this way, suffering is acknowledged by the individual
and his or her support system, and assessment, diagno-
sis, and treatment occur via a vehicle that emphasizes
both individual and group strategies. First Nations
scholars and clinicians advocate for an intervention
framework that recognizes the inter- and multigenera-
tional nature of the loss, stress, and trauma to which
American Indians and Alaska Natives are exposed.
Such a framework is congruent with the First Nations
concept of time and healing and draws upon the use of
traditional concepts and strategies.

Assessment, Diagnosis, and Treatment:
First Nations Values and Ancient Knowledge

Despite the breath of diversity within the First
Nations population, pan-cultural values and worldview
perspectives exist. One commonly held view is that of
time as cyclical and spatial versus linear, as conceived
by the mainstream. Emphasis is on process rather than
product. Contextual space or environment is often

closely tied with experience and thus with healing. The
First Nations see all as connected, whether celestial,
elemental, mineral, fauna, animal, or human. Relation-
ships are not compartmentalized along blood lines but
rather viewed as broad connections that invoke rela-
tional roles. For example, siblings and cousins may be
seen as equivalent relationships for an individual, and
both will be referred to as brothers or sisters. In this
spatial worldview, conceptions of wellness and ill
health, life and death are grounded in the idea of keep-
ing balance internally and with the world around one’s
self, and moving from one time-space domain to the
next, respectively. Traditional healers utilize place (e.g.,
sacred locations) and integrate the help of other ele-
ments (e.g., plants, animals) to aid in helping the indi-
vidual rebalance. Given the value placed on process
and the cyclical nature of existence, all human experi-
ences are held as important. Events such as dreams,
visions, and premonitions are integrated into the healing
process and not pathologized in the vein of mainstream
psychology. Traditionally, there is a broad acceptance
of difference and individual diversity, and thus a strategy
of relative noninterference exists. Persons are supported
through change individually with a healer and/or com-
munally, and they are encouraged to find their own path
to meaning and balance, utilizing their own gifts and
strengths in doing so. This idea of individual difference
and noninterference is quite divergent from mainstream
thinking and is particularly evident in mainstream
socially constructed concepts, such as that of gender
or sexual orientation/preference. Pan-culturally, First
Nations persons traditionally view gender as discrete
from sexual orientation, identity, and preference.

Given the historical context within which the fields of
psychology and education have developed and the current
statistics the First Nations face, it is clear that pervasive
cultural competence is lacking in assessment, diagnosis,
and treatment of this population. Stereotyping, stigma,
and discrimination pervade the intervention process with
the First Nations and are highly correlated with low rates
of contact and retention within the helping professions.
Clinicians must consider the possibility of institutional
distrust on the part of First Nations clients. Accommoda-
tion must be made for cultural differences present
between the client and the clinician as well as between
the client and the system of service. Language can pose
a particular roadblock to intervention, regardless of
whether the client speaks English as a second or a first
language. Previous generations pass down the cultural
worldview housed in Indigenous languages. First Nations
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languages are relational and descriptive in nature and
do not accommodate compartmentalization as English
does. Most Indigenous languages provide an under-
standing of the world as either animate or inanimate,
not living or dead. Gendered language too is relatively
nonexistent in the fashion of Western-mainstream lan-
guages. A close examination of popular standardized
assessment and diagnostic tools quickly reveals their
inability to competently accommodate First Nations cli-
ents. The vast majority of such tools, including the
Diagnostic and Statistical Manual of Mental Disorders
(Fourth Edition, Text Revision) (DSM-IV-TR), have
been developed through a linear, White mainstream
worldview, and few have been standardized or explored
in relationship to their use with the First Nations.

Learning: Indigenous Science
and Knowledge Acquisition

American Indians and Alaska Natives have had sophis-
ticated systems of hypothesis testing and knowledge
acquisition for thousands of years. This knowledge has
persisted in oral, written, pictorial, and ritual traditions.
Unfortunately, systemic racism, discrimination, and
ignorance have all played a role in the perpetuation
of the stereotype of First Nations science as a proto-
knowledge, a less sophisticated form of Western-
mainstream constructs. It is in this atmosphere that First
Nations persons are educated by mainstream institutions
of learning. Acculturation and assimilation pressures
are significant for First Nations children in educational
settings and persist through higher education.
Preschoolers may encounter difficulties adjusting to
their new setting and its demands. Traditionally, First
Nations youth are raised with close attention to attach-
ment building and may share a bed with their primary
caretaker(s), may be breastfed until they are 3 or 4
years old, and may enjoy the attention of multiple care-
takers regardless of blood ties. Children entering ele-
mentary school are often encountering mainstream
culture for the first time and can be shaken by the shift
in worldviews within which they must function. Boys
may be ridiculed for keeping their hair traditionally
long, and all youth are subject to defending themselves
against the onslaught of holidays and practices cele-
brated in school systems that may be Christian-focused
or U.S. nationalist. Language issues can be a particular
challenge, and children may be required to shift from
an experientially based traditional educational focus at
home to a more linear, prescribed learning style in the

educational setting. By middle and high school, First
Nations youth often confront the full force of stereotyp-
ing and discrimination, as well as the aforementioned
risk factors. They may encounter existential crises,
struggling to integrate traditional spiritual beliefs with
mainstream culture. The risk for internalized oppression
is great, as teens strive for identity and self-preservation.
A traditional adolescent may attend a school that pro-
motes stereotyping and demeans the spiritual worldview
of First Nations persons via Indian mascots or the
promotion of, and forced participation in, Christian-
based activities. This pressure mounts as those First
Nations youth who do graduate from high school
attempt to make their way to college. College students
may have to travel great distances from their tribal
communities and lands, deepening existential struggles.
In higher education they find few First Nations mentors,
little funding, and can struggle greatly to resolve the rift
between their traditional worldview and that of the
Western mainstream.

Indigenizing the Mainstream

Best practices with American Indians and Alaska
Natives mandate the integration of traditional knowl-
edge, practices, community, and tradition keepers. Suc-
cessful strategies and programs are individualized and
recognize the potential for divergent worldviews and
diversity within this group. Legitimate ways of know-
ing and healing are held within the First Nations cul-
ture and have been utilized for thousands of years to
educate and heal this group. The educational psycholo-
gist will find a wealth of helpers within the commu-
nity’s natural supportive structure. Elders, traditional
healers and mentors, extended family, and many others
can be of assistance for case conceptualization and
treatment. Traditional knowledge and values can be
found in a group’s original instructions (creation story)
and provide a useful framework for conceptualizing
a client’s struggle, as well as his or her ethnic identity.
Finally, policies that support the integration of under-
standing between the mainstream and First Nations
may be supported by educational psychology as
socially just objectives that promote healing and under-
standing for both groups.

Leah M. Rouse Arndt

See also Bilingualism; Cognitive and Cultural Styles;
Culture; Discrimination; Ethnicity and Race



Androgyny 37

Further Readings

Duran, E., & Duran, B. (1995). Native American postcolonial
psychology. Albany: State University of New York Press.

Duran, E., & Ivey, A. (2006). Healing the soul wound:
Counseling with American Indians and other Native
Peoples. New York: Teachers College Press.

LaFromboise, T., & Dizon, M. (2003). Indigenous American
Indian population groups. In J. T. Gibbs (Ed.), Children of
color: Psychological interventions with culturally diverse
youth (2nd ed., pp. 41-91). San Francisco: Jossey-Bass.

Thornton, R. (1987). American Indian holocaust and
survival: A population history since 1492. Norman:
University of Oklahoma Press.

ANDROGYNY

Androgyny is a term derived from the Greek andras
(&vdpac—man) and gyne (yovii—woman) referring
to either the absence of any distinguishing mascu-
line or feminine traits, as in the Hijras of India, or
the combination of both masculine and feminine
characteristics, whether spiritual, psychological, or
physiological.

Most Western cultures presume a binary opposi-
tion between male and female. In the 1950s, June
Singer revived a mystical interest in androgyny, rec-
onciling the “masculine” and “feminine” aspects of
a single human, restoring the balance between what
Jung called animus and anima. Like Mircea Eliade
and Carl Jung, Singer treated androgyny as arche-
typal, in which the divided self yearned for the com-
plete reunion of male and female. This understanding
of androgyny as a metaphysical ideal was implicit in
shamans or deities like Buddha, Shiva, Kuan Yin, and
Elohim. Even so, Singer believed that the sexes were
naturally differentiated: that males are generally
aggressive, dominant, hard, and logical, and women
are passive, compliant, soft, and intuitive.

In 1974, Sandra Bem published the Bem Sex Role
Inventory (BSRI), a self-test listing 20 socially desir-
able female traits, 20 socially desirable male traits, and
20 considered to be neutral. Male traits included
“forceful,” “analytical,” and “self-sufficient”; female
traits included “sympathetic,” “loyal,” and “compas-
sionate”; and neutral items included “truthful,”
“sincere,” and “friendly.” Scores revealed the respon-
dent’s self-reported possession of socially desirable,
stereotypically masculine and feminine personality
characteristics. An individual who received high scores

for both female and male traits was defined as androg-
ynous, whereas one with low scores in both was
described as undifferentiated. Gender traits had little
correlation with the ascribed sex of participants. Like
Singer and Jung, Bem believed that people who had
androgynous psychological traits were the most effec-
tive and well-functioning individuals in society.

At this time, Constructivism claimed that gender was
socially constructed and could therefore be changed at
will. Resistance to gender binaries and heterosexuality
took the form of transvestitism, or performances as drag
queens or drag kings. Kate Bornstein, having performed
as a cross-dressing performance artist and encouraged
the self-construction of “who you are,” used surgery to
change herself in 1998 to a ‘“male-to-female lesbian
transsexual” but has now settled into being neither male
nor female, a gender outlaw.

To describe a born male as “lesbian” indicates
some of the conceptual change required by this new
gender fluidity, but it did not necessarily accommodate
androgyny. A medical category, gender identity disor-
der, was created to describe those who felt incompati-
bility between their felt identity and their anatomy.
Improvements in surgical processes made it possible to
normalize anatomies as normalized male or female,
and medical research sought to explain sex “transgres-
sions” (gender identity disorder, cross-dressing, or
homosexuality) physiologically in order to remove
blame and effect a “cure.” A few transsexuals, like
female-to-male Jamison Green, rejected such normaliz-
ing “cures” and accepted their androgynous status to
the extent of having hormone treatment but not requir-
ing a surgically constructed penis or denying their past.

Despite a relatively low level of sexual dimor-
phism in humans, Charles Darwin had naturalized the
sex binary in The Descent of Man by referring to nat-
urally selected sex differences between male and
female in gonads, sex organs, body mass, amount and
placement of body hair, intelligence, psychological
traits such as aggression, and child-rearing practices.
But he tended to overlook the high amount of androg-
yny in the natural world, for instance, in worms and
snails. About 30% of the fish species on a coral reef
start out as males and end as females, or vice versa,
or are both male and female at the same time. Could
humans be naturally androgynous?

In 1993 in Bodies That Matter, Judith Butler
argued that even though we construct gender, our
material bodies sometimes prevent us from conform-
ing to social norms. Earlier in Gender Trouble, she
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claimed that drag queens in their “queer performativ-
ity” demonstrate resistance to being required to “per-
form” normal dichotomous roles of male or female
which they do not feel. The existence of physically
androgynous humans challenges those dichotomies at
an even more profound level.

Anne Fausto-Sterling estimates conservatively that
1 in 1,000 persons is born with androgynous physiolog-
ical features. Previously called hermaphrodites, they
are now medically defined as infersex, a term, like
androgyny, applied to any person with characteristics
determined as neither exclusively male nor female, or
combining features of both. The most common cause
of so-called sexual ambiguity is congenital adrenal
hyperplasia, an endocrine condition in which the adre-
nal glands produce unusually high levels of virilizing
hormones. In genetic females, this leads to an appear-
ance that may be slightly masculinized (large clitoris)
to quite masculine. Another form of intersex is andro-
gen insensitivity syndrome, in which people born with
masculinizing Y chromosomes do not develop male
morphology. Other physiological androgynes show
chromosome variations such as 47XXY, 45XO, or
mosaics. Far from being revered as complete or ideal
persons, such anatomical androgynes are usually classi-
fied as male or female sex at birth and surgically or
hormonally transformed into either male or female in
childhood, with remaining variations of the male-
female binary seen as transgressive.

Bem and Fausto-Sterling argue that the danger of
perpetuating the male-female binary lies in the fact
that cultural roles and norms remain dictated by males
and highly polarized male values. The placement of
the androgyne at the center of our understanding of
physical and cultural humanness and our acceptance
of complex combinations of male and female defuse
current hegemonies.

Felicity Ann Haynes

See also Gender Bias; Gender Differences; Gender Identity
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ANXIETY

Anxiety is a common mental health concern facing
many Americans today. In 1997 Thomas Huberty
defined anxiety as a unique emotional state character-
ized by feelings of distress and tension about real or
anticipated threats that may manifest in cognitive,
behavioral, or physiological patterns. Anxiety can have
devastating effects on individuals, as it can interfere
with their learning and social and emotional develop-
ment. In this entry, general information about anxiety
is presented. Common features found among the anxi-
ety disorders, types of anxiety disorders, and etiologi-
cal factors underlying anxiety disorders are discussed.
Prevention and intervention strategies are covered.

Components of Anxiety

Anxiety is a complex emotional state and may involve
and influence multiple domains of an individual’s
functioning. Specifically, an individual may experience
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cognitive, behavioral, and physiological effects. Com-
mon cognitive symptoms of anxiety include excessive
worries, concentration difficulties, and memory and
attention problems. Anxiety may also be manifested
through such behavioral symptoms as motor restless-
ness, difficulty sitting still, and attempts to escape or
avoid anxiety-provoking stimuli or situations. Finally,
anxiety also includes physiological symptoms, such as
muscle tension, increased perspiration, rapid heartbeat,
headaches, and stomachaches.

Anxiety as a Unigue Emotion

Anxiety is a unique emotion as it can be viewed in
both a positive or negative light. A slight amount of
anxiety can be helpful and facilitate an individual’s
performance, whereas too much anxiety can be debili-
tating and hinder one’s performance. In small amounts,
anxiety can serve as a motivator and lead to optimal
performance in school, work, sports, or other areas in
an individual’s life. For example, a student can become
slightly anxious before a major exam. The slight anxi-
ety felt can motivate the student to study for the exam
and do better because of the time spent preparing for
the exam. In contrast, high levels of anxiety may inter-
fere with the student’s ability to concentrate, process
information, or retrieve information from long-term
memory. Under these circumstances, the student is less
likely to perform his or her best on the exam.

Anxiety can also alert an individual to a potential
danger. The fight-or-flight response, also referred to
as the acute stress response, involves the activation of
the sympathetic nervous system in an emergency situ-
ation. The individual will respond to a threatening or
dangerous situation by fighting or fleeing. Thus, many
believe that anxiety serves as a survival mechanism
and protects the individual from harm.

Besides its positive and negative aspects, anxiety
can be viewed as a normal indicator of development.
During the normal course of development, individuals
experience fears and anxieties, but the specific fears
and anxieties experienced vary as a function of age.
Moreover, there is some evidence to suggest that the
number of specific fears and anxieties decrease with
age, whereas others suggest that the number of spe-
cific fears and anxieties remain the same across the
life span. Sources of anxiety for infants include loud
noises, strangers, and novel stimuli, and for toddlers,
separation from major attachment figures and imagi-
nary creatures. Children fear large animals, darkness,

and natural events, and adolescents fear social alien-
ation. Sources of anxiety for adults include natural
events, injury, and financial issues. Most individuals
experience these age-specific anxieties and fears,
which are mild and transient in nature.

Prevalence of Anxiety
and Comorbid Conditions

Prevalence rates of anxiety in community samples are
difficult to estimate, especially given the fact that
internalizing disorders, such as anxiety, are often diffi-
cult to observe and identify. Prevalence estimates for
clinical levels of anxiety in children, young and mid-
dle-age adults, and older adults range from 5% to
19%, 6% to 8%, and 9% to 11%, respectively. In gen-
eral, the prevalence of anxiety disorders has been
found to increase with age in the child and adolescent
population, decline during the young and middle-age
adult years, and slightly increase in the older adult
years. Gender differences have also been found in the
literature. Specifically, females typically report more
anxiety symptoms than do males. However, it remains
unknown at the present time whether this gender dif-
ference is due to females actually experiencing more
anxiety symptoms than males or whether females are
simply better able to recognize and report their symp-
toms of anxiety than are males. On the other hand,
overall, more females than males are believed to suf-
fer from an anxiety disorder. However, the gender
ratios differ based on the type of anxiety disorder
diagnosed and the age of the individual. Despite this
variability and the need for further research with
regard to prevalence rates among different ages and
genders, it is clear that anxiety continues to be a major
problem for individuals of all ages and one that can
potentially lead to significant difficulties within multi-
ple domains of functioning.

Anxiety disorders have high rates of comorbidity
with other disorders. The rate of comorbidity between
anxiety and depressive disorders may be as high as
55% to 65%. Speculation as to why these rates are so
high is that both anxiety and depression share a similar
trait known as negative affectivity, or emotional dis-
tress. Negative affectivity includes such affective
states as worry, self-dissatisfaction, and sadness. High
comorbidity rates may also be due to a sequential link
between anxiety and depression, with anxiety serving
as an early precursor to a depressive disorder. Comor-
bidity rates are also high between different types of
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anxiety disorders. It is not uncommon for an individ-
ual who has one anxiety disorder to be diagnosed with
another anxiety disorder. Other common comorbid
conditions include substance use disorders and disrup-
tive behavior disorders, such as attention deficit
hyperactivity disorder, oppositional defiant disorder,
and conduct disorder.

From a trait model perspective, anxiety is viewed
as a stable personality characteristic. Without treat-
ment, anxiety disorders may persist. Approximately
45% to 65% of individuals diagnosed with an anxiety
disorder do not show remission of symptoms. How-
ever, approximately 35% to 55% of individuals do
show remission, but many who show remission
develop other disorders, especially other anxiety dis-
orders. Anxiety disorders interfere with the social and
emotional well-being of individuals. If individuals
are still in school, academic development may be
impaired. For adults, work productivity may decline
and unemployment may increase.

Developmental Precursors
or Etiological Factors

Different theories exist about the development of an
anxiety disorder. The three most popular models used
to explain the development of an anxiety disorder are
the biological, behavioral, and cognitive models.
Biological explanations of anxiety focus on genetics,
neurotransmitters, differences in structural regions of
the brain, abnormalities in the immune system, and
behavioral inhibition. Genetics is believed to play
a role in the development of an anxiety disorder.
Genetic influences account for approximately 30% to
35% of the variance in anxiety in most cases, suggest-
ing that anxiety is moderately inheritable. The neuro-
transmitter gamma aminobutyric acid (GABA) has
received some attention as a possible risk factor in the-
development of an anxiety disorder. GABA may
increase excitatory responses to real or perceived
threats, or it may fail to send messages to inhibit these
responses. Perturbations in the hypothalamic-pituitary-
adrenal axis indicate structural brain differences in indi-
viduals with an anxiety disorder. Behavioral inhibition
may be another possible etiological factor. Behavioral
inhibition characterizes a child’s temperament. Chil-
dren with this type of temperament are shy and exhibit
inhibited behaviors in response to novel stimuli. These
individuals are also highly physiologically reactive to
such stimuli.

Behavioral explanations for the development of an
anxiety disorder focus on learned behaviors. Accord-
ing to behaviorists, anxiety is a learned behavior that
is acquired and maintained through a combination of
classical and operant conditioning, operant condition-
ing alone, or modeling. From a classical and operant
conditioning perspective, anxiety problems result
when a neutral stimulus, such as a large dog, is paired
repeatedly with an aversive stimulus (i.e., an uncondi-
tioned stimulus), such as a loud noise, to produce an
unconditioned response, such as a startled reaction.
Through repeated pairings with the unconditioned
stimulus, the neutral stimulus becomes a conditioned
stimulus, and this conditioned stimulus will produce
a conditioned response. In other words, the presence
of a large dog will result in a startled response without
the loud noise being present on a regular basis. The
conditioned stimulus (i.e., a large dog) will then be
avoided, and by avoiding the conditioned stimulus, an
individual’s anxiety is reduced. The avoidance behav-
ior demonstrated by the individual in response to the
large dog is an example of operant conditioning. In
operant conditioning, the stimulus, task, or situation
feared is maintained by a negative reinforcement con-
tingency. The feared stimulus, task, or situation is
avoided, and the avoidant behavior is maintained
because it reduces the individual’s anxiety. In model-
ing, the individual observes the behavior of significant
others in response to aversive stimuli, tasks, or situa-
tions. When significant others exhibit avoidance
behavior and anxiety in response to aversive stimuli,
the individual learns to model these behaviors. Expo-
sure to similar aversive stimuli, tasks, or situations
will produce similar behaviors.

The cognitive approach to anxiety disorders assumes
that distorted cognitions are responsible for symptom
manifestation. According to cognitive psychologists,
individuals who have an anxiety disorder or experience
high levels of anxiety exhibit threat-related attentional
and interpretative biases. These individuals attend to
threat-related stimuli, and they interpret ambiguous or
neutral stimuli as threatening.

Common Features
of Anxiety Disorders

Although different types of anxiety disorders exist,
according to Michael Telch, Jasper Smits, Matt Brown,
and Victoria Beckner, there are some common features
across these different disorders. Common features
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include escape and avoidance behaviors, chronic worry,
attentional hypervigilance, faulty threat perception, and
sympathetic activation. Individuals with an anxiety dis-
order try to avoid or escape from stimuli or situations
that make them anxious, and they constantly worry
about current and future events. These individuals
attend excessively to cues that they perceive as threat-
ening. The excessive attention given to these cues is
referred to as attentional hypervigilance. Faulty threat
perception is another common feature found among
individuals with an anxiety disorder. These individuals
erroneously perceive situations as threatening. Sympa-
thetic activation is also a core feature found among
individuals with an anxiety disorder. Activation of the
sympathetic nervous system producing physiological
changes in the body occurs in individuals with an anxi-
ety disorder when there is no real or potential threat.
Physiological changes experienced by these individuals
in the absence of a real or potential threat may include
accelerated heart rate, muscle tension, and increased
perspiration and respiration.

Types of Anxiety Disorders

The Diagnostic and Statistical Manual of Mental Disor-
ders (Fourth Edition, Text Revision) (DSM-IV-TR) has
identified 15 types of anxiety disorders, including
generalized anxiety disorder, separation anxiety disor-
der, specific phobia, social anxiety disorder, obsessive-
compulsive disorder, posttraumatic stress disorder, acute
stress disorder, panic attack, panic disorder with and
without agoraphobia, agoraphobia without a history of
panic disorder, anxiety disorder not otherwise specified,
anxiety disorder due to a general medical condition,
and substance-induced anxiety disorder. Generalized
anxiety disorders, phobias, obsessive-compulsive disor-
ders, panic disorders, and posttraumatic stress disorders
are the most common types of anxiety disorders.
Although there are several types of anxiety disor-
ders, each involves an excessive degree of worry or fear
about certain stimuli, situations, or events, which signif-
icantly interferes with an individual’s normal state of
functioning. Generalized anxiety disorder is character-
ized by a chronic, excessive, and uncontrollable degree
of worry about a variety of events or situations, such as
friends, family, school, work, or the future. Symptoms
of generalized anxiety disorder include fatigue, irritabil-
ity, restlessness, muscle tension, and difficulties with
concentration and sleep. Another common anxiety dis-
order, specific phobia, is characterized by an extreme

and irrational fear in response to a specific stimulus,
such as animals or insects (e.g., dogs), aspects of the
natural environment (e.g., storms), blood (e.g., viewing
blood or receiving an injection), situations (e.g., being
in small spaces), or other stimuli (e.g., loud sounds or
costumed characters). This worry must be present for at
least 6 months and may lead to symptoms in children
such as crying, clinging, tantrumming, dizziness, short-
ness of breath, and fainting.

Like a specific phobia, social phobia is associated
with particular circumstances and must involve symp-
toms present for at least 6 months. An individual with
a social phobia experiences extreme worry regarding
social situations. The individual may worry over
or fear the possibility of ridicule, humiliation, or
embarrassment in social situations, such as speaking
in class or conversing with peers. Individuals with
a social anxiety disorder may attempt to avoid or
escape social behaviors, and they often have poor
social skills. These individuals may also experience
symptoms such as trembling hands or voice, perspira-
tion, muscle tension, and blushing.

Obsessive-compulsive disorder involves obsessions
(recurrent or persistent thoughts or worries that intrude
on, and interfere with, an individual’s normal function-
ing) and compulsions (repetitive behaviors, rituals, or
practices in which the individual engages to provide
relief from, or comply with, the obsessive thoughts or
worries). Common obsessions and compulsions in chil-
dren include contamination (hand washing), safety
(checking), preoccupations with orderliness and sym-
metry (ordering, aligning), and counting or touching
rituals. Individuals with an obsessive-compulsive disor-
der may feel embarrassed by their compulsions and
may experience difficulties related to concentration,
preoccupations, and perfectionist tendencies.

Posttraumatic stress disorder refers to stress or
worry experienced by an individual following a trau-
matic event (such as a serious injury, death, or cata-
strophic event). The individual reexperiences the event
(via flashbacks, nightmares, or images), as well as the
accompanying physiological arousal, and may attempt
to avoid stimuli associated with the event. Following
the event, the individual may feel helpless, fearful, agi-
tated, or disorganized and may experience hypervigi-
lance, irritability, and difficulties with concentration or
sleep. These symptoms must be present for at least
1 month following the traumatic event. If symptoms
are present for less than 1 month, then an acute stress
disorder may be present. Similar to posttraumatic stress
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disorder, acute stress disorder also results from witnes-
sing or experiencing a traumatic event. Symptoms
include reexperiencing the event and the accompany-
ing physiological arousal; however, these symptoms
are present for no more than 1 month.

A panic disorder refers to recurrent and unexpected
panic attacks that are followed for at least 1 month by
concern about, or consequences of, having another
attack and/or a change of behavior related to the attack.
Panic attacks develop abruptly, often last for approxi-
mately 10 minutes, and involve symptoms such as heart
palpitations, sweating, chest pain, dizziness, fear of
dying, feelings of detaching from one’s body, and feel-
ings of losing control. If the attacks become more fre-
quent, the individual may come to fear experiencing
a panic attack in public places, and develop agorapho-
bia (fear of public places) as well. However, agorapho-
bia may also develop in the absence of, and without
resulting from, a panic disorder. In these cases, indivi-
duals may avoid public situations, such as being in
a crowd or traveling in a train, and may experience
symptoms of panic in these situations.

Separation anxiety disorder is an anxiety disorder
commonly found in children. Separation anxiety dis-
order refers to excessive and unrealistic worry in
response to separation from home or a caregiver.
Children with separation anxiety disorder may experi-
ence nightmares with separation themes, headaches,
stomachaches, or nausea. These symptoms must be
present for at least 4 weeks. Separation anxiety disor-
ders tend to decrease with an increase in age. That is,
this type of anxiety disorder is common during the
childhood years but declines during the adolescent
and adulthood years.

Anxiety disorders may also result from external
factors, such as a general medical condition or sub-
stance use. Finally, for individuals who experience
symptoms of anxiety, but whose symptoms, duration,
or impairment do not meet the criteria for a specific
disorder, a diagnosis of anxiety disorder not otherwise
specified (NOS) may be appropriate.

Anxiety Disorders in Children
and Adolescents in School

Many children and adolescents who either have been
diagnosed with an anxiety disorder or have high
levels of anxiety experience difficulty in the school
setting. Students with anxiety disorders or high levels
of anxiety have more difficulty learning new material,

receive poorer grades, and do not perform as well on
standardized and classroom tests. These students may
struggle in core courses such as reading and math.
They are also more likely to repeat a grade and drop
out of school.

Besides experiencing academic difficulties, chil-
dren and adolescents with anxiety disorders experi-
ence poor peer relationships. Because of cognitive
distortions or maladaptive thinking patterns, these
children and adolescents view their relationships with
others more negatively. These negative perceptions of
their relationships with others reduce the likelihood of
interactions with peers. These individuals may feel
socially isolated and experience depression and feel-
ings of hopelessness.

Symptoms of anxiety can significantly interfere
with children or adolescents’ social-emotional and
academic functioning. In light of these concerns,
children and adolescents with an anxiety disorder
may be eligible for special education and related
services under the Individuals with Disabilities Edu-
cation Improvement Act of 2004 (IDEA). Specifi-
cally, anxiety disorders are categorized under the
emotional disturbance (ED) category of disabilities.
To meet the criteria for an emotional disturbance,
a student must exhibit one or more of the following
conditions, and the condition(s) must have occurred
over a long period of time and to a marked degree
and must adversely affect the individual’s educa-
tional performance:

1. An inability to learn that cannot be explained by
intellectual, sensory, or health factors

2. An inability to build or maintain satisfactory
interpersonal relationships with peers and teachers

3. Inappropriate types of behavior or feelings under
normal circumstances

4. A general pervasive mood of unhappiness or
depression

5. A tendency to develop physical symptoms or
fears associated with personal or school problems
(34 C.FR. §300.8)

Assessment of Individuals
With an Anxiety Disorder

To detect an anxiety disorder or high levels of anxiety
in individuals of different ages, a multimethod approach
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to the assessment of anxiety is recommended. A multi-
method approach involves the use of different types of
measures completed by multiple informants across mul-
tiple settings to detect anxiety and comorbid conditions.
A variety of assessment techniques, including clinical
interviews, rating scales, direct observations, self-report,
and psychophysiological measures, are available to
assess anxiety in individuals of different ages. Many of
these measures are completed by multiple informants
(self, parent, spouse, and/or teacher) across multiple
settings (home, school, and/or work).

Treatment of Anxiety

Once an assessment or evaluation is completed and
high levels of anxiety are detected or an anxiety disor-
der is diagnosed, assessment results are linked to inter-
ventions to ameliorate anxiety and its negative effects.
Different treatment strategies are available to address
anxiety, including pharmacotherapy, behavioral strate-
gies, and cognitive-behavioral interventions. Additional
strategies may also be used to address comorbid issues.
Thus, a multimodal approach, consisting of two or
more interventions, is often used to alleviate an indivi-
dual’s anxiety and its negative effects.

Pharmacological treatment is one means of alleviat-
ing anxiety in individuals. Medications that have been
used to treat anxiety include benzodiazepines, selective
serotonin reuptake inhibitors, tricyclic antidepressants,
and buspirone. Medication is often used in combina-
tion with other treatments such as cognitive-behavior
therapy because although the medication may reduce
anxiety symptoms, it does not help individuals learn to
cope effectively with their anxiety.

Behavioral interventions are another means of
reducing anxiety in individuals. Relaxation training,
systematic desensitization (graduated exposure), and
modeling are some of the behavioral strategies used
to treat anxiety. These strategies have been shown to
be effective. Relaxation training may include deep
breathing exercises or progressive muscle relaxation.
Progressive muscle relaxation involves individuals
learning to relax and tense different muscle groups in
order to become more relaxed. Relaxation training
may also be found in systematic desensitization. In
systematic desensitization, a fear hierarchy is created,
consisting typically of 10 to 15 steps evenly spaced.
For example, if an individual had a fear of large dogs,
the first step in the fear hierarchy may consist of a dis-
cussion about dogs. The second step may involve

looking at a picture of dogs. The third step of the fear
hierarchy may involve driving past a pet shop and so
on until the last step, when the individual pets a real-
life dog. The purpose of creating a fear hierarchy is to
gradually expose the individual, step by step, to the
feared stimulus. The graduated exposure can be con-
ducted using imagery or real-life experiences. Relaxa-
tion or another incompatible response to anxiety is
induced along the way to calm the individual as grad-
uated exposure of the feared stimulus occurs. Model-
ing is another behavioral strategy used to reduce fears
and anxieties. Modeling is based on social learning
theory in which an individual observes, either live or
on film, a person who interacts successfully with the
feared stimulus or situation. The model is typically of
the same age and gender as the individual. After
watching the model interact successfully with the
feared stimulus or situation, the individual is more
likely to perform the same behavior, and the fear and
anxiety associated with the feared stimulus or situa-
tion are reduced.

Cognitive-behavioral strategies, such as self-
instruction, self-control training, and rational-emotive
therapy, have also been used to alleviate individuals’
anxieties. Self-instruction involves the use of positive
self-talk to handle anxiety-provoking situations. In
self-control training, individuals learn to modify and
restructure maladaptive thoughts, resulting in less
anxiety in the presence of anxiety-provoking stimuli
or situations. Less anxiety experienced then leads to
positive changes in behavior because these individuals
are more likely to approach the feared stimuli or
situations. Replacement of false, irrational beliefs that
underlie an anxiety problem with rational beliefs is
the focus of rational-emotive therapy.

Prevention of Anxiety

Because anxiety is a common mental health concern
facing many Americans today, efforts should be
directed toward the prevention of anxiety disorders.
The emotional, social, and economic costs associated
with anxiety disorders are astronomical. Economic
costs alone are estimated to be more than $40 billion
per year. Yet, few prevention programs exist. Although
prevention programs are costly up front, universal (pri-
mary), selective (secondary), and indicated (advanced)
prevention programs are needed. Future efforts should
be directed toward the development and implementa-
tion of these programs, as there will never be enough
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mental health professionals to provide adequate treat-
ment of anxiety and other disorders.

Patricia A. Lowe and Jennifer M. Raad

See also Diagnostic and Statistical Manual of Mental
Disorders; Personality Tests; Psychoanalytic Theory
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APPLIED BEHAVIOR ANALYSIS

Applied behavior analysis is a methodology for sys-
tematically applying the principles of learning theory
to develop interventions that will improve socially
significant behaviors to a meaningful degree, as well
as demonstrate that the interventions employed are
responsible for the improvement in behavior. Applied
behavior analysis has been repeatedly demonstrated to
be a highly effective approach across a wide range of
problems and environments, including education,
mental health and mental retardation, parent training,
environmental management, and organizational man-
agement. Applied behavior analysis is a specialty used
by various professions. It is not regulated by most
states, except as part of psychology or other estab-
lished professions, although there have been a few
attempts to recognize trained and qualified behavior
analysts over the years. Most recently the nonprofit
Behavior Analyst Certification Board has promoted
a national certification program to identify and cre-
dential qualified practitioners and trainers.

Principles and Techniques

Several terms besides applied behavior analysis have
been used to describe intervention methods based on
behavioral learning theories, including behavior modi-
fication, behavior therapy, and others. Although
sometimes used interchangeably, there are possible
distinctions made. Applied behavior analysis is used
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most often for the orientation that derives predomi-
nantly from Skinnerian operant conditioning and fol-
lows a radical behavioral philosophy. Although other
behavioral orientations often utilize operant principles
to differing degrees, they typically place a greater
emphasis on classical conditioning processes (the neo-
behavioristic mediational model) or cognitions and
perceptions as targets for change (social learning the-
ory and cognitive behavior modification) than does
applied behavior analysis.

Operant conditioning eschews hypothetical mental
constructs as explanatory contracts. Behaviors are
viewed as being selected by environmental conse-
quences, much like adaptive changes are in Darwinian
evolution, rather than being emitted to serve some
future purpose. That is, a child does not cry in order to
attract attention but cries because crying has resulted
in reinforcing consequences in similar situations in the
past (unless, of course, the crying is in response to
actual physical discomfort).

The central precept of applied behavior analysis is
that behaviors are under the control of environmental
stimuli. Functional relationships are described by
a three-term contingency that consists of antecedents,
responses (behaviors), and consequences. At times
these are referred to as the ABCs of behavior. Early
uses of behavior analysis focused primarily on chang-
ing behaviors through manipulating consequences.
All consequences are seen as directly influencing
whether behaviors will recur in the future. Conse-
quences can be grouped into three main types: rein-
forcing, punishing, or neutral stimuli.

The first class of consequences, reinforcers, consists
of events that increase the future probability of a behav-
ior they immediately follow. These include events that
strengthen behaviors when they are presented follow-
ing the behavior, such as food, attention, or social
praise. This operation is referred to as positive rein-
forcement. For example, a child may learn to apologize
because the apology consistently is followed by paren-
tal praise. Behaviors also can be strengthened through
the removal of an aversive (negative) stimulus follow-
ing a behavior. This operation is termed negative rein-
forcement. This would be the case if a child learns to
apologize if the apology terminates (or avoids) being
scolded by his or her parents.

Reinforcers can either be biologically preestablished
(primary reinforcers), such as food or water, or can
acquire reinforcing properties through careful pairing
with primary reinforcers (conditioned reinforcers).

Most reinforcers are differentially effective with differ-
ent people rather than being universal. This is particu-
larly true of conditioned reinforcers such as praise or
tokens. The schedule of reinforcement used to deliver
reinforcers also is important. Early in the process of
strengthening a behavior, reinforcers are typically
delivered on a continuous schedule, where a reinforcer
is given each time the response occurs. Later in the
process, various schedules are used that deliver rein-
forcers more intermittently and help increase resis-
tance to extinction and/or produce specific types of
responding patterns.

Punishment consists of two operations, but these
weaken the likelihood of behaviors recurring. In posi-
tive punishment, the presentation of the consequence
following the behavior results in weakening future
occurrences of a behavior. An example might be
a brief swat on the bottom when a young child chases
a ball into the street. Removing a reinforcing stimulus
contingent upon a behavior also can weaken it. This
is negative punishment and includes, for example, tak-
ing away television-watching privileges for a short
time to weaken a child’s lying behavior. Applied
behavior analysts typically advocate negative punish-
ment as a more appropriate reductive method in most
cases.

Behavior also may be decreased through the use of
extinction, where the connection between a response
and its maintaining consequences is discontinued,
leading to a progressive decline in the rate of a previ-
ously reinforced response.

Antecedents, which are the front end of the three-
term contingency, influence behaviors largely through
a prior history of differential association with reinfor-
cing or punishing consequences. When a child’s
behavior has been reinforced previously in a situation,
the likelihood of that behavior is heightened under
similar circumstances. It is lowered in situations in
which reinforcement has been consistently withheld
or punished. For example, a child whose father con-
sistently buys him candy in a store when he whines is
likely to exhibit similar behaviors in the future when
shopping with his father. With his mother, who does
not “give in,” the child will learn not to whine.

Another type of antecedent stimulus used program-
matically includes visual, verbal, or physical prompts
given to increase the likelihood a child will respond
appropriately to the given situation. For example, pic-
tures of objects may be placed with letters to assist
a child in learning letter sounds. These can then be
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removed either abruptly or through a gradual process
called fading. Modeling can be seen as a special form
of prompting in which someone demonstrates a desired
behavior to increase its likelihood.

When a behavior is not present in the individual’s
repertoire, the procedure of shaping or successive
approximations may be used. Shaping involves rein-
forcing progressively closer approximations of the
desired behavior. For example, in teaching new words
to a young child, the child is reinforced for vocaliza-
tions that are increasingly more like the desired word.
As the sequence progresses, the word must be more
and more like the target word for the child to receive
reinforcement.

Particularly important behavioral concepts for
instructional applications include discrimination, gen-
eralization, and concept formation. Behaviorally, con-
cept formation occurs when the same response occurs
to a group of discriminably different objects that have
some aspect in common (as well as responding differ-
ently to other classes of stimuli). Concept formation
involves both generalization and discrimination: gen-
eralization within classes and discrimination between
classes. Thus, a child who responds “dog” to differ-
ent examples of dog but not cats or other animals is
exhibiting concept formation.

Many other effective techniques have evolved over
time from this relatively small set of basic principles.
In addition to those just mentioned, these include
procedures such as overcorrection, token economies,
time-out, response cost, self-monitoring, and task
analysis.

Methodological Practices

Although numerous step-by-step models have been
proposed for developing, implementing, and evaluat-
ing applied behavior analytic interventions, each gen-
erally incorporates at least the following components:

1. Selecting a behavioral excess or deficit for change
2. Establishing a method for measuring behaviors

3. Measuring the baseline (current) level of performance
4. Specifying goals and objectives
5

. Designing and implementing interventions to teach
or strengthen behaviors/skills and/or to reduce
excessive behaviors

6. Continuously measuring the behaviors to determine
the effects of the intervention

7. Modifying the intervention based on ongoing
measurements

In measuring behavior, applied behavior analysts
focus on observable behaviors recorded using tech-
niques such as direct observational recording (event,
duration, or latency recording using continuous, time
sampling or interval recording) and analysis of perma-
nent products. In recent years, the practice of func-
tional behavioral assessment—where the functions or
maintaining factors of an existing behavior are deter-
mined experimentally prior to designing an interven-
tion for implementation—has become increasingly
more important.

A particularly important aspect of applied behavior
analysis is the demonstration that the intervention used,
rather than some unspecified extraneous variable,
caused the behavior change. Applied behavior analysts
accomplish this primarily through within-subject exper-
imental designs that focus on the functional relation-
ships between intervention changes and changes in
target behavior. Typical experimental designs include
reversal (ABAB) designs, multiple baseline designs,
multiple-treatment designs, and changing criterion
designs. The generality of effects is established through
replication across subjects over time.

Historical and
Current Applications

The field of operant conditioning, or the experimental
analysis of behavior, began to grow exponentially dur-
ing the 1930s. At that time B. F. Skinner built upon the
basic concepts of radical behaviorism espoused by John
Watson. Within a few years early attempts were made
to apply Skinner’s model of operant conditioning to
human behavior and development. This was accompa-
nied by a number of research programs, mostly in insti-
tutional settings. That work used arbitrary responses, as
in animal operant research, to investigate the applicabil-
ity of operant conditioning to humans. Concurrent with
this, a few psychologists began working with the men-
tally retarded and mentally ill in clinical settings. The
often-cited first human application, published in 1949,
demonstrated that squirts of milk could be used to
establish arm raising in a profoundly retarded 18-year-
old man. Examples of other early applications included
use of psychiatric nurses to change behaviors in psy-
chotic patients and early attempts to change problem
behaviors in preschool children.
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During the late 1960s the field became increasingly
focused on the application of operant principles to
socially important problems rather than artificial labo-
ratory research. The Journal of Applied Behavior Anal-
ysis was founded in 1968 as a primary outlet for this
research. In the initial volume, Donald Baer, Montrose
Wolf, and Todd Risley proposed seven defining dimen-
sions of applied behavior analysis. When the same
authors reviewed the status of these dimensions almost
20 years later, they concluded that the dimensions con-
tinued to be relevant. First, the behaviors or stimuli
studied must be selected for applied (practical) rather
than theoretical significance. They must need improve-
ment and be measurable (behavioral). It is essential that
the factors responsible for the occurrence or nonoccur-
rence of the behavior be established (analytic). The
behavior change procedure used needs to be described
in terms of the relevant principles (conceptual systems)
and must be completely identified and described to per-
mit replication of the interventions (technological).
Behavioral techniques used must produce significant
practical effects (effective). Lastly, those effects must
be stable over time and situations, or they must extend
to untrained responses (generality).

Since the 1950s applied behavior analysis has
become an increasingly important applied field of psy-
chology that has been used to modify behaviors across
numerous areas of human functioning, including men-
tal health and mental retardation, general and special
education, organizational performance management,
environmental management, and behavioral medicine.

Applied behavior analysis has been extended across
many areas of education over the past few decades.
Besides the obvious clinical applications for indivi-
duals with disabilities, a number of instructional meth-
ods used across regular education, special education,
or adult and higher education have been grounded in
applied behavior analytic principles. These include
direct instruction, precision teaching, and personalized
instruction. Although there have been numerous
studies demonstrating the effectiveness of these
approaches, they have not been widely adopted. In
fact, numerous appeals have been made to have educa-
tion be more accepting of applied behavior analysis as
a basis for instructional innovations.

Ronald A. Madle

See also Behavior Modification; Cognitive Behavior
Modification; Operant Conditioning; Reinforcement;
Token Reinforcement Programs
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APTITUDE

Aptitude can be defined as individual differences that
are related to subsequent learning during a fixed time
frame. The learning or acquisition of knowledge or
skills can occur in a formal intervention (training
or education) or in an informal setting (experience or
mentoring). This definition can be fruitfully narrowed
by specifying the domain of individual differences
(cognitive, noncognitive) and the type of relationship
(i.e., rate, accuracy) with learning. Numerous individ-
ual differences are related to learning, including cogni-
tive abilities, personality traits, interests, and values.
All of these can be considered aptitudes, and all can be
evaluated in work, school, or avocational contexts.
Aptitudes are discussed most commonly in reference to
cognitive abilities within a formal educational or train-
ing context where the learning is labeled achievement.
However, this general definition defines aptitude
mainly by its relationships with learning outcomes. If
one also considers the nature of an aptitude, one finds
two fundamentally different underlying definitions of
aptitude. The failure to differentiate between these two
conceptualizations can be the source of much confu-
sion. The first definition proposes that aptitude
comprises individual differences that develop from
a combination of innate and environmental influences.
Aptitude reflects a current repertoire of behaviors and
behavioral tendencies that predict subsequent learning.
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The second and quite different definition proposes that
aptitude comprises individual differences that are
innate and largely unchanging and immutable within
normal circumstances. That is, aptitude is raw material
that either facilitates learning or is actively used to
learn. In the first definition one might say that a field
had a strong aptitude for growing crops even though
this is partially a function of having been covered with
artificial fertilizer. The second definition would charac-
terize the aptitude of the field based only on the funda-
mental and natural composition of the soil. The
expected patterns of empirical findings that would be
consistent with each definition differ.

The first definition frames aptitude as a reflection of
current capabilities and tendencies. An aptitude is cur-
rent skill and knowledge. In this case aptitude is based
on a person’s innate potential as it has been developed
through learning opportunities and environmental stim-
ulation or deprivation. Under this definition, aptitude is
not a clear window into innate talent and will predict
future learning but may also change itself due to new
learning experiences. This means that aptitude scores
may show mean increases, variance changes, and rank
order changes after learning has occurred. For exam-
ple, an algebra exam is likely to predict learning of
trigonometry. Algebra scores at Time 1 will correlate
with trigonometry scores at Time 2. Trigonometry
scores are also likely to increase from Time 1 to Time 2.
Finally, if some students are fundamentally more
innately skilled at math but have not previously had the
opportunity to receive good training or engage in delib-
erate practice, nonchance rank order changes, and
a decrease in the variance on the measure of algebra
knowledge and skill between Times 1 and 2 may also
be observed. The argument that the algebra test is an
aptitude for learning trigonometry would be strength-
ened if it predicts Time 2 trigonometry scores above
and beyond what trigonometry knowledge at Time 1
predicts.

In the second definition one would expect that
aptitude would remain unchanged by subsequent
experiences, intervention, and learning. One researcher,
Carroll, proposed that the ideal case for specifying
an aptitude could be framed with six conditions. At
Time 1 there would be (1) meaningful differences on
the aptitude measure but (2) no valid variance on the
achievement measure. Condition 2 also results in the
implicit but unstated condition that achievement at
Time 1 is uncorrelated with achievement at Time 2.
(3) The aptitude measure would not be correlated with

the achievement measure at Time 1 (prelearning
event), and (4) the means and rank order of people on
the aptitude measure would not change from Time 1 to
Time 2. (5) However, the achievement measure would
increase from Time 1 to Time 2, and (6) scores at
Time 2 would become correlated with the aptitude
measure. In other words, one would see an increase on
the achievement measure from no knowledge to difter-
ences in knowledge among people, and the unchanging
aptitude measure would predict these increases and dif-
ferences. A few situations generally fit these condi-
tions. Two clear examples are musical training and
learning a foreign language, where students have not
typically been exposed to the instrument or language
and the predictors of learning are not strongly influ-
enced by the educational training. However, in most
cases, the achievement domain is based on, or con-
nected to, an area of previous learning (e.g., calculus
after having studied algebra or graduate-level psychol-
ogy after having studied introductory psychology). In
addition, aptitude is not unchanging and static. Apti-
tude, achievement, and ability are difficult to cleanly
distinguish from one another.

Aptitude, Achievement, and Ability

Cognitive aptitude tests are commonly contrasted with
achievement or ability tests. In nearly all cases, the dis-
tinction among the three is more semantic than sub-
stantive. Although cognitive tests can measure a very
wide range of different abilities, they still measure
acquired knowledge and skill; they all assess ability. A
person’s ability is the extent to which that person is
able to correctly do the tasks directed toward a goal.
Ability is simply a person’s current capabilities. There-
fore, aptitude is the potential to attain ability, and
achievement is an improvement in ability. Current abil-
ity and aptitude levels are a function of prior achieve-
ments. Scores reflect gains in learning from some point
in time. Finally, prior learning is consistently a good
predictor of subsequent learning, and so the tests also
evaluate aptitude. Therefore, the distinction among
ability, achievement, and aptitude is often artificial.

A more productive taxonomy begins by considering
four dimensions: the breadth of material sampled, cur-
riculum represented, recency of learning sampled, and
purpose of the assessment. A measure with a broad
sampling would measure behaviors from a number of
different domains. Tests with multiple different subtests,
like the Wechsler Adult Intelligence Scale (WAIS), are
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a good example of broad breadth. Curriculum repre-
sented is the extent to which a measure is linked to spe-
cific training or educational programs instead of more
general or informal learning. The extent to which
the curriculum represented in the measure reflects
the experiences of the people being evaluated is sample
dependent. Recency of learning refers to whether
the measure captures more historical learning versus
recently taught material. The recency of learning is
dependent on the age and background of the sample
being assessed. The purpose refers to the applied use of
the measure, for example, prediction, assessment, train-
ing evaluation, placement, or counseling.

The combination of high breadth, a lack of formal
curriculum representation, historical learning, and the
purpose of evaluating current capacities would char-
acterize an ability measure. In contrast, an assessment
with low breadth, for example, a specific course or
educational year’s curriculum that was recently taught
for the purpose of measuring student learning during
the course, would typify an achievement measure. An
aptitude measure might take the form of modest
breadth and relatively recent learning in a specific
curriculum to be paired with the purpose of assessing
potential for the same domain. Alternatively, if one is
uncertain about the specific nature of the learning
domain (e.g., college major is not fixed) or wishes to
assess potential for a broad array of domains (e.g.,
a liberal arts education), one might measure aptitude
with high breadth, for example, a general or core cur-
riculum from relatively recent learning experiences.

The taxonomy of four different characteristics of
a cognitive measure illustrates the ever-present band-
width fidelity trade-off. In a given period of time there
is always a trade-off between the breadth and preci-
sion of measurement. Take, for example, an introduc-
tory psychology course. Using a 2-hour final exam,
the instructor can either do a very broad but low fide-
lity assessment of a student’s learning in the course or
gain more precision about a narrower aspect of intro-
ductory psychology. The decision about what to eval-
uate and in what detail should be based on the goals
of the assessment.

Correlations Between
Aptitude and Criteria

Both cognitive and noncognitive aptitude measures
have been shown to be predictive of learning and
other accomplishments. Cognitive and noncognitive

measures predict, to a moderate degree, subsequent
acquisition of knowledge and skill in laboratory stud-
ies. These relationships hold for tasks that range from
simple learning and memory to complex cognitive
skills. In the educational domain, aptitude tests predict
educational outcomes both early and later in school. A
large literature has demonstrated the relationship between
aptitude measures and performance in higher education.
In the work domain, aptitude measures are associated
with success in organizational training programs.

Nature and Nurture in Aptitudes

Research that has attempted to model the development
of knowledge and skill suggests that personality traits,
interests, and cognitive abilities are associated with the
amount and domains of learning a person acquires. A
person’s ability and preferences appear to influence
the direction of the educational and work careers as
well as the types of things the person achieves. Both
cognitive and noncognitive types of aptitude have
a widespread influence on people’s lives, and research
indicates that biology plays a role. Research on apti-
tude measures has demonstrated that, as currently
assessed, these individual differences have strong heri-
table and environmental components. Differences
across people appear to be due to a combination of
genetic and environmental factors. This also appears to
be true for personality traits. People are predisposed to
have certain behavioral tendencies, but the expression
of these tendencies is also strongly influenced by the
environment. New research has begun to identify brain
structures that are associated with cognitive aptitudes.
Specifically, the lateral prefrontal cortex appears to be
implicated in general cognitive ability. However, this
research takes us full circle to the two initial definitions
of aptitude. Despite clear biological links with aptitude,
this research does not demonstrate that differences
among individuals, groups, or genders are necessarily
due to an innate source.

Nathan R. Kuncel and David M. Klieger

See also Aptitude Tests; Individual Differences;
Learning Style

Further Readings

Conard, M. A., (2004). Aptitude is not enough: How
personality and behavior predict academic performance.
Journal of Research in Personality, 40(3), 339-346.



50 Aptitude Tests

Hooper, S. R., Wakely, M. B., de Kruif, R., & Swartz, C. W.
(2006). Aptitude—treatment interactions revisited: Effect
of metacognitive intervention on subtypes of written
expression in elementary school students. Developmental
Neuropsychology, 29, 217-241.

Nicholson, S. (2005). The benefits of aptitude testing for
selecting medical students. British Medical Journal,

331, 559-560.

APTITUDE TESTS

Aptitude can be defined as any characteristic that
affects an individual’s response to instruction or treat-
ment. An aptitude test is intended to measure charac-
teristics that influence the likely or potential response
to environmental stimuli. Test outcomes are often
used to predict future performance. Common charac-
teristics associated with aptitude tests include intelli-
gence, career skill/interest, and personality. Aptitude
is typically identified as a characteristic of an individ-
ual. However, success is defined by both the charac-
teristics of the individual and the ecology in which
the individual exists. The aptitude for high academic
achievement cannot be realized without the necessary
experiences to promote learning and achievement.

Aptitude can be conceptualized as readiness to
thrive. The outcomes from college aptitude tests, such
as the Scholastic Aptitude Test, are used to guide
admission decisions. They provide information about
the student’s capacity to thrive and learn academic
material presented in higher education. The outcomes
from career-related aptitude tests, such as the Strong
Interest Inventory, provide information about individ-
ual characteristics that influence potential responses to
job training.

The first aptitude tests were developed by Sir Francis
Galton in the late 19th century to measure intelli-
gence. The approach was later popularized by Alfred
Binet and his colleagues when they developed and
introduced the Binet Intelligence test. The Binet was
used in France to identify those students who were
most likely to benefit from public education. The
underlying assumption associated with the use of
the Binet was that there were individual differences
that affect the potential to learn, and public financing
should be spent to educate the students with the most
potential. The assumption of individual differences
endures today; however, intelligence tests have gone
through much refinement through the years. In addition,

the success of such tests spawned various types of apti-
tude tests to address the diverse measurement needs of
practitioners.

Aptitude tests vary in the number and specificity of
the characteristics measured. Some measure broad
aptitudes, such as general intelligence, scholastic abil-
ity, or personality; others target narrow aptitudes, such
as mathematical or mechanical abilities. These tests
are widely used in schools, counseling centers, and
clinics as one piece of information within a compre-
hensive assessment. There are several categories of
aptitude tests, and the following sections provide
background information on development of aptitude
tests and practical information on various types of
aptitude tests, including intelligence tests, scholastic
achievement tests, personality tests, and career tests.
Finally, historical and present uses of aptitude tests
are discussed

Intelligence Tests

As briefly mentioned in the previous section, testing
of mental capacities began in the late 19th century by
Sir Francis Galton. The foundation of his intelligence
theory was the knowledge that people interacted with
the environment through the five senses. This led Gal-
ton to theorize that the most intelligent people had
innate abilities for enhanced sensory discrimination
and retention of information. Galton opened a labora-
tory and collected a large amount of information at
public gatherings, including the World’s Fair. He
made his measures available to the public; however,
the tests proved to be problematic. The first practical
intelligence test was developed and disseminated
around 1905 by Alfred Binet and his colleagues in
France. The Binet-Simon Scale was commissioned
by the French government to screen children for men-
tal retardation. It was the first test to consider cogni-
tive development in children, rank items by level of
difficulty, and use a standard form of instructions
throughout the test. The test was brought to the
United States in 1908 by Henry H. Goddard and then
adapted in 1916 by Lewis Terman at Stanford Univer-
sity. It is in this revision that the test was renamed the
Stanford-Binet, and it remains one of the most popu-
lar intelligence tests given in schools.

After the introduction of intelligence tests to the
United States, the Army created the first group-
administered intelligence test. This test was dubbed
the Army Alpha and comprised a series of questions



Aptitude Tests 51

with true-or-false responses that covered content which
included vocabulary, arithmetic, sentence structure,
general knowledge, and practical judgment. The test
was given to incoming soldiers during the final years
of World War I in order to place soldiers in officer or
infantry tracks. The Army also developed a nonverbal
version of the test, the Army Beta, to provide the test-
ing opportunity for those who did not speak or write
in English and minimize misclassification of the non-
English-speaking soldiers as less intelligent and there-
fore only appropriate for infantry service. This large-
scale testing endeavor resulted in other large-scale
testing programs and evolved into the Army’s
present-day testing program, the Armed Services
Vocational Aptitude Battery.

Many other intelligence tests followed the Stanford—
Binet and Army tests. One of the most popular is the
Wechsler intelligence tests, which is a series of four
intelligence tests for use with children and adults. The
series includes a preschool version, child version,
adult version, and a brief version for use with individ-
uals across the testing age span. David Wechsler
developed the first version, the Wechsler—Bellevue
Intelligence Scale, in 1939 by combining subtests
from various other intelligence tests, including the
Stanford—-Binet, Army Alpha, Army Beta, and Kohs
Block Design Test. The most recent version geared
toward children, the Wechsler Intelligence Scale for
Children-IV (WISC-IV) was released in 2003, and
the Wechsler Adult Intelligence Scale (WAIS, 1997)
is in its third revision.

A more recent addition to the intelligence testing
community is the Woodcock-Johnson—III Tests of
Cognitive Abilities (WJ-III Cog, 2001). The WIJ-III
Cog development is theoretically based on the Cattell-
Horn-Carroll theory of intelligence (CHC theory),
which is the most widely accepted theory of intelli-
gence within the field of psychology. The original
Woodcock-Johnson Psycho-Educational Battery was
published in 1977 and was the first co-normed battery
of cognitive abilities, scholastic achievement, and
interests for individuals of a wide age range. The first
revision in 1989 separated the larger test into two dis-
tinct batteries, Tests of Cognitive Abilities and Tests
of Achievement. The two test batteries share a large
normative sample, which provides greater validity
when making comparisons between the two tests
within individuals, such as analysis of intelligence
and achievement discrepancies for special education
eligibility decisions.

Academic Achievement Tests

Intelligence tests are often accompanied by tests of
academic achievement that provide a measurement of
specific academic skills in content areas such as read-
ing and math. The purpose of achievement tests is to
measure individual academic strengths and difficulties.
Outcomes can be used to describe and predict perfor-
mance within the academic context. There are compre-
hensive achievement tests that cover a variety of
academic skills (i.e., reading, math, social studies, sci-
ence), and there are achievement tests that aim to mea-
sure a single academic skill (narrow-band tests) in
more detail than is possible with a comprehensive test.

Achievement tests are administered in many con-
texts that include both group and individual adminis-
tration. Group-administered tests include state
accountability tests, such as the lowa Tests of Basic
Skills and college entrance exams (e.g., Scholastic
Aptitude Test [SAT], Graduate Record Exam [GRE],
and American College Testing [ACT] program). Indi-
vidually administered tests are generally used within
the context of special education eligibility assess-
ments and include the Woodcock-Johnson—III Test of
Achievement, Stanford Achievement Test, Wechsler
Individual Achievement Test, and many narrow-band
assessments (e.g., Gray Oral Reading Test-IV).

Individually administered achievement tests and
state accountability tests are not often considered apti-
tude tests because the purpose of the test is quite dif-
ferent from the defined application of aptitude tests.
Individual achievement tests are used to describe stu-
dent strengths and difficulties at the time the test is
given. These data are then used to make decisions
about the provision of supplemental academic services,
such as classroom interventions or special education,
but the data are not used to predict future scholastic
attainment. The data from state accountability testing
are also used for the purpose of description of current
academic achievement but are not often used to predict
student achievement in the future.

College aptitude tests represent one of the largest
and best-known applications. They are used to guide
admissions to colleges and universities at both under-
graduate and graduate levels. Students begin to pre-
pare for college entrance exams as early as middle
school, but more frequently the preparation begins in
the sophomore year of high school. The Preliminary
Scholastic Aptitude Test (PSAT) is a preparatory test,
similar in format to the SAT, which provides students
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with the opportunity to practice taking a college
entrance exam without the pressure of sending scores
to colleges and universities and also acts as an assess-
ment for the National Merit Scholarship competition.
Scores on the PSAT can be used to predict future per-
formance on the SAT and as the first step in the eval-
uation of students for the National Merit Scholarship.

The PSAT is followed the next year with the SAT
and/or the ACT. Colleges and universities across the
country use these academic achievement scores as
part of the admission criteria. The SAT was devel-
oped by the Educational Testing Service of Princeton
at the request of the College Board and is one test in
a series of large-scale assessments that also includes
the PSAT, the high school Advanced Placement tests,
and the Graduate Record Examination (GRE). The
SAT general test consists of three subtests that mea-
sure critical reading, mathematics, and writing. Sub-
ject tests are also available and fall within five major
subject areas: English, history, science, mathematics,
and languages. Colleges do not often require subject
tests but encourage students to take one or more of
the subject tests for proper placement within tracked
courses, such as mathematics.

The ACT is the largest competitor of the SAT. It
was developed in 1959 by E. F. Lindquist with the
University of Iowa Testing Programs. The test was
developed to assess the academic skills needed to suc-
ceed at the college level and measures content that is
regularly taught in high school curricula. The test com-
prises five subtests that assess reasoning and problem
solving in English, mathematics, reading, and science.
The writing portion of the test is optional. Similar to
the SAT, the ACT provides academic achievement
scores, but it differs from the SAT with the addition of
career interest items given in combination with the
academic content. The final score report provides
information about academic and career interests of the
individual for college and career planning purposes.

Similar to the undergraduate college admission pro-
cess, graduate programs also require aptitude testing.
Graduate programs require the GRE General Test and
often recommend GRE Subject Tests as a measure of
achievement in a specific area of undergraduate study.
The GRE General Test measures skills in verbal and
mathematics reasoning, critical thinking, and analytical
writing that are acquired throughout the many years of
education and are not specific to any field of study.
The GRE Subject Tests are available for eight spe-
cialty topics: biochemistry, cell and molecular biology,

biology, chemistry, computer science, literature in
English, mathematics, physics, and psychology. Profes-
sional schools (i.e., medical school and law school) do
not require the GRE but instead require tests that mea-
sure aptitudes required by the profession. The Law
School Admission Test (LSAT) is administered by the
Law School Admission Council and is a test of logical
and analytical reasoning, reading comprehension, and
analytical writing skills. Scores on the LSAT are used
as a criterion in law school admissions decisions
because they positively correlate with first-year law
school grades. The Association of American Medical
Colleges developed the Medical College Admissions
Test (MCAT). The MCAT measures verbal and writ-
ing skills and knowledge in biological and physical
sciences and is an admissions requirement at almost all
medical schools in the United States.

Career Tests

Aptitude tests are not limited to scholastic abilities
and skills. Whereas some individuals may understand
their personal skills and interests well enough to
choose a career easily, others many have trouble with
this process and need guidance. Career aptitude tests
were developed to help guide individuals in the pro-
cess of career decision making.

The Differential Aptitude Test and General Apti-
tude Test Battery were both designed to assess vari-
ous cognitive and physical abilities and provide
guidance to individuals making vocational decisions.
They are designed to reflect differences among the
various aptitudes, which include verbal and numerical
reasoning, mechanical and clerical aptitudes, manual
dexterity, and motor coordination. The interpretation
of scores on these tests is directly related to various
occupations. Individuals are provided with lists of
career and vocational environments that best match
the pattern of aptitudes reflected in their test scores.

Another type of career-related aptitude test is the
interest inventory. The Strong Interest Inventory was
developed in the 1920s by E. K. Strong and is based
on John L. Holland’s vocational choice theory. Hol-
land theorized that people and work environments
could be categorized into six basic types: Realistic,
Artistic, Social, Investigative, Enterprising, and Con-
ventional. Holland believed that people are most happy
in their work when personality, skills, and interests
match the work environment. Very few individuals
and work environments can be categorized as a pure



Aptitude Tests 53

type; therefore, Holland theorized that each could be
categorized as a combination of three of the six basic
types. With Holland types as a foundation, the Strong
Interest Inventory was developed through discussions
with individuals who were happy with their work
environments, and the 219 items subsequently created
ask clients to rate their interests in careers, skills, and
job-related tasks. The reported scores on this test are
quite different from those received from intelligence
and achievement tests because there are no incorrect
answers on this test. The client receives a three-letter
type code that corresponds to Holland’s six basic types
and is related to the careers of those who were inter-
viewed in the development of the test. The report also
provides a list of careers the individual might enjoy
and, in the case of high school or college students, a list
of college majors the individual might consider.

While the Strong Interest Inventory is quite popular,
the Myers-Briggs Type Indicator (MBTI) is one of the
most popular of all career-related aptitude tests. It is
often used in the context of career guidance, but it was
developed as a test of personality types. The MBTI
was developed by Katharine Cook Briggs and Isabel
Briggs Myers in the mid-20th century and is based on
the personality theories of Carl Jung. The MBTI is
composed of 93 forced-choice items whose responses
are then sorted into four types. The four bipolar
scale types, known as dichotomies, are introversion/
extroversion, sensing/intuition, thinking/feeling, and
judging/perceiving. The test results in a four-letter code
that refers to the preferences of the individual on each
of the four dichotomies. For example, a person might
receive a code of ESTJ, which places that person on
the extroverted side of the continuum, sensing is con-
sidered stronger than intuiting, thinking is stronger than
feeling, and the individual is more of a judger than
a perceiver.

The Strong Interest Inventory and MBTI are often
used in conjunction as a battery for career guidance
assessment. Whereas the Strong Interest Inventory has
a strong support for reliability and validity in the
research literature, the MBTI has much less support
and should not be used for decision-making purposes
but rather for personality and career exploration in
conjunction with other career aptitude measures.

Personality Tests

Large-scale intelligence testing began during World
War I with the need for U.S. Army personnel to

properly place new soldiers into positions that best
suited their interests and skills. The need for place-
ment of World War I soldiers also influenced the
development of personality tests. Robert Woodworth
developed a series of forced-choice items that were
used to screen soldiers for potential mental health pro-
blems such as excessive anxiety. Others followed with
their contributions to personality assessment, but per-
sonality inventories were not widely used in the gen-
eral population until Robert G. Bemeuter developed
his Personality Inventory in 1930. Personality assess-
ment became even more widespread with the intro-
duction of the Minnesota Multiphasic Personality
Inventory (MMPI), a personality inventory that mea-
sures emotional and social disturbance. The MMPI was
developed by Starke Hathaway and J. C. McKinley in
1943 to aid in diagnosis of psychiatric patients and is
the mostly widely researched instrument in print.
The MMPI was developed empirically by asking
patients diagnosed with a wide range of psychiatric
disorders and a large number of control participants
to respond to a series of true/false statements. They
identified 504 items that differentiated between the
221 clinical patients and the pool of 1,508 control
participants. The MMPI was revised in 1989 with
updated items and a more representative normative
sample. The MMPI-2 contains 567 items, 10 clinical
scales, 3 validity scales, several content and supple-
mentary scales, and a list of critical items all devel-
oped by various researchers. The 10 clinical scales
are Hypochondriasis (Hs, 1), Depression (D, 2),
Conversion Hysteria (Hy, 3), Psychopathic Deviant
(Pd, 4), Masculine-Feminine Interest (MF, 5), Para-
noia (Pa, 6), Psychasthenia (Pt, 7), Schizophrenia
(Sz, 8), Hypomania (Ma, 9), and Social Introversion
(Si, 0). The clinical scales retained the original
names even though many of these terms are not used
in present-day psychology. Today the scales are
commonly referred to by number. Recently, the
Restructured Clinical scales were developed by Auke
Tellgen to aid interpretation and provide greater
alignment with the present categorical system used
in psychology diagnosis. The MMPI-2 can only be
used with adults 17 years of age or older. There is an
adolescent version, the MMPI-A, but a version for
childhood assessment is not available.

In contrast to the MMPI-2, which aims to measure
disordered personality tendencies, other personality
tests aim to measure normal personality traits. The
NEO-Personality Inventory (NEO-PI) was developed
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to measure the Five-Factor Model of personality. The
five factors are Neuroticism, Extroversion, Openness,
Conscientiousness, and Agreeableness. The Five-Factor
model of personality is one of the most widely
accepted trait theories of personality. Whereas the
MMPI was empirically derived, the NEO-PI is based
on theory, and items were chosen through the employ
of elaborate statistical procedures. The NEO-PI is often
used in employment settings, but there is some
research to support its use in clinical diagnosis. Similar
to the MMPI, the NEO-PI was standardized for use
with adults only.

Children’s personality inventories are also avail-
able and include the Child Behavior Checklist, the
Children’s Depression Inventory, and the Behavioral
Assessment System for Children (BASC). However,
these inventories are not referred to as personality
tests because it is widely understood personality is not
stable until early adulthood; therefore, temperament
and behavior are measured prior to adolescence.
Childhood assessments commonly include items for
parents, the child’s teacher, and self-report from the
child. This multisource approach provides greater reli-
ability and validity of the assessment. The BASC-2
(revised in 2006), developed by Cecil R. Reynolds
and Randy Kamphaus, is a widely used assessment
that combines parent, teacher, and student self-reports
along with a direct behavioral observation system.
This multisource, multimethod comprehensive assess-
ment is used frequently in educational and clinical
settings for the purpose of behavioral and mental
health assessment of children.

There are a large number of personality inventories
available for use with clinical, educational, and nor-
mal populations, but a description of each is outside
the scope of this entry.

Application of Aptitude Tests

Whereas this entry takes a broader view of aptitude
as put forth by Robert Snow, aptitude is often con-
sidered synonymous with intelligence. Throughout
the mid-20th century, when psychological and edu-
cational research began to flourish, there was an
increased interest in using intelligence tests to pin-
point cognitive difficulties and subsequently provide
interventions to individuals based on the intelligence
scores. Interventions targeted specific difficulties as
indicated by the intelligence test. This process is
referred to as an aptitude by treatment interaction

(ATI) approach. ATI was often used as a mechanism
to diagnose and treat learning disabilities, but dec-
ades of research have concluded that ATI did not
function to increase student cognitive skills, espe-
cially the academic skills valued in education, such
as reading and mathematics.

Currently, the accepted use of aptitude tests is as
part of a multisource, multimethod assessment where
the aptitude test provides only one piece of the infor-
mation used in the determination of intervention for
an academic or behavioral difficulty. Aptitude tests
function to predict future performance, and the addi-
tion of information from various sources (i.e., parent,
teacher) and different assessment methods (i.e.,
behavioral observations, record review) increases the
accuracy of future performance.

Implications

Aptitude is any characteristic that affects an indivi-
dual’s response to intervention. Although aptitude is
often considered as synonymous with intelligence,
the definition presented here provides a much
broader view of aptitude that can include character-
istics such as academic skills, personality traits, and
career interests. Therefore, aptitude tests measure
individual characteristics that influence responses to
environmental stimuli and function to predict future
performance.

The formal development of aptitude tests began in
the mid-1800s and has since become a prolific psy-
chological science that allows clinicians to predict
future performance with increased precision. Histori-
cally, the use of aptitude tests was limited to an ATI
framework, but the research has supported a broader
use of these tests within a multimethod assessment.
Aptitude tests can provide clinicians with information
about individual characteristics that support readiness
for treatment, intervention, or instruction. However,
individual aptitudes do not necessarily translate into
life success or the establishment of skills. They must
be molded by complementary experiences. Those
experiences might be formal, such as schooling, job
training, or counseling. Those experiences might also
be informal, such as interactions with family, friends,
and daily problem solving.

In this age of prolific psychological research, tests
are updated and new tests are developed. It is most
important, when choosing an aptitude test, to under-
stand the reliability and validity evidence, the intended
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purpose of the test, and the population for which the
test was developed.

Theodore James Christ and Nicole Skaar

See also Aptitude; Assessment; Measurement; Reliability;
Validity
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ASIAN AMERICANS

The term Asian Americans refers to Americans, and
immigrants living in America, whose ancestral heri-
tage is linked to several Asian regions of the world:
East Asia, Southeast Asia, and South Asia. The region
of East Asia comprises a variety of countries like
China, Japan, South Korea, North Korea, Taiwan,
Hong Kong, Macau, and Mongolia; Southeast Asia
consists of Cambodia, Indonesia, Laos, Malaysia the
Philippines, Singapore, Thailand, and Vietnam; and
the region of South Asia includes Bangladesh, India,
Myanmar, Nepal, and Pakistan. Although Pacific
Islanders (Hawaiians, Guamanians, and Samoans)
may also be considered as Asian Americans, typically
they are listed separately; therefore, they are not dis-
cussed here even though many of the issues discussed
in this entry are applicable to the Pacific Islanders.
The Asian American population is not a homoge-
neous group. Yet, the term Asian American is used to
categorize these diverse ethnic groups together.
Although Asian Americans may share certain com-
monalities, they are an extremely diverse group of
people from different countries and with rich cultures
that are vastly different from each other. A true under-
standing of Asian Americans begins with their
country’s history, sociopolitical history in America,

cultural practices and beliefs, language, conditions
surrounding immigration, experiences after arrival in
the United States, socioeconomic background, family
situation, ethnic identity and assimilation, and length
of residence in the United States.

Educational psychology has been interested in
Asian Americans because they are a leading ethnic
group with a long immigration history in the United
States. Research with Asian Americans has focused
on issues such as educational achievement, how they
learn and develop in similar and dissimilar ways com-
pared with White European Americans, and their
psychosocial adjustment to mainstream American cul-
ture and schools. In the following paragraphs, Asian
Americans are discussed along with their immigra-
tion history, Asian American subgroups, and Asian
American issues.

Immigration History

The first Asian immigrants arrived in the United
States more than 150 years ago; however, most Asian
Americans arrived in the United States recently, after
the adoption of the Immigration and Nationality Act
of 1965. Prior to 1965, immigration from Asia had
been barred by the National Origins Quota Act of
1924. In general, the Asian immigrants who moved to
the United States as beneficiaries of the Immigration
and Nationality Act of 1965 are characterized as highly
professional and educated individuals. They arrived in
the United States as skilled professionals, entrepre-
neurs, students, and family members of already natural-
ized Asian Americans. They migrated to the United
States to seek better economic, social, and educational
conditions. In contrast, Asian refugees, primarily from
Southeast Asia, migrated to the United States as
a result of war and political persecution and, thus,
tended to be less educated and more economically
disadvantaged.

The number of Asian Americans has grown more
than eightfold since 1970. The U.S. Census Bureau
estimated that there were approximately 12 million
Asian Americans in the United States in 2005. The
large population growth was the result of increased
immigration from China, India, Korea, the Philippines,
and other Asian areas after 1965 and the entry of more
than 1.5 million Southeast Asian refugees following
the end of the Vietnam War. The Asian American
population is estimated to grow to 20 million by the
year 2020.
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Because of historical immigration patterns, Asian
Americans tend to be highly concentrated in a few
geographic regions. Currently, more than half of the
Asian Americans reside in Hawai‘i, California, and
other West Coast states. In addition, the Asian Ameri-
can population is heavily concentrated in the major
metropolitan areas such as Los Angeles, New York,
San Francisco, Washington, D.C., and Chicago, where
many ethnic enclaves exist. However, the patterns of
these geographic concentrations differ greatly from
one Asian ethnic group to another. Furthermore, more
recently, the Asian American population has started
dispersing gradually throughout different regions in
the United States.

Asian Americans represent a number of diverse
groups who differ in national origin, ethnic identity,
language, culture, religion, socioeconomic background,
experiences after arrival in the United States, and
length of residence in the United States. For a better
understanding of Asian Americans, it is essential to
recognize the diversity of the Asian Americans today.
Despite their diverse backgrounds, Asian Americans
can be categorized into three main subgroups based on
their geographic origins: East Asian, Southeast Asian,
and South Asian. In the following section, the main
characteristics of the three groups are explained.

Asian American Subgroups
East Asian

East Asia generally includes China, Japan, South
Korea, North Korea, Taiwan, Hong Kong, Macau,
and Mongolia. Among them, Chinese, Japanese, and
Korean are the major East Asian ethnic groups found
in the United States. Research on the other East Asian
ethnic groups in the United Sates is very limited.
Chinese, Japanese, and Koreans share the influence of
Taoism, Confucianism, and Buddhism, which empha-
size interpersonal harmony, social order, a holistic
vision of life, and the importance of education. The
traditional East Asian families maintain a hierarchical
family structure and gender-specific roles. These three
groups maintain a high level of educational attainment
in the United States.

Despite commonalities among East Asian ethnic
groups, they are quite different. Chinese Americans
are the largest Asian ethnic group in the United
States. Currently, there are more than 2.6 million
Chinese Americans living in the United States.

Although Chinese immigrants were among the first
Asians to settle in the United States in 1840s, their
recent population growth is mainly due to the passage
of the Immigration and Nationality Act of 1965.
Accordingly, 71% of Chinese Americans in the United
States were foreign born. In addition, 85% of the Chi-
nese Americans speak a language other than English at
home. Unlike the early Chinese immigrants who were
peasants, the majority of recent Chinese immigrants are
highly educated and affluent. This demographic shift in
the Chinese American population after 1965 has
resulted in the polarization of the Chinese community
into the working and professional classes. The profes-
sional class tends to acculturate well to American soci-
ety, whereas the working class tends to stay in ethnic
enclaves and retain their Chinese traditions.

Similar to Chinese Americans, Japanese Americans
were early Asian immigrants in the United States.
Although Japanese Americans were the most populous
Asian ethnic group between 1910 and 1960, its recent
population growth is much slower than the population
growth of other Asian ethnic groups in the United
States. Accordingly, fewer Japanese Americans are for-
eign born (40%), and many Japanese Americans are
third, fourth, and fifth generations. In addition, Japa-
nese Americans are the oldest Asian American group,
with a median age of 42.6 years. The majority of Japa-
nese Americans speak English well. In fact, 53% of
Japanese Americans speak only English at home. The
poverty rate for the Japanese Americans was the lowest
among all the Asian ethnic groups in the United States
in 2000. Other data on educational attainment, occupa-
tion, and housing suggest that Japanese Americans
have a higher level of acculturation compared with
other Asian ethnic groups in the United States.

Compared with Chinese Americans and Japanese
Americans, Korean Americans have a shorter immigra-
tion history in the United States. The majority of
Korean immigrants arrived in the United States to seek
better employment and educational opportunities after
1965. Many of these recent Korean American immi-
grants were well educated and from the middle class.
The 2000 U.S. Census data indicate that 70% of
Korean Americans were foreign born and the majority
of Korean Americans speak Korean at home. Several
research studies suggest that Korean Americans are
more likely to maintain their native culture and partici-
pate in ethnic social networks. Their relatively short
length of residence in the United States, and the fact
that Korean Americans are a homogeneous ethnic
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group (speaking one language) who retain their tradi-
tional value of education, may largely contribute to
their relatively high levels of achievement. In addition,
the majority of Korean Americans have strong affilia-
tions with Korean churches, which are primarily Prot-
estant (e.g., Presbyterian, Methodist, Baptist) or Roman
Catholic. The Korean churches play a significant role
in maintaining their ethnic social networks by provid-
ing support and resources for Korean Americans to
endure the hardships of acculturation.

Southeast Asian

Southeast Asia generally includes the countries of
Cambodia, Indonesia, Laos, Malaysia, the Philippines,
Singapore, Thailand, and Vietnam. The most signifi-
cant characteristic of Southeast Asians is that they are
much more ethnically and culturally diverse than East
and South Asians. In fact, Southeast Asians with the
same national origins can differ greatly in terms of eth-
nicity, language, and religion. To better understand the
Southeast Asian population, it is helpful to distinguish
them based on their migration status: Southeast Asian
immigrants and Southeast Asian refugees. More specif-
ically, the purpose of their migrations and the national
origins of these two groups have distinctive patterns.

The Southeast Asian immigrants are primarily
from Indonesia, Malaysia, the Philippines, and
Thailand. Except for Filipinos, who were the only
Asians not barred from immigration by the National
Origins Quota Act of 1924, most of the Southeast
Asian immigrants started migrating to the United
States after the enactment of the Immigration and
Nationality Act of 1965. The majority of these
Southeast Asian immigrants were highly educated
and skilled professionals who migrated to the United
States to seek better employment.

Among all the Southeast Asian immigrant groups,
the Filipinos are currently the largest Southeast Asian
immigrant group and the second largest Asian ethnic
group in the United States. Many research studies have
been done on the Filipino Americans, whereas little is
known about the other Southeast Asian immigrant
groups. According to these studies, the Filipinos are
the most Westernized Asian Americans because of
their colonization by Spain and the United States and
because of the strong influence of Roman Catholicism.
Although the majority of the Filipinos in the United
States are foreign born, the Filipinos generally do not
have serious language barriers. The Filipino family

structure is slightly different from those of other Asian
groups because of the indigenous Filipino culture prior
to the Spanish cultural colonization. The Filipino fam-
ily is more egalitarian, where husband and wife share
almost equal power in financial and family decisions.
In addition, kinship relationships are highly valued in
the Filipino family and play a significant role to pro-
vide support for many Filipino Americans in their
early stage of adjustment to American society.

In contrast to the Southeast Asian immigrants,
the majority of the Southeast Asian refugees arrived
in the United States after 1975 following the with-
drawal of the U.S. troops from Southeast Asia. They
are the newest Asian ethnic group in the United
States and their experiences of migration and settle-
ment differ fundamentally from those of other Asian
ethnic groups. The Southeast Asian refugees primar-
ily include Cambodians, Laotians, Hmong, and
Vietnamese. They migrated to the United States as
part of the refugee resettlement program. As politi-
cal refugees, many of the Southeast Asian refugees
experienced traumatic departures from their native
countries and spent years in refugee camps in the
Philippines, Malaysia, and Thailand before they
were admitted to the United States.

Except for the first wave of the Southeast Asian
refugees who arrived in the United States in 1975, the
majority of the Southeast Asian refugees were less
educated and less exposed to Western cultures prior to
their migration. In addition, the Southeast Asian refu-
gees were among the youngest Asian ethnic groups in
the United States, which is partially due to high birth
rates with median ages of less than 20 years for all
groups except the Vietnamese. The median age of
Hmong in 2000 was 16.3 years. Because of their short
history of residence in the United States, the majority
of the Southeast Asian refugees do not speak English
well. The Southeast Asian refugees are more likely
than any other Asian ethnic group to speak a non-
English language at home. Although the children in
the refugee camps were taught the English language
and Western culture, many of them lost opportunities
to have a formal education. The 2000 U.S. Census
indicates that educational attainment rates for Cambo-
dians, Laotians, Hmong, and Vietnamese were much
lower than those of other Asian ethnic groups.

The Vietnamese Americans are the largest South-
east Asian refugee group and the second largest
Southeast Asian ethnic group after the Filipinos.
Many Vietnamese Americans are ethnically Chinese
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who had lived in Vietnam for generations. Therefore,
their culture is strongly influenced by Buddhism, Con-
fucianism, and Taoism. Buddhism also strongly influ-
ences the Cambodians and Laotians. The Cambodians
and Laotians value harmony in interpersonal relations
and keep close family relationships. Their societies
are characterized by several layers of social classes.
The Hmong, one of the ethnic groups from Laos, are
strongly influenced by shamanism. Their strong belief
in shamanism and their distrust of Western medicine
have often created conflicts with social service sys-
tems in the United States. Hmong are also known for
their strict patriarchal clan system. Many Hmong fam-
ilies maintain close family ties in the United States
and geographical concentrations in states such as
California and Minnesota. Their acculturation level is
much lower compared with other Asian ethnic groups
in the United States.

South Asian

South Asia generally includes Bangladesh, India,
Myanmar, Nepal, and Pakistan. Although the first wave
of South Asian immigrants arrived in the United States
in the early 20th century, the majority of the South
Asians migrated to the United States after the immigra-
tion law was reformed in 1965. Currently, over 1 mil-
lion South Asians reside in the United States. The
South Asian population in the United States consists of
a large Asian Indian population, with smaller numbers
of Pakistani, Bangladeshis, and other South Asian eth-
nic groups. The Asian Indians were the fourth largest
Asian ethnic group in the United States in 2000. India,
Pakistan, and Bangladesh, which were one big colony
under British rule, share relatively similar ethnic and
cultural backgrounds with the exception of religions.
The major religions of the South Asians include Hindu-
ism, Islam, Sikhism, Christianity, and Jainism. Whereas
the majority of the Asian Indians are Hindus, the major-
ity of the Pakistanis and Bangladeshis are Muslims.

Similar to other Asian immigrants, the South Asian
immigrants consist of highly educated professionals.
Many of the recent South Asian immigrants first arrived
in the United States as students and later adjusted their
status to permanent residents or naturalized citizens.
The U.S. Census 2000 indicates that the three major
South Asian ethnic groups had exceptionally high col-
lege-completion rates. A large number of South Asian
immigrants are represented in professional occupations
like medicine or other science-related fields. Because

of British colonization, the majority of South Asians
speak English fluently. South Asian immigrants, espe-
cially Asian Indians, seem to have less trouble with
acculturation to U.S. society compared with other
Asian American ethnic groups. In fact, Asian Indians
are more likely than other Asian immigrants to become
naturalized citizens. However, despite their fluency in
English and educational achievements, many South
Asians suffer from personal and institutionalized rac-
ism in the United States. In fact, an increasing number
of hate crimes against the South Asians have been
reported since the aftermath of 9/11 in 2001. Because
of the physical resemblance to people of Middle East-
ern descent and the tradition of wearing a turban, Sikh
Indians are unfortunately more likely to be targets of
hate crimes.

Issues Facing Asian Americans
Model Minority Myth

The image of Asian Americans as a model minority
started appearing in the American mainstream media
in the 1960s. The term model minority was first used
in the article “Success Story: Japanese American
Style,” written by sociologist William Peterson and
published in the New York Times Magazine in 1960. A
similar article using Chinese Americans also appeared
in other news magazines in the same year. These arti-
cles highly praised the Japanese and Chinese Ameri-
cans for overcoming hardships and discrimination and
achieving success in American society. Thus, the
model minority stereotype changed previously held
negative images of Asian Americans. Asian Americans
are still frequently viewed as a highly successful
minority group in the United States. Asian Americans
are portrayed as hardworking, highly educated individ-
uals with few psychological problems; this portrayal
leads to an inherent assumption that they are less of
a burden on American society.

Data Supporting Stereotype

In support of the model minority view, Asian Amer-
icans share a great respect for the importance of educa-
tion. For example, the 2000 census data showed that
Asian American parents are more likely to have higher
educational expectations for their children than are par-
ents in other race groups. The academic successes of
Asian American students have been documented
numerous times. In 2000, the college enrollment rate
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was 56%, which is higher than other racial groups,
including Whites. The proportion of Asian students in
Ivy League schools and other top universities in the
nation also indicates their academic success in higher
education.

In primary and secondary education, this trend also
seems to persist. The proportion of Asian American
students in gifted classes is much higher compared
with their non-White counterparts. The proportion of
children who had repeated a grade was the lowest for
Asian Americans (2.6% for children 6 to 11 years old
and 6.4% for children 12 to 17 years old). Fewer
Asian American students between ages 12 and 17
were suspended from schools (5.3%) than White stu-
dents of the same age span (9.0%). Furthermore, the
high school dropout rate of the Asian American stu-
dents in 2000 (4.0%) was the lowest among all races
in the United States.

Data Refuting Stereotype

In sharp contrast to the model minority myth is the
fact that the educational attainment data vary greatly
by Asian ethnic groups, as discussed previously. One
factor influencing these great discrepancies in educa-
tional attainment among Asian Americans is their
family’s migration status to the United States.
Whereas many East Asians arrived in the United
States as immigrants, most Southeast Asian immi-
grants arrived as refugees after 1975. Therefore, these
two groups differ in terms of parents’ level of educa-
tion and economic status prior to immigration. Many
East Asian children have parents with at least bache-
lor’s degrees, whereas many Southeast Asian children
have parents who have 9 years of education or less.
Accordingly, the household income for East Asians is
higher than average, and the poverty rate among
Southeast Asian immigrants is higher than average.
Educators need to recognize the group differences in
educational attainment among Asian American stu-
dents. Asian American children who have parents
with little formal education and moved to the United
States as refugees might need additional support at
school and at home in order to progress successfully
in school and successfully transition to adulthood.

Negative Effects of the
Model Minority Myth

The model minority stereotype is a myth that is
hurtful to Asian Americans and negatively affects

society. Its oversimplification of the Asian American
population is misleading and overlooks the great diver-
sity among the Asian American ethnic groups, which
is related to the stereotype being created in the 1960s
before the recent influx of Asian immigrants and refu-
gees. The increasing heterogeneity and complexity
among Asian Americans suggests that the model
minority stereotype is creating a great misconception
about Asian Americans today.

Still, many non—Asian Americans may think that
the model minority stereotype is positive and there-
fore beneficial to Asian Americans. For example,
being considered smart and hardworking is good and
may increase one’s self-esteem. However, the pres-
sure to succeed academically and to conform to the
model minority stereotype has put an excessive
amount of pressure on Asian American children and
adolescents. Children and adolescents with such pres-
sure from school and society may be more prone to
difficulties with anxiety. In schools, Asian American
students are often stereotyped as “model” or “suc-
cessful” students who are hardworking and polite. As
a result, the needs of the Asian American students
may be frequently overlooked by educators, creating
a series of events that may lead to academic and
school disengagement and dropout. This becomes
especially serious with the Asian American children
who are foreign born or who are children of the recent
refugees because they need extra support from tea-
chers and other school professionals to adjust them-
selves to their new school environment. Teachers who
believe the model stereotype might expect more from
the Asian American students academically. Further-
more, because of the assumption that Asian American
students are quiet and passive, teachers might treat
them more strictly than they would treat other minor-
ity children when Asian American students behave
contrary to their expectations.

Finally, in addition to negative education and
schooling effects, the model minority myth is fre-
quently associated with false assumptions about
racism, poverty, and mental health. The related
assumptions are that because of Asian Americans’
educational success, their “privileged status™ protects
them from racism, poverty, and mental health difficul-
ties. On the contrary, these beliefs are false. For
example, Asian Americans have historically been the
targets of extreme racist acts (e.g., Chinese Exclusion
Act of 1882) and continue to experience racism today.
One current form of racism is called “glass ceiling,”
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which refers to a situation where people are prevented
from advancing to higher positions in their careers.
The fact that well-qualified Asian Americans are
underrepresented in executive and managerial posi-
tions suggests the existence of the glass ceiling
against the Asian Americans in workplaces. In
schools, despite the diversity of Asian American chil-
dren and adolescents, many Asian American children
often experience racism in the form of fighting, name-
calling, and teasing because of their race, English pro-
ficiency, accent, and foreign attire.

Racism and discrimination are generally exacer-
bated during economic and national crises. For exam-
ple, the hate crime statistics reported a sharp increase
in hate crimes based on religion and ethnicity/national
origin in 2001 after the September 11 terrorist attacks.
Asian American Muslims, such as Bangladeshis,
Pakistanis, and Indonesians, and South Asians who
were perceived to be Arabs or Muslims became the
targets of these hate crimes. The hate crimes against
Asian Americans included murder, physical assaults,
vandalism of places of worship, death threats, and
public harassment.

Finally, certain Asian American groups live in pov-
erty and experience mental health difficulties, espe-
cially as a result of traumatic immigration experiences.

Identity Development

Identity development for the Asian American is
more complex than for someone from the mainstream
majority culture because of the negotiation that must
occur as a minority person growing up in America
with two distinct cultures. As one might imagine,
identity development is very important for under-
standing Asian Americans, which significantly contri-
butes to the diversity among Asian Americans. Two
important factors to consider are assimilation and eth-
nic identity. Assimilation refers to the process of
becoming Americanized or adopting the American
culture. Ethnic identity refers to the retention of cus-
toms, attitudes, and beliefs of the culture of origin.
These two factors represent issues that each Asian
American must resolve over his or her life. For exam-
ple, Bob’s actions and beliefs about life may be very
similar to the mainstream White European American
culture, and he may dismiss the importance of his
Asian heritage and have almost nothing to do with it.
On the other hand, Bob’s sister, Soo, may embrace
both American culture and her Asian heritage and feel

comfortable with members of each cultural group
(bicultural).

Samuel Y. Song and Wakako Sogo

See also Acculturation; Cultural Deficit Model; Cultural
Diversity; Culture; Ethnicity and Race; Multicultural
Classrooms; Multicultural Education
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ASSESSMENT

Terms such as measurement, evaluation, and test are
sometimes used as synonyms of the term assessment.
Although these terms are related to assessment, their
meanings and purpose are distinctly different. Mea-
surement may be thought of as quantifying a perfor-
mance or characteristic such as score on a test, height,
or weight; evaluation denotes judgments about the
quality or worth of something; and a fest usually
means a specific instrument (paper-and-pencil test) or
set of procedures to measure knowledge, abilities, or
other characteristics. Assessment is a general term that
is used to encompass everything a teacher does to
ascertain the level at which students have mastered the
subject matter, can perform certain tasks, or exhibit
certain behaviors.

Assessment includes the collection, analysis, and
interpretation of various kinds of information useful
for educational decisions. Leonard Carmichael
and Bette Caldwell suggested that assessment can
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produce direct benefits to students, as teachers use
both formal and informal assessments to diagnose
students’ strengths and weaknesses. Assessment can
provide information that helps teachers to identify
students who need additional instruction, special
services, or more advanced work. Assessment also
can serve as the basis for teacher reflections on their
instructional effectiveness. Based on data collected
though various kinds of assessments, teachers can
make instructional decisions about re-teaching a les-
son or unit or moving ahead with more challenging
lessons. Results of assessments can provide feed-
back to students to indicate areas in which perfor-
mance needs improvement and areas in which
performance is satisfactory.

Early roots of educational assessment can be traced
to the one-room schoolhouse where students moved
forward to the next level when the teacher determined
they had mastered the necessary knowledge and skills.
Tests were administered to ascertain progress, with no
letter grades (A, B, C, etc.) reported. Teachers reported
student progress orally or through their written notes.
The growth of schools necessitated that students be
divided into different levels, and percentages were
used to report student progress and to identify those
who were prepared for college. Comparisons were
made among students, and those earning the highest
and lowest scores were assigned grades of A and F,
respectively. Most of the student scores fell in the mid-
dle range and thus were assigned a grade of C for aver-
age. Student scores close to the top, but not the
highest, were assigned a grade of B, and those falling
below the average level were assigned a grade of
D. However, in 1912, research by D. Starch and
E. C. Elliott raised questions about the use of percent-
ages as a basis for assigning letter grades and screening
for college admission. Their research showed great dis-
crepancies in the grades assigned by teachers. This
apparent lack of consistency among teachers in grading
spurred teachers to use grading scales such as Excel-
lent, Average, or Poor.

In the early 1900s, standardized tests began to be
used in the schools as an outgrowth of their use to
screen men for the military. Standardized tests were
based on national norms. Federal legislation—most
notably Public Law (P.L.) 94-142, which mandates
a free and appropriate public education for individuals
between the ages of 3 and 21; the Individuals with
Disabilities Education Act (IDEA), which amended
P.L. 94-142; and the No Child Left Behind (NCLB)

Act—has brought about increased interest in assess-
ment at the local, state, and national levels.

Behavioral Objectives

Benjamin Bloom, Professor of Education at Chicago
University, working with his mentor, Ralph Tyler,
believed that the importance in education was whether
or not students achieved what they were studying, not
how they were compared with others. Bloom believed
that the environment is influential to a child’s success
in school. He believed that it was the educator’s
responsibility to create an environment to serve stu-
dents at various ability levels. Bloom suggested that
human learning could be classified into three major
domains: cognitive, affective, and psychomotor.
Bloom and a group of his colleagues began develop-
ment of a system to describe behaviors in the cognitive
domain in 1948 and development of a classification
system for the affective domain in 1956.

Each domain comprises levels that range from the
lowest level of learning to the highest. This classifica-
tion of learning is commonly known as “Bloom’s
Taxonomy of Learning” or simply, “Bloom’s Taxon-
omy.” Classification of learning domains serves sev-
eral purposes. They help to assure that teachers know
the objectives of the lesson and stay focused on the
intended outcomes, to direct students to the objectives
of the lesson, and to serve as a basis for identifying
the kinds of knowledge, skills, and attitudes that will
be assessed. The knowledge, skills, and attitudes are
usually stated in the form of instructional (behavioral
or performance) objectives to communicate clearly
the student’s required performance, the conditions or
circumstances under which the performance will take
place, and the standard or criterion that will be used
to assess whether or not the student has achieved the
objective satisfactorily.

Types of Assessment

Student achievement may be assessed with standard-
ized tests or teacher-made tests. A standardized test
covers a broad knowledge base rather than knowledge
associated with selected lessons or a specific unit of
instruction. Uniform administration procedures are
required in which the directions are standardized, and
all students get the same or an equivalent test under
the same conditions for the same amount of time.
Interpretation of the results for a specific student is
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based on that student’s performance compared with
the performance of other students at the same grade
level. This is known as norm-referenced testing. Nor-
mative tables showing the relative performance of
a student compared with that of other students in the
norm group are usually provided by the test developers
for standardized tests. Because one student is com-
pared with other students in the norm group over
a broad knowledge base, it is not sound educational
practice for teachers to use standardized test scores as
a basis for assigning class grades. Standardized tests
are used best to show parents or school personnel how
one student compares with other, similar students. For
accurate and meaningful comparisons to be made, it is
important that the norm group be representative of the
student with whom comparisons are made.

Teacher-made tests are used to assess student
achievement over a specific body of knowledge taught
in the classroom. Teacher-made tests are known as
criterion-referenced tests. The performance of one
student is not compared with that of the group;
instead, each student’s response to a specific question
is measured against a predetermined criterion. Clearly
defined instructional objectives provide the foundation
for criterion-referenced classroom assessment. In turn,
criterion-referenced classroom assessments are used
for the purpose of identifying the extent to which stu-
dents have achieved the objectives.

Student achievement is assessed with a variety of
tests and test item formats. Objective test items are
commonly used to assess performance because they
can be written to test higher as well as lower levels of
learning and to test a broad range of subject matter.
Objective tests are easily administered and scored.
Scoring is more objective than in most other kinds of
test items; consequently, fewer scoring errors are
made. Objective test items require that students write
or select a response. Written responses may be short
answer or completion. Commonly used selected
response items include multiple-choice, true/false or
alternative response, and matching. Although objec-
tive tests remain a favorite among teachers, alterna-
tive methods of assessment are gaining in popularity.
Performance ratings, essays and products, portfolios,
and service learning are popular forms of alternative
assessments.

Some instructional objectives require that students
engage in an activity to demonstrate their level of
skill. For example, athletic or musical skills cannot be
assessed appropriately with a paper-and-pencil test.

The teacher will want to assess students’ speed, tim-
ing, and precision as they demonstrate cognitive, psy-
chomotor, and affective behaviors. Sequence of
events is an important consideration when assessing
an individual’s ability to operate a motor vehicle, and
quality of presentation is important when assessing
the overall effectiveness of an individual’s oral report
delivery. Performance assessments are time consum-
ing to administer because only one student can be
assessed at a time. Also, the teacher must be keenly
attentive to the performance in order not to miss
important but rapidly performed steps. Rubrics such
as checklists and rating scales are used to ascertain
the effectiveness of the performance.

Some instructional objectives require students to
construct individual and unique responses to demon-
strate their competence. Responses may be in the
form of a written essay or a product. Essays and pro-
ducts typically incorporate higher-order thinking skills
in analysis, synthesis, and evaluation. A written essay,
for example, may require that students critique a pro-
cedure, event, literary work, or political or philosophi-
cal view. Creating a product requires planning,
organizing, and actually producing a tangible result
such as a poem, play, blueprint, computer program, or
birdhouse. Essays and products are time intensive for
teachers to plan and score because of the individual
nature of the products. Responses must be scored by
an expert teacher who can ascertain whether or not
responses are accurate and acceptable.

Portfolios are an excellent way to document and
communicate student progress over time. Samples or
exhibits of a student’s initial work are usually
included in the portfolio, and other exhibits are added
throughout the grading period or the course. Exhibits
may include accomplishments and deficiencies that
are not directly related to instructional goals. For
example, exhibits may include selected test scores,
notes related to attitudes and behaviors that are not
evident on report cards, social accomplishments, spe-
cial projects, interest inventories, and interviews.
Exhibits included in the portfolio are often used to
supplement other kinds of assessment.

Service learning is gaining in popularity as an
alternative teaching and assessment tool because it
requires students to demonstrate their knowledge,
skills, and attitudes in real-life situations. Students are
involved in activities designed to meet instructional
goals while providing a useful service to the commu-
nity. The purpose of service learning is to improve
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academic learning while enhancing personal skills
and civic responsibility through structured projects
that serve a real community need.

Item Analysis

An item analysis provides information about the diffi-
culty of a test and the extent to which a specific test
item discriminates among the test-takers in the same
way that the overall test discriminates. Item analysis
may be performed by a computer program or hand
calculated by classroom teachers.

Item Difficulty

An item difficulty index is a statistical procedure that
indicates the proportion of students who responded
correctly to an item. The closer the index is to 1, the
higher the proportion of students who responded cor-
rectly to that item and the easier the item. The term
item difficulty index is referred to in many sources as
the item easiness index because it refers to the per-
centage of students responding correctly to a specific
item. Calculating this index requires that the test items
for the high scoring students and low scoring students
be separated from those whose scores fell in the mid-
dle range. Depending on the total number of students,
this may mean using the top 25% and the bottom
25% in the analysis. If the total number of students is
small, then all students may be used in the analysis by
grouping students in either the high scoring or the low
scoring group. The difficulty index is then calculated
by adding the number in the high scoring group who
got the item correct to the number in the low scoring
group who got the number correct and dividing the
sum by the total number of students.

Item Discrimination

Item discrimination is a statistical procedure that
indicates the extent to which an item discriminates
between high scoring and low scoring students on
a specific test item in the same way that the total test
discriminates between those who know the content
and those who do not. This procedure also requires
that the test items for high scoring students and low
scoring students be put into separate groups. If an
item discriminates adequately between the high scor-
ing group and the low scoring group, students in the
high scoring group should get a specific item correct

more often than students in the low scoring group. A
negative (and undesirable) discrimination would result
if students in the high scoring group missed an item
more often than students in the low scoring group. An
item discrimination index may be calculated by sub-
tracting the number of correct responses on one item
of students in the low scoring group from the number
of correct responses of students on the same item in
the high scoring group and dividing this difference by
the number of students in one of the groups. The
resulting discrimination index will be between 0, indi-
cating no discrimination, and 1, indicating perfect dis-
crimination between high and low scoring students on
an item. An index close to 1 indicates high discrimi-
nation between the two groups on a specific item, and
thus, this is the more desirable item.

An item analysis provides insight into the way spe-
cific items function within a test. Such an analysis
can help teachers to increase the reliability and valid-
ity of their tests. In addition, the analysis can provide
teachers with information regarding items that are
hardest for students, which are easiest, and where
adjustments in content or the teaching process need to
be made. In their book Instructors and Their Jobs,
W. R. Miller and M. F. Miller illustrate statistical pro-
cedures useful for teachers conducting an item analysis.

Test Reliability

Reliability and validity are two important concepts in
assessment. Reliability refers to the consistency or
stability of a test in producing the same or similar
scores over repeated administrations of the test. For
example, if a student scores high or low on a test of
word comprehension in the morning, then one should
expect that if the same or a similar test were adminis-
tered in the afternoon, the student would have the
same or a similar score providing that no changes
were made in the student’s level of knowledge or
administration of the test to bias the results. If the
two administrations of the test yielded the same or
similar results, then the test would be reliable; how-
ever, if there were a great discrepancy between the
two administrations, then the test would be unreli-
able. Reliability is affected by different sources of
error, which are called random errors. Variations due
to individual attributes such as general knowledge,
ability, skills, motivation, health, and attention are all
sources of error. In addition, random errors may be
due to variations in the characteristics of the test.
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A test that is too short gives an advantage to students
who happen to know the correct answer to a few
questions, whereas students who actually have
a broader knowledge base may not know the answers
to the few questions asked. It is valuable for educa-
tors to know the amount of true variance (spread of
a set of scores) and error variance reflected in a partic-
ular test score. In educational testing, it is assumed
that every observed test score has a true score com-
ponent and an error score component; the variance of
the observed score is equal to the variance of the true
score plus the variance of the error. However, in
practice, a true test score is impossible to calculate
because one would have to administer a test an infi-
nite number of times. If this were possible, the sum
of the errors and the mean of the errors would be 0.
Theoretically, the true score for one individual is the
average score obtained from repeated measures; it is
considered to be somewhere between plus and minus
a certain margin of error, called the standard error of
measurement (SEM). The SEM is derived from the
standard deviation of the sampling errors. This con-
cept is illustrated by a student who scores an 80 on
a mathematics achievement test and the SEM is 3.2.
The student’s true score is said to fall somewhere
between 76.8 and 83.2. A common practice to deter-
mine stability of test scores is to compute a coefficient
of correlation, known as a reliability coefficient,
between two independent administrations of the same
test to a large sample within a reasonable time period
between administrations (test-retest reliability coeffi-
cient or coefficient of stability). Other procedures to
ascertain reliability are (a) correlating the scores of
alternate forms of the same test administered in suc-
cession to a large group (coefficient of equivalence)
and (b) correlating the scores on equivalent forms of
a test given in two independent administrations over
a short period of time (coefficient of stability and
equivalence). The reliability coefficient ranges from 0,
indicating no reliability of the test, to 1, indicating
perfect reliability.

Different reliability procedures are required to ascer-
tain the extent to which all items in a test are measuring
the same information. This is known as the internal con-
sistency of a test. The split-half technique is a commonly
used procedure to determine internal consistency. This
involves administering a test, dividing the items inde-
pendently into two equivalent halves, and computing
the correlation coefficient between the two halves.
The Spearman-Brown statistical procedure is used to

calculate internal consistency using split-halves. Kuder-
Richardson formulas 20 and 21 and Cronbach alpha are
useful for assessing the homogeneity of items within
atest. These latter procedures do not require splitting the
test; rather, they are based on properties of the entire test.

Developing reliable tests is a challenge, and
obtaining perfect reliability is impossible or difficult
at best. Reliability is affected by the difficulty level of
the test. A test that is too difficult or too easy can be
reliable in that similar outcomes result. However, in
the case of a test that is too difficult, the test provides
chance results, and in the case of a test that is too
easy, the test would not yield meaningful results.
However, teachers can improve reliability by (a) cre-
ating a positive test environment, (b) allowing enough
time for students to complete the test, (c) selecting or
constructing tests that cover a representative sample
of the content, including enough items to test the
breadth of the content, and (d) including test items
that discourage guessing so that students’ scores
remain stable from one administration of a test to
another or from one form of a test to another. Reli-
ability is concerned with the stability of test scores
over time, and even though classroom teachers do not
generally calculate the reliability of their tests, test
developers are expected to assess and report the reli-
ability for all standardized tests. Reliability is a neces-
sary requirement for validity.

Test Validity

Validity is the extent to which a test measures what it
was designed to measure. This means that tests are
designed for specific purposes, and each test must
have its own validity for the purpose for which it was
designed. A valid test must also be reliable; however,
the converse is not true. Reliable tests are not neces-
sarily valid. That is, a test may consistently measure
the wrong thing. Establishing test validity is thought
to be a more complex process than establishing test
reliability because establishing validity depends on
the judgments to be made based on test results and
how the results will be used. It is necessary to collect
information as evidence that a test provides a true
measure of such abstractions. To validate that tests
provide true measures, certain information or evi-
dence must be collected depending on the type of
validity to be determined. Three common types of
validity are content validity, criterion-related validity,
and construct validity.
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Content Validity

Assessing an individual on the complete domain of
a knowledge base related to a specific subject is not
usually feasible. Therefore, the typical procedure is
to assess only a sample of the knowledge base. For
example, teachers do not purport to ask students every
possible question about a topic on a classroom test.
They select a sample of test questions from which to
make inferences about the students’ grasp of the sub-
ject matter. Content validity is concerned with the
extent to which the sample of questions is representa-
tive of the knowledge base being tested. If experts in
the content area to be tested agree that the test ques-
tions are a representative sample of the knowledge
base to be tested, the test is said to have face validity.
Logical validity is closely related to face validity,
except in establishing logical validity, all the behaviors
to be measured within a specific knowledge base need
to be identified and defined. Then, test questions are
designed purposely to test the desired knowledge base.
Content validity is established through rather subjec-
tive techniques; consequently, the potential for error is
greater than in criterion-related or construct-related
validity. Also, it is important that users of a test, espe-
cially achievement tests, understand the knowledge
base that the test was designed to assess. Nonetheless,
content validity is important to the development of all
tests, and other kinds of validity are established more
confidently when a test has content validity.

Criterion-Related Validity

The extent to which scores on a test correlate with
an independent external variable provides evidence
related to criterion-related validity. The independent
external variable is the criterion that is thought to be
a direct measure of the attribute of interest. For exam-
ple, college admission tests are thought to be valid
predictors of success in school as denoted by grade
point average. The test to be validated is administered
and scores are held until the criterion scores are avail-
able. Next, the scores on the college admissions test
(predictor) are correlated with grade point average
(criterion). The greater the correlation is between
scores on the admissions test and the grade point
average, the stronger the criterion-related validity is.
This is referred to as predictive validity. The more
accurately a test predicts is directly related to the
strength of the correlation between the scores on the
predictor test and the criterion.

Concurrent validity can be determined by correlat-
ing scores on a measuring instrument to be validated
with a current score. A correlation coefficient is calcu-
lated as in predictive validity; however, the difference
between predictive validity and concurrent validity is
that in concurrent validity, the test to be validated is
correlated with current scores on some measure. For
example, the correlation of scores on a standardized
mathematics test with students’ current grades in
mathematics provides concurrent validity. Concurrent
validity is most useful for diagnostic purposes or
assessment of current status.

Construct Validity

Construct validity refers to the extent to which a test
measures a theoretical variable (construct) or trait.
Many variables of interest in educational research are
abstract. For example, intelligence, motivation, inter-
ests, self-concept, and self-efficacy are abstractions for
which researchers must determine appropriate indica-
tors that will give an assessment of these attributes.
Establishing construct validity is an ongoing process,
and several different procedures may be used for this
process. Empirical data can be used to indicate the
extent to which items on the test represent the
construct. Positive correlations among items on the test
and positive correlations between scores on the test
and other valid observations indicate that the items
include the elements predicted by the construct.
Extremely low or negative correlations are indicators
that the test items do not represent the construct or that
an inappropriate construct is being measured. In addi-
tion, visual inspections of the items and questioning
the intent of each item can help to ascertain the extent
to which the items represent the construct.

Marie Kraska
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AsSISTIVE TECHNOLOGY

As technology is reinvented to make everyday func-
tions easy, its marriage with assistive devices signifi-
cantly affects the life of individuals with disabilities.
This technology is referred to as assistive technology
(AT). Assistive technology, including assistive, adap-
tive, and rehabilitative devices, aids individuals with
disabilities in achieving greater independence and
self-confidence in their daily lives; specifically, AT
enables individuals with a range of cognitive, physi-
cal, or sensory impairments to have alternative ways
of performing and participating in society. AT also
assists in communication, information processing,
education, work, and recreation activities.

The importance of AT in the lives of people with
disabilities was pointed out in the Individuals with Dis-
abilities Education Act (IDEA; also called the Tech
Act) as “any item, piece of equipment, or product sys-
tem, whether acquired commercially off the shelf, mod-
ified, or customized, that is used to increase, maintain,
or improve the functional capabilities of a child with
a disability” [P.L. 108-446, Title 1, Part A, § 602(1)].
According to this definition, AT encompasses a wide
range of devices from low-tech supportive tools such as
battery interrupters to high-tech advanced and custom-
ized electronic equipment such as computers. AT can
include mental aids, communication aids, alternative
computer access, visual aids, or aids to augment hearing
to increase the involvement of persons with disabilities
in learning activities.

Through IDEA, AT can be utilized in educational
settings with a new assigned term, special education

technology, to provide students who require a dif-
ferentiated instructional treatment with increased and
independent learning opportunities. Appropriate AT
services can also be offered in free public education.
IDEA highlights AT services, aiming to enable stu-
dents to have full inclusion and least restrictive envi-
ronment in schools. This law defines AT service as
“any service that directly assists an individual with
a disability in the selection, acquisition, or use of an
assistive technology device” [P.L. 108-446, Title 1,
Part A, §602(2)]. This service includes the following:

e The evaluation of the technology needs of the indi-
vidual with disability, including a functional evalua-
tion of the individual in the individual’s customary
environment

e Purchasing, leasing, or otherwise providing for the
acquisition of AT devices by such individual

e Selecting, designing, fitting, customizing, adapting,
applying, maintaining, repairing, or replacing of AT
devices

e Coordinating and using other therapies, interven-
tions, or services with AT devices, such as those
associated with existing education and rehabilitation
plans and programs

e Training or technical assistance with AT for such
individual, or, when appropriate, the family of such
individual

e Training or technical assistance for professionals
including those individuals providing education and
rehabilitation services

The intention of IDEA is that AT devices and
services must be provided at no cost to the student,
student’s parents, and the school staff as part of the
student’s special education, related services, or supple-
mentary aids and services to facilitate the student’s
education. However, the school may use whatever
state, local, federal, and private resources are available.

Advocates of AT list the individuals who might
benefit from special education technology:

e Individuals with mental or physical impairments
that interfere with learning or other life functions

® Individuals with mild learning or cognitive pro-
blems like learning disabilities or cognitive disabil-
ities ranging from mild to severe that interfere with
learning or other life functions

Because AT has demonstrated an ability to provide
individuals with disabilities opportunities that fit into
their individual needs and abilities, the appropriate
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use of AT may be delineated when it enables the indi-
vidual to do the following activities:

e Perform functions that cannot be achieved by other
methods

e Approximate normal fluency, rate, or standards—
a level of accomplishment which could not be
achieved by any other means

e Participate in programs or activities which other-
wise would be closed to the individual

e Complete tasks that otherwise are too laborious to
be attempted on a routine basis

e Concentrate on learning or employment tasks rather
than mechanical tasks

e Have greater access to information

e Have normal social interactions with peers and adults

There are approximately 20,000 AT devices cur-
rently available. These can be located through online
resources such as Abledata, which is supported by the
U.S. Department of Education. Because of the large
number of available AT devices, specialists and pro-
fessionals must give thoughtful consideration to the
selection and procurement of appropriate devices for
impaired students. AT devices and applications include
various types of accommodations and adaptations that
enable individuals with disabilities to function more
independently and confidently. The following section
lists and categorizes common AT devices and applica-
tions based on individuals’ impairments.

Assistive Technology Devices
Communication

In this category are devices or equipment designed
to help individuals with speech disabilities or writing
difficulties (e.g., no or very little verbal skills, limited
language proficiency, etc.) to communicate effectively
and to have alternate methods of communicating
needs, feelings, ideas, and perceptions. Speech and
augmentative communication devices include on-
screen communication boards, auditory or visual scan-
ning, speech synthesizers, text-to-speech software and
hardware, head wands, light pointers, mouth sticks,
signal systems, telephony equipment, and talking
word processing with writing support. Writing and
typing devices include tactile devices, Braille devices,
note-taking devices, spelling devices, word prediction/
completion software, modified typewriters, portable
typewriters, and electronic and software dictionaries.

Access

These hardware and software products enable indi-
viduals with barriers to access to interact with learn-
ing tools and engage in classroom or home activities.
Alternative input devices include alternative and adap-
tive keyboards, expanded keyboards, keyguards,
alternative and ergonomic mouse/pointing systems,
head-operated pointing devices, eye-gaze pointing
devices, mouth/tongue pointing devices, Morse code
input devices, brain-actuated pointing devices, switches,
touch screens, voice input systems, speech-to-text soft-
ware, voice recognition/voice command software, dicta-
tion software, on-screen keyboards, cursor enlargement
software, ergonomic computer-based equipment, scan-
ners and optical character recognition, joysticks, and
trackballs. Processing devices include abbreviation/
expansion and macro programs, access utilities, menu
management programs, reading comprehension pro-
grams, writing composition programs, and writing
enhancement tools. Alternative output devices include
Braille display/output devices, Braille embosser/
printers, screen-reading software, screen magnification/
enlargement software, large print monitor, and speech
synthesizers. Accessible software includes software
applications adapted for individuals with disabilities,
operating system accessibility options, and accessible
web browsers. Universal design (also called design-for-
all or accessible design) includes design methods,
techniques, and guidelines for making computers and
their applications fully accessible to individuals with
disabilities.

Learning and Studying

These devices help individuals with high-incidence
disabilities (learning, behavior, or cognitive disabil-
ities) to increase, maintain, or improve their func-
tional capabilities. Such devices include Post-It"
notes, picture or written schedules, social stories, writ-
ten or picture-supported directions, and editing devices
(e.g., correction fluid, correction tape, correction
pen, highlight tape, etc.), sentence windows, graphic
organizers, single-word scanners (reading pens) or
handheld scanners, portable or talking word processors,
handheld computers, voice-recognition products, soft-
ware for organizing ideas and studying, electronic
organizers or reminders, word-prediction software,
talking electronic device or software to pronounce chal-
lenging words, graphic organizer software, software for
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concept development, manipulation of objects, math
computations, portable word processor to keyboard
instead of write, closed-captioning television, text-
reading software, and tactile or voice-output measuring
devices.

Vision

Products designed to assist the blind and visually
impaired individuals include auditory and speech out-
put devices, reading machines, scanning/document
reading systems, optical character recognition (OCR)
systems, electronic book readers, talking equipment
(clocks/watches, calculators, etc.), Braille devices,
Braille transcription and translation devices, screen
magnifier/enlarger, closed circuit television for magni-
fying documents, book holders, manual and electric
page turners, large button phones, speaker phones,
large-print books, taped/audio books, light boxes, high
contrast materials, thermoform graphics, synthesizers,
scanners, and descriptive video services.

Hearing

Products designed to assist individuals who have
deaf and hearing impairments and/or auditory proces-
sing problems include assistive listening devices,
hearing aids, infrared/personal amplification systems,
audio/FM loop systems, FM amplification systems,
TV amplifiers, TV decoders, visual signaling and
alerting systems, tactile alerting systems, telephony
and accessories, text telephones, telecommunication
devices for the deaf (TDD), teletypes (TTY), adapted
phones, real-time captioning, telecaption decoders,
and cochlear implants.

Daily Living

Self-help devices that assist persons with disabil-
ities in daily living activities, such as dressing, per-
sonal hygiene, bathing, home maintenance, cooking,
and eating, include reaching devices, adaptive cloth-
ing, modified eating utensils (e.g., specialized spoons
for self-feeding), feeding accessories and devices,
adapted books, pencil holders, time management aids,
dressing aids, adapted personal hygiene aids, bathing
accessories, grab bars/grips/handles, incontinent sup-
plies, mechanical transfer lift, shower/bath chair, toi-
leting accessories, transfer board, wheeled bath chair/
commode, and bathtub seats.

Environment

The use of these aids and equipment help to
remove or reduce physical barriers for individuals with
disabilities in educational and workplace settings.
Environmental controls and switches are primarily
electronic systems that enable someone with limited
mobility to control various appliances, lights, tele-
phone and security systems in their room, home, or
other surroundings. These systems include environ-
mental control units, electronic appliance switches,
switch mounting systems, home automation systems,
signaling and alerting devices, home alarms, television
adaptations, smoke alarms, and telephone ringers.
Home-workplace adaptations include worksite/school/
home design or modification for accessibility, architec-
tural accommodations, structural adaptations, building/
home ramps, home elevators, wheelchair lifts, pool
lifts, bathroom changes, automatic door openers,
expanded doorways, adapted furniture, adapted door-
knobs, alternative doorbells, lowered counters, and
specially designed bath areas.

Ergonomic Equipment

Ergonomic equipment is low-tech assistive equip-
ment or devices designed to reduce the likelihood of
repetitive stress injuries often associated with work-
related situations. These devices include adjustable
workstations, industrial workstations, office worksta-
tions, adapted furniture, writing aids, modified seating
and lighting, arm/wrist supports, and back supports.

Mobility and Transportation

These products help mobility-impaired persons
move from one place to another and give them inde-
pendence in personal transportation. Such products
include standing/walking aids, transfer aids, stair
lifts, walkers, scooters, wheelchairs and three-
wheeled chairs, adapted bikes and tricycles, car
seats, beds, stretchers, patient chairs, ramps, recli-
ners, strollers, travel chairs, wheelchair trays, driv-
ing controls, seat belts, vehicle conversions, patient
and wheelchair lifts, wheelchair loaders/carriers,
and wheelchair restraint systems. Ambulatory aids
include canes, cane accessories, crutches, walkers,
and walker accessories. Vehicle conversions include
car-top carriers, custom cars and vans, adaptive
driving controls, hand-controls, child restraint sys-
tems, ramps, and lifts.
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Prosthetics and Orthotics

Prosthetics and orthotics serve to replace, substitute,
or augment missing or dysfunctioning body parts with
artificial limbs or other aids. These devices include
splints, braces, foot orthoses, helmets, restraints, and
supports.

Recreation and Leisure

These products help persons with disabilities to
participate in sports, social, and cultural events and
interact with their peers without disabilities, which
allow disabled people to focus less on individual dif-
ferences. Such products include adaptive sports equip-
ment for skiing, biking, swimming, running, boating,
adaptive music with symbols, adaptive controls for
video and table games, adaptive fishing rods, cuffs for
grasping paddles or racquets, and seating systems
for boats.

Seating and Positioning

These products assist impaired individuals in main-
taining body alignment, upright posture and trunk/head
support, and reducing pressure to the skin. Such pro-
ducts include adapted and modular seating, cushions
and wedges, contour seats, lumbar support seats,
standing tables, positioning belts, braces, wheelchair
modifications and cushions, seat lifts, bolster chairs,
corner chairs, therapeutic seats, postural support hard-
ware, postural support systems, and pressure monitors.

Tufan Adiguzel and Kimberly J. Vannest
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ATHLETICS

College athletics in the United States has prospered
significantly since its inception. It has also been faced
with controversy ranging from threatening the aca-
demic integrity of higher education to extreme levels
of commercialization. Regardless, college athletics
has provided millions of students with opportunities
to not only compete in athletics but also achieve an
education and ultimately a college degree. This entry
examines college athletics in higher education. It uses
both historical and sociological sensitivities to provide
a conceptual framework for this analysis. These sensi-
tivities provide a historical context to understand the
origin and development of college athletics and
a sociological context to understand how college ath-
letics has evolved into a social spectacle that provides
millions with a source of entertainment and a cultural
event that inform their daily life.

Origin and Governance of Men'’s
and Women's College Athletics

College athletics has a very modest beginning. The
origin of college athletics dates back to the Gilded
Age during 1865-1900. It began as student-controlled
sporting opportunities for members of the university
student body, and because the sports were not sanc-
tioned by the institution, they did receive financial
support. As these activities became popular and profit-
able enterprises, alumni, faculty, and administrators
took control, which created a shift from college athlet-
ics being informal, student-controlled activities to for-
mal, university-sanctioned events; this move from
informal to formal required additional administrative
and governance structure to oversee these events.

A major part of college athletics history is the devel-
opment of its organizational and governance structures.
Therefore, a major transition to denote a shift in college
athletics took place in 1905 when President Theodore
Roosevelt summoned 13 institutions to the White
House to address the need for athletic reform, more spe-
cifically, the need for rule changes in the game of foot-
ball. Thus, the Intercollegiate Athletic Association of
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the United States (IAAUS) was formed by 62 institu-
tions to address additional concerns that emerged since
the inception of college athletics. In 1910, the IAAUS
changed its name to the National Collegiate Athletic
Association (NCAA) and continued to grow beyond its
initial origins of being an advising and rule-making
association and sought to address several issues that
were challenging the very nature of college athletics.

For example, due to the increase in popularity and
profit of college athletics, issues regarding academic
integrity, professionalization, institutional control, and
the safety of players were major concerns that created
a need for athletic governance. College athletes at
several major schools, at this time, were basically
recruited to play sports; thus, the academic integrity
and mission of the institution was being challenged.
The increased popularity also gave athletic depart-
ments unlimited freedom in operating beyond the edu-
cational philosophy of the university, which required
a need for greater institutional control where all
departments associated with the university would ulti-
mately report to the university’s president and comply
with the educational mission of the institution.
Finally, several deaths occurred during football com-
petition due to game rules and equipment.

College athletics faced growing pains due to
expansion in membership and an increase in postsea-
son championship games. It was not until after World
War II that issues concerning recruiting and financial
aid were addressed whereby standards were being
established to minimize athletic deviance. However,
the NCAA continued to face challenges that required
professional governance and a shift from part-time
leadership to full-time leadership. In 1951, Walter
Byers became executive director and began to chart
a new course for the member institutions, in which
the NCAA, on behalf of its member institutions,
would gain control over live television coverage of
football games and postseason bowl games.

Governance for women’s athletics had a different
philosophy than that of men’s. Although women’s
athletics has been around as long as men’s athletics, it
did not receive equal support, and women did not
have a wide variety of sports to compete in at the col-
legiate level. Both men’s and women’s athletics had
strong connections with university physical education
departments; however, women’s sports governance
adhered to more a process orientation rather than out-
come orientation. In other words, competing in sports
was about the process of learning desirable skills and

abilities and not solely about winning. Women’s ath-
letics was less commercial and did not initially offer
scholarships or recruit outside of the respective insti-
tutions’ student bodies.

The organization of women’s athletics on the
national level did not take place until 1941. Its first
national championship game was in the sport of golf.
As women’s athletics began to increase and colleges
across the nation began organizing women’s sports
teams, the need for additional governance increased. It
was during the late 1950s and early 1960s that a com-
mittee with representatives from three organizations (the
National Association for Physical Education for College
Women, the National Association for Girls’ and
Women’s Sports, and the American Federation of Col-
lege Women) consolidated its forces under one organi-
zation called the Division for Girls’ and Women’s
Sports, and from this consolidation the National Joint
Committee on Extramural Sports for College Women
was formed, with the primary responsibility governing
women’s intercollegiate athletic programs. From this
committee, the Commission on Intercollegiate Athletics
for Women (CIAW) was formed in 1967 with two
major purposes: (1) to provide a structure and gover-
nance of women’s collegiate athletics, and (2) to over-
see and sponsor national championships for women
collegiate sports. However, in 1971, the Association for
Intercollegiate Athletics for Women (AIAW) evolved
from the CIAW and became the governing body for
women’s athletics.

Throughout the various levels of consolidating and
organizing, women’s sports continued to grow in mem-
bership, to around 280 schools, and in championship
games played at the national level. What assisted in the
growth and support of sporting opportunities for women
and girls, especially women at the collegiate level, was
the passing of Title IX of the Education Amendments in
1972 by the Congress of the United States. Title IX was
enacted to prevent federally funded institutions from
denying support and benefits and/or discriminating on
the basis of sex. Although Title IX applied to all educa-
tional activities, it had significant impact on the increase
in girls’ high school and women’s collegiate sports. To
ensure its proper implementation in the area of sport,
a three-prong test was developed to inform institutions
of their compliance. The following questions were
posed: (1) Are athletic opportunities substantially pro-
portionate to the student enrollment? (2) Is there evi-
dence of consistent growth of athletic opportunities
for the previously marginalized gender? (3) Is there
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complete and effective accommodation of the interest
and ability of the previously marginalized gender?

Ultimately, despite the fact that the AIAW had
around 1,000 members during its governance of
women collegiate athletics, when the NCAA decided
to offer women’s championships, it threatened the
AIAW’s existence. When the NCAA began to offer
incentives packages to women’s teams participating
in championship games, the AIAW began to lose its
status and popularity. One major misfortune to the
AIAW was when the National Broadcasting Corpora-
tion canceled its contract with the AIAW, causing
many schools to participate in the NCAA’s national
tournament instead. After failed attempts to sue the
NCAA for its attempts to monopolize collegiate
sports, the AIAW ceased to operate in 1982.

With the merger of women’s and men’s collegiate
sports under the governance of the NCAA, athletic
departments witnessed an increase in scholarships and
larger recruiting and operating budgets. Furthermore,
despite the growth of both women’s and men’s colle-
giate athletics, several problems emerged from this
merger regarding equitable treatment and support for
women’s athletics. Thus, there has been a continual
need for women’s sports to seek to enforce the guide-
lines of Title IX, which is also referred to as gender
equity, to ensure equitable treatment.

The origin and governance of collegiate athletics has
been a long and winding road to its current destination at
this point in history. From its humble beginnings, colle-
giate athletics has grown into a multibillion-dollar indus-
try with multiple streams of income deriving from the
sales of broadcasting rights; sponsorship; collegiate
licensing merchandise; naming rights of stadiums, are-
nas, and championship events (including bowl games);
and more.

The Role of the Athlete
in Higher Education

A key area to address in the growth of college athlet-
ics is the role of the athlete at the collegiate level,
which has changed considerably since the first inter-
collegiate athletic competition. Initiated originally as
extracurricular or intramural activities, some of these
competitions have evolved into multimillion-dollar
spectacles. Once events intended to break the monot-
ony of the rigorous academic pursuit, these competi-
tions, especially in basketball and football, have
become main staples and major attractions at many

collegiate institutions in the United States. Thus, the
athlete has evolved from simply a leisurely participant
in these competitive engagements to an athletic celeb-
rity on campuses throughout the United States.

To further distinguish the role of the athlete in col-
lege athletics, it is important to examine the major
divisions of competition within the NCAA, as it com-
prises 1,025 members at different divisions and subdi-
visions. Another, smaller collegiate athletic governing
body is the National Association of Intercollegiate
Athletics, which has about 282 members and is con-
sidered more amateur than the NCAA in its role and
philosophy. The major level of athletic competition is
Division I-A, which comprises 119 members. Some
of the basic requirements for institutions to hold
membership at this level are that they must fund at
least seven men’s and women’s sports or six men’s
and eight women’s sports; they must also have at least
two team sports for women, and each playing season
must have a fair gender representation. Another basic
requirement is related to the scheduling of events and
the participant minimum for each sport.

These NCAA Division I institutions are the top-tier
athletic programs in the country, and the athletic oper-
ating budgets of the top 20 of these institutions range
from $32 to $75 million. They sponsor football pro-
grams with stadiums that seat 60,000 to 100,000
people and basketball arenas that range in seating from
10,000 to over 25,000 people. These programs operate
like corporations, where athletic talent is the major
commodity. These programs require a premium on ath-
letic talent; thus, they spend a significant amount of
time and money recruiting the best athletes. This form
of corporate athleticism or athletic capitalism places
the athlete within controversial and sometimes diamet-
rically opposing roles, especially in revenue-generating
sports (i.e., football and basketball). High-level athletic
demands often place academic demands as a lower pri-
ority. Being both a student and an athlete creates chal-
lenging roles that require a healthy balance that many
young men and women competing in intercollegiate
athletics learn to master effectively.

Graduation rates are often the determining factor to
whether athletes are successfully balancing the role of
student and athlete. At this level, the NCAA reported
in 2006 that athletes graduated at a rate of 77%,
whereas the regular student body graduated at a rate of
61%. The revenue-generating sports of football and
men’s basketball have had the lowest graduating rates,
at 55% and 45%, respectively. Black male athletes
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were reported as graduating at 49% in football and
38% in basketball. Women, especially White women
athletes, and White male athletes fare better than their
Black male counterparts at balancing the role of stu-
dent and athlete and continuing on to graduation.

One of the factors affecting graduation rates for
athletes in the sports of football and basketball is early
departure into professional sports. These early depar-
tures count against the institution, thus lowering its
graduation percentage rate. Despite the age limit
restriction instituted by the National Basketball Asso-
ciation and the National Football League’s restriction
on not allowing underclassmen the opportunity to
compete until a minimum of 3 years after their high
school graduation, many athletes have turned profes-
sional without the reward of graduating with a degree.
Intercollegiate basketball has been a victim of athletes
spending only one or two semesters on campus before
entering the draft. This gives them enough time to
meet the minimum age requirement but unfortunately
alters graduation rate calculations.

One of the remedies for the low graduation rates
among athletes in sports that generate millions of dol-
lars a year in revenue is the Academic Progress Report
(APR). The APR was designed to assist in reforming
college athletics by improving academic success and
graduation rates among athletes. It is calculated
whereby one point is given to a team each term a schol-
arship athlete meets the required academic eligibility
standards; an additional point is given if the athlete
remains with the institution. A cutoff score of 925 cor-
responds to graduating 59% of scholarship athletes. If
a team does not meet the cutoff on what the NCAA
refers to as a basis that is statistically significant, the
university can be penalized by losing a scholarship in
that sport.

The need for athletic reform speaks to the demand
athletes have had in balancing the roles of student and
athlete. It also speaks to the incongruence many
critics see between the earning of millions of dollars
off the blood, sweat, and tears of young vulnerable
men and women and the lack of academic integrity
demonstrated each year when institutions are exposed
for academic fraud. Athletics at other divisions have
not suffered the same criticism because of fewer
demands to generate revenue.

The next collegiate levels of athletic competition
are the Division [-AA and I-AAA levels. At the Divi-
sion I-AA level, which consists of 116 members, the
athletic programs are considerably smaller. There are

91 members at the Division I-AAA, and these institu-
tions do not have football programs. However, they
compete in a variety of other men’s and women’s sports.

The next level within the governance of the NCAA
is Division II, which comprises 281 members. These
members must fund a minimum of five sports for men
and five for women or four for men and six for women.
Similar to Division I members, Division II members
must also have a minimum of two team sports for each
gender and have fair gender representation for each
playing season. One of the major differences between
Division I and II is that financial support for students at
Division II schools is generally a combination of money
from scholarships, grants, and student loans, whereas
Division I schools are able to provide full athletic scho-
larships to more athletes. Therefore, the range of stu-
dents being recruited is limited to state and local
athletes for most Division II schools, whereas the
range for recruitment at Division I schools is greater—
including national and international recruitment of ath-
letes. The role of the Division II athlete is less labor
intensive than the role of the Division I athlete.

The final level to discuss is Division III member
institutions. There are currently 420 institutions that
are members at this level, which makes it the largest
division governed by the NCAA. These institutions
are relatively smaller in student body population than
the other two divisions: 500 to over 10,000. One of
the differences between Division III and Divisions I
and II is that Division III member institutions do not
offer any athletic-related financial aid. At this level,
the sports are considered extracurricular activities for
the student body population; thus, they do not gener-
ate revenue. Athletic participation at this level is con-
sidered purely amateurism by many critics of college
athletics. Because athletes do not receive any financial
aid or endowments, they are basically pursuing athlet-
ics for no financial benefit. Thus, academics are gen-
erally the primary focus of the student, and athletics
is secondary. The major reason is that very few ath-
letes become professional athletes from this division.
Therefore, the philosophy of these programs is more
process oriented instead of outcome or profit driven;
it is for the love of the game.

Future Directions

College athletics has evolved into a profitable industry
that has combined the pursuit of athletic excellence with
the academic mission of institutions of higher learning.
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At the NCAA Division I level, the challenge has been
in operating revenue-generating activities within a non-
profit entity. This has drawn considerable criticism from
scholars and other critics proclaiming that the academic
integrity of the institution is threatened, especially when
scandals of academic deviance and abuse incurred by
athletes and athletic administrators tarnish the images of
institutions of higher education.

Regardless of these challenges, the momentum for
college athletics continues to (a) supply the student
body with an avenue to unite and share in a common
tradition and sociocultural practice; (b) provide athletes
with the opportunity to use their athletic talents in
exchange for an athletic scholarship (especially at the
NCAA Division I and II levels) and, for many, a college
education; (c) provide athletes with the opportunity to
develop transferable and marketable skills (e.g., charac-
ter development, hard-work ethic, ability to work with
members of a team to achieve a common goal) within
the highly competitive environment of college athletics;
and (d) give national and international exposure to insti-
tutions that previously have not enjoyed this privilege.
Thus, the future of college athletics presents an ambigu-
ous forecast: continual controversy and criticism at the
Division I level, if athletic reform is not successful in
managing the discrepancies between athletic capitalism
and the educational, research, and service mission of
higher education; and for the smaller divisions, college
athletics will continue to provide the aforementioned
services and blend the pursuit of athletic excellence
with the context of higher education if these smaller
institutions adhere to the model of amateurism.

Billy Hawkins
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ATTACHMENT

Attachment, an important component of affective devel-
opment, is the affectional bond that a child has with sig-
nificant others. This entry addresses what is known
about the link between attachment and education and
covers three main areas. First, this entry discusses chil-
dren’s interest in and ability to participate in relation-
ships that promote learning, including the relationship
with the primary caregiver as well as relationships
with early care providers and teachers. Next, this entry
discusses specific language, cognitive, and social/
emotional outcomes associated with attachment. Finally,
this entry addresses biological underpinnings that begin
to explain why attachment may be linked with education-
ally relevant outcomes in young children.

Participation in Relationships
That Promote Learning

In discussing early relationships, it is important to
begin with an overview of key concepts of attachment
theory, as applicable to educational contexts. First, for
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the purpose of research, attachment relationships are
classified into distinct categories based either on a labo-
ratory separation-reunion paradigm (Strange Situation
Procedure) or observation of the child and a caregiver
in naturalistic context (the Attachment Q-Set), both
with strictly defined scoring systems. Broadly, attach-
ment is viewed as secure when the child responds with
warmth and trust to a particular caregiver. Attachment
is viewed as insecure when the child responds to a care-
giver in either cool/avoidant or overly dependent/
clingy ways. Because attachment relationships are con-
sidered to be unique to each child—caregiver dyad, chil-
dren are thought to have the possibility for secure
relationships with the different adults in their lives,
particularly during infancy but also into the school
years as children meet new teachers and have the pos-
sibility to enjoy trusting relationships with them, even
if they did not arrive at early care or education settings
with that trust in a prior caregiver. Thus, while parent—
child relationships are considered to be most salient for
a child’s development, a child can have unique attach-
ment relationships with different adults and, thus,
unique relationships with each teacher. The security of
these relationships may be different from the child’s
relationship with his or her parents.

For the most part, however, children have relation-
ships with others that are similar to the relationships
with their principal attachment figures at home, mainly
because children form “internal working models” about
relationships based on these early experiences. Accord-
ing to this important attachment concept, individuals
use a frame of reference from which to view new
experiences. Related to learning and, in particular, the
academic environment, an individual’s internal working
models will affect the way new information and experi-
ences are filtered, the responses an individual evokes
from others, and the niches they develop for future
experiences. Thus, a child enjoying a secure relation-
ship with the mother is seen as more likely to establish
secure and nonconflictual relationships with teachers.
Similarly, a child enjoying a secure relationship with
the mother is seen as more likely to establish secure
and nondependent relationships with teachers. Thus,
internal working models are thought to create templates
for the quality of future relationships with other attach-
ment figures. Although infants, school-age children, and
adolescents may evoke relationships that are similar to
what they have experienced, early care professionals
and educators can respond to insecure children in ways
that they are not accustomed to, thereby providing the

opportunity for insecure children to experience secure
relationships, perhaps for the first time.

Children’s interest in and ability to participate in
relationships is thought to be important for early
learning. According to attachment theory, processes
that lead children to acquire school competencies are
rooted in the stability and quality of interactions in
early relationships. For example, in the context of
early literacy development, researchers A. G. Bus and
M. H. van Ijzendoorn have found that secure attach-
ments to primary caregivers are linked with more
optimal interactions during joint book reading with
that caregiver, specifically greater frequency and bet-
ter quality of interaction. When securely attached
dyads are reading together during the early and pre-
school years, they are more likely to be attentive to
the reading material and to enjoy their time in this
activity. The researchers concluded that securely
attached children are more likely to be growing up in
an environment where they become interested in liter-
acy, because they are interested in interactions with
their caregivers.

As stated earlier, an attachment relationship can
form between a child and an adult other than the pri-
mary caregiver, such as an educator. Play-based child
assessment of this postulate via child drawings reveals
child attachment, both secure and insecure, with edu-
cators. These relationships can play a significant role
in shaping both children’s motivation to learn and
their classroom learning experiences.

It is important to note that educators bring to their
relationships with students not only their own formal
training but also their personal experiences and
attachment styles. Individual educator strategies for
supporting learning through secure child—educator
relationships include the following: understanding of
socioemotional development, promotion of a support-
ive socioemotional climate in the classroom, attentive-
ness to each child, and clear and open expectations
about students’ academic feedback and success. These
strategies have important implications for child learn-
ing outcomes, as school-age children and adolescents
remember information more readily when there is
a positive valence attached to the setting.

Attachment-Relevant
Qualities and Child Outcomes

Research indicates that securely attached children are
more likely than insecurely attached children to show
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advanced levels of symbolic play. Studies have pin-
pointed sensitive maternal involvement (a significant
predictor of attachment) as being linked with sophisti-
cated symbolic play in toddler-age children. More
specifically, both the level of play and length of time
that a child engages in symbolic play are enhanced by
the mother’s making suggestions and communicating
with the child during the child’s play session.

These advantages for securely attached children in
early childhood may, in part, be related to theory of
mind capacity—the ability to consider another indivi-
dual’s perspective. Such parents often use reasoning
in conversation with their children and discuss emo-
tions. These behaviors are known to foster early social
cognition in children.

Securely attached children have been found to show
a greater “secure readiness to learn.” Research indi-
cates that when primary caregivers have established
secure relationships with their young children, these
children are more likely to be more attentive at school
and to be interested in the learning environment.

Attachment also has been shown to affect expres-
sive language outcomes, more so than cognitive out-
comes. Meta-analyses have documented that securely
attached children are more competent in the language
domain than are their insecurely attached counterparts.
Such language competencies may be linked with the
relational context in which skills are developed. It
is thought that language development may best be
stimulated in the context of sensitive caregiver—child
interactions.

Of the several different insecure attachment types,
the disorganized attachment classification is notewor-
thy in terms of educational outcomes. Children who
show this pattern are more likely to have been
exposed to a difficult, unstable, and fear-evoking
home environment than other insecure children, such
as abuse and neglect. It is posited that the anxiety
raised in task performance related to the reactions of
others, for example, educators and peers, might cause
dysregulated thought processes and, in turn, affect fur-
ther learning. It is also suggested that difficulty with
self-regulation in this group affects learning. Overall,
cognitive functioning impairments in children with
disorganized attachment places them at risk for aca-
demic problems.

In addition, securely attached school-age children
and adolescents have better peer relationships than do
insecurely attached children. Compared with other
insecure or secure children, the disorganized group is

likely to show more behavior problems, including
aggression.

For children with learning differences, educator—
child attachment is a particularly important factor in
child adjustment. Secure educator—child attachment
has been shown to mediate adjustment for children
with learning differences. In this way, secure relation-
ships serve as a protective factor to support learning
via better child adjustment.

Some Biological Underpinnings

The brain develops in a predictable way, from the
most simplistic to the most complex systems. It is
generally thought that there are windows of time in
which neuronal systems develop and that environmen-
tal influences during these time periods can signifi-
cantly affect the developing brain by either hindering
or supporting future development. The early years of
a child’s life are important foundational years for neu-
rological development because environmental impacts
during this period have the potential to affect later,
more complex, brain development. Security of relation-
ships has been shown to modulate arousal and attention.
The majority of empirical work done to establish this
relationship has been done with insecurely attached
populations.

Additionally, information is stored in the brain in
a use-dependent way. Thus, the more an area of the
brain is activated, such as the stress response system, the
more developed it becomes. Because early experiences
play such a large role in shaping the stress response sys-
tem, these presentations become more ingrained when,
and if, children are exposed to chronic stress.

Implications

It is important for educators to see opportunities for
establishing secure attachments. Rather than viewing
children as having “within the child” characteristics,
it is important for educators to understand that chil-
dren have the capacity for different relationships, and
in these different relationships, they can manifest
various individual characteristics. In more mutually
rewarding relationships, children have the capacity to
learn more optimally, as they attach a positive valence
to the school environment. Positive and secure attach-
ments to educators and to peers at school are part and
parcel of secure attachments to school. Security of
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relationships not only helps children connect with
school but also supports their future learning.

Shannon Altenhofen and Zeynep Biringen
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ATTACHMENT DISORDER

Attachment 1s defined as an affectional bond that ties
a child to significant individuals in his or her life and
endures over time. All infants raised in homes with at
least one consistent parental figure grow in their emo-
tional connection over the course of the first year of
life and thus become attached. If an infant is being
raised by several individuals (e.g., mother, father,
grandmother, or child care professional), the infant
then is in a multiple caregiving situation and will
likely form an attachment with each of these impor-
tant individuals, an attachment that reflects the unique
quality of each of these relationships.

Although attachment disorder has no clear defini-
tion, it is generally defined as a failure to develop or to
show a selective attachment toward at least one indi-
vidual. It is thought to be caused by abuse or neglect,
lack of a consistent attachment figure (as in institu-
tional settings), or disruptions in existing relationships
(as in multiple foster placements). The sensitive inter-
actions that occur between a young child and the care-
giver is thought to create a secure attachment, and

when positive interactions are lacking but there is
nonetheless a consistent caregiver, an insecure attach-
ment is thought to form. In contrast to this normative
scenario, attachment disorder is the lack of the forma-
tion of a selective attachment and the impairment of
the child’s ability to form a focused attachment.

The Diagnostic and Statistical Manual of Mental
Disorders (Fourth Edition, Text Revision) (DSM-IV—-
TR) divides attachment disorder into inhibited and
disinhibited subtypes and requires that the symptoms
be present before the age of 5 years. Attachment dis-
order is referred to as reactive attachment disorder.
Disinhibition includes inappropriate approach, an
overfriendliness toward unfamiliar adults, and inap-
propriate use of physical boundaries. Inhibition refers
to both a child’s inability to initiate or to accept com-
fort and a child’s general fear of and withdrawal from
social contacts. Although these definitions may seem
clear, recent commentaries by prominent individuals
in the field indicate that there is no well-accepted
assessment protocol for making the diagnosis and that
investigators utilize different meanings.

Attachment Theory

John Bowlby began to formulate attachment theory
(integrating numerous disciplines, including, but not
limited to, cognitive science, ethology, and object
relations theories), and his work was the basis for
a major departure from existing psychoanalytic views,
which focused more on fantasy life than on actual
interactions and relationships. He focused on the role
of brief, as well as long-term (temporary as well as
permanent), separations of infants from their care-
givers and their potential impact on defensive pro-
cesses of the growing infant. A focus on childhood
mourning in the event of parental loss through death
was also given considerable attention in terms of chil-
dren’s ability to attach and love. Bowlby’s work was
not solely on clinical populations of patients but also
on normative individuals’ experiences.

In 1950, Mary Ainsworth joined Bowlby’s research
team and was fascinated by the terrain of research
ideas offered by attachment theory. It was Ainsworth
and her team who developed a laboratory-based meth-
odology for testing Bowlby’s theory—the now well-
known Strange Situation Procedure. In brief, an infant
and caregiver (an attachment figure) are introduced
into this unfamiliar context, which involves two
separations from the caregiver as well as two reunions
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with the caregiver. The separations are very brief
(from 30 seconds to 3 minutes, depending on the reac-
tion and stress shown by the infant). The reunion
response of the infant is thought to show the infant’s
view of this relationship with this particular caregiver,
with happy greetings (even after potential turmoil
during the separations) being indicative of a secure
relationship. In contrast, avoidance, clingyness, or
a mixture of such behaviors and bizarre reactions are
reflective of an insecure relationship with this care-
giver. While there is only one form of security, as sug-
gested above, there are several forms of insecurity, as
seen in the Strange Situation, with avoidance being
referred to as insecure/avoidance, clingyness being
referred to as insecure/ambivalence, and a mixture of
responses including bizarre behaviors such as freezing
or stilling being indicative of insecure/disorganization.
It should be noted that Ainsworth and her team identi-
fied the first three, whereas Mary Main and Judith
Solomon identified the disorganized pattern.

Bowlby, Ainsworth, and numerous attachment
researchers since then have been fascinated by the
concept of maternal sensitivity and the mounting evi-
dence on the relation between sensitivity and a secure
attachment. Attachment researchers have concluded
that when a parent is sensitive to an infant’s cues and
communications, the infant has a greater chance of
forming a secure and trusting attachment connection
with that person. When a parent is inconsistent or
reacts in negative and/or overly emotional ways, it is
thought that the infant may begin to form an anxious,
resistant form of attachment to that caregiver. Such
parents may even look sensitive on occasion, termed
by Zeynep Biringen as apparent sensitivity. When
a child is constantly rebuffed and rejected by a parent,
an emotionally distant relationship begins to form,
termed insecure avoidant attachment. When a child is
frightened by words or deeds, is exposed to extremes
in parenting dysfunction (such as abuse), or experi-
ences significant instability in the caregiving environ-
ment, or when the parent displays difficulties in
expressing normative affect, an insecure/disorganized
pattern of attachment is thought to develop. These
patterns of attachment are seen in normal populations
and, in many ways, are viewed as normal variants,
although the secure is associated with many more
positive child outcomes than are the insecure forms of
attachment. Bowlby asserted, and later empirical
research has corroborated, under stable life circum-
stances, these patterns tend to persist over time.

Although attachment theory set a firm foundation
for understanding social and emotional development in
infants and young children in normative settings and
normative families, with the range of functioning being
anywhere from secure to insecure, the theory and the
research have not tackled the lack of development of
a focused and selected attachment (which is the defini-
tion of attachment disorder). The reason for this lack of
emphasis is that most of the research on attachment has
involved a specific and focused attachment figure, who
brings the infant or young child to the Strange Situation
Procedure. The insecure/disorganized form of attach-
ment comes closest to an attachment disorder. How-
ever, it should be said that not all cases of disorganized
attachment involve an attachment disorder, and in
fact some cases of disorganized attachment may be a
transient situation for some children. Thus, there is
a schism between attachment theory/research based on
elegant conceptualizations and/or methodologies used
to understand normative populations and the current
need to better conceptualize, assess, and to research
the topic of the clinical phenomenon of attachment
disorder.

Behaviors Seen in Other Diagnhoses

Children with attachment disorder have been described
as displaying aggression, lack of impulse control, resis-
tance to authority, manipulativeness with others, lack
of conscience. Such behaviors may be seen in other
disorders, such as conduct disorder, or in a comorbidity
between conduct disorder and attention deficit hyperac-
tivity disorder. The current thinking is that diagnosti-
cians should first be sure to assess for other conditions
and give the label “attachment disorder” only in the
rare circumstances that it is warranted.

Treatment

There are many types of treatment designed for
attachment disorder, though there is no treatment
that is evidence based. Approximately 70 studies
have implemented attachment-based therapies (ema-
nating from the field of attachment research), with
the primary focus being the improvement of mater-
nal sensitivity and attachment security, as conceptu-
alized for normative populations. Interestingly, none
of these studies has been implemented on groups at-
risk for an attachment disorder or those who have
been diagnosed.
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Holding Therapy

One treatment that has created considerable contro-
versy is holding therapy. The theory behind holding
therapy is that a child’s anger and rage must be
released for the child to be able to function properly in
society. In addition, because such a child has not expe-
rienced an attachment and is resistant to closeness, the
emotional distance needs to be confronted. Physical
holding, binding, forcing touch and eye contact, pinch-
ing, knuckling, licking, and punishments regarding
food and water are all part of the arsenal of techniques
that are used. These efforts are used to confront the
rage and anger of the child and to (hypothetically)
attach the child to the care provider. Opponents of this
approach (which include a substantial number of
attachment and trauma researchers) describe the trau-
matizing nature of these treatments as well as the lack
of theory or research to support such extreme interac-
tions, some of which have caused child deaths, as
rebirthing is simulated in the context of restraint.

Web sites provide information on enrolling one’s
child in this type of therapy (often referred to as
attachment therapy), with additional parent training
(labeled attachment parenting) to be conducted at
home. It is important that this use of attachment par-
enting be differentiated from a different popular use,
which supports physical and social contact to create
attachments (but is not considered traumatic in any
sense of the word as described here). The work on
holding/rage therapies are considered by the field of
attachment as unsubstantiated therapies that should
not be referred to as attachment therapy.

Implications

Attachment disorder is a misunderstood diagnosis,
with clear linkages to maltreatment as part of the
diagnosis via the DSM—-IV-TR (therein referred to as
reactive attachment disorder) but with tenuous ties to
the field of attachment research. Many state that the
link with maltreatment is unfortunate because the
link leads to a misdiagnosis for many maltreated
children who do not meet the criteria for the diagnosis
or potentially any diagnosis. Similarly, those being
adopted through international adoptions also are diag-
nosed without sufficient evidence of the disorder.

Children should not be assumed to have the disor-
der just because of a particular history of maltreat-
ment or institutional rearing. The field does not have

an assessment protocol, which likely will precede the
empirical research in this area. In educational and
other settings, it is important for children not to be
labeled with an attachment disorder just because they
are adopted or just because they have experienced
maltreatment or foster placements. It is the inability
to form selective attachments that is the hallmark of
attachment disorder. If the diagnosis is accurate, how-
ever, attachment disorder is difficult to treat, and even
in the most extreme of interventions available to inter-
ventionists (which is adoption into a loving home),
the child may not develop the capacity for emotional
connection and attachment.

Zeynep Biringen, Taylor Grant, and Deneil Hill
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ATTENTION DEFICIT
HypPerACTIVITY DISORDER

Attention deficit hyperactivity disorder (ADHD) is
a diverse behavioral syndrome affecting 3% to 7% of
children in the United States, characterized by inatten-
tion, overactivity, and impulse control problems. This
disorder, as currently understood, can manifest in one
of three ways: Individuals with this disorder may be
primarily inattentive, may be primarily impulsive/
hyperactive, or may present with a combination of
both inattention and impulsive/hyperactive behaviors.
Research indicates that boys are 3 times more likely
than girls to be diagnosed with this disorder and tend
to demonstrate the more visible externalizing aspects
of the condition, which include overactivity and
behavioral dyscontrol. The disorder, which has gained
increasing recognition and research over the past 3
decades, affects the educational, social, and behav-
ioral functioning in lives of a substantial number of
school-age children, a fact that has significant impli-
cations for educational programming in schools.

Research focused on the causes of ADHD has
implicated genetic and neurochemical factors as play-
ing a large part in the etiology of this disorder. It
appears to be the case that, although environmental
factors may play some role in how ADHD symptoms
are expressed, maintained, or exacerbated, brain-based
and heredity explanations appear to be more likely
factors in the expression of ADHD. Although the dis-
order may be due to these genetic and neurobiological
factors, the way in which ADHD is perceived by
others is influenced by the context in which the indi-
vidual is viewed. Children might tend to be viewed as
less hyperactive, for example, in a physical education
class in which they are required to run and be active
as compared with a classroom in which sitting still
and focusing on a lesson are required. Therefore, the
severity of the disorder can be influenced by the lens
of the observer in some cases. For those with a severe
form of ADHD, this hyperactivity appears to manifest
more clearly across multiple settings.

Some researchers have argued that ADHD is a mis-
nomer for a set of behavioral symptoms resulting
from problems with brain-based executive function-
ing. Executive functioning serves a regulatory purpose
for behavior and is thought of as involving higher-
order cognitive skills that allow individuals to plan,

organize, direct, and control behavior. This capacity
also allows individuals to select and persist in adap-
tive behaviors. The kinds of behaviors that individuals
with ADHD have difficulty with are also the kinds of
behaviors regulated by this executive system.

In addition to this overseeing function, the executive
system assists individuals with time management,
memory, and metacognition, or the capacity to think
about one’s own thought processes and strategies. It is
well known that these executive skills develop over the
course of our lives and assist in tasks of daily living as
well as impacting upon the educational experience of
the individual. In fact, research has found that indivi-
duals with ADHD may be susceptible to a kind of time
blindness thought to be related to deficits in their exec-
utive functioning. Self-regulation and self-control, as
assisted by skills involving response inhibition, self-
regulation of affect, task initiation, and adaptability, are
also often problematic for those with ADHD.

ADHD has been recognized as a distinct disorder
for many years and has been known by a number of
names, including minimal brain dysfunction, hyperac-
tive child syndrome, hyperkinetic reaction of child-
hood, and attention deficit disorder. The current label
of attention deficit hyperactivity disorder refers to one
of three variants, with subclassification as primarily
inattentive, primarily impulsive, or combined type.
The diagnostic criteria for ADHD are outlined in the
DSM-1V, the primary diagnostic handbook and taxon-
omy of mental disorders. The diagnosis requires six or
more symptoms of specifically outlined symptoms of
inattention, six or more symptoms of hyperactivity
or impulsivity, or twelve or more symptoms for the
combined type. In addition to the manifestation of
these symptoms across multiple settings, the diagnosis
also requires that the symptoms have been present for
at least 6 months with an age of onset before the age
of 7. The intensity of the disorder can be described as
mild, moderate, or severe. Typically, ADHD is first
diagnosed when the demands of the environment make
the symptoms most noticeable, which is usually when
a child reaches school age. The disorder can manifest
itself at younger ages, as well as with more severe
forms of the disorder likely identified at earlier ages.

ADHD can be diagnosed by a number of different
types of professionals, including psychologists, devel-
opmental pediatricians, psychiatrists, and clinical
social workers. Each professional will bring different
types of understanding to the diagnosis and treatment
of the disorder; assessment tools that will assist in the
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formulation of a diagnosis also vary according to the
clinician’s expertise. For example, a pediatrician may
feel comfortable with making recommendations for
medical and for psychopharmaceutical interventions
but may request a more in-depth evaluation of cogni-
tive ability or social emotional functioning that would
include a comparison of the referred child’s behavior
to other children with and without the disorder. In this
case, for example, a referral to a school or clinical
psychologist might be made for evaluation that would
involve normative comparisons.

Although the symptoms of ADHD may seem very
familiar to many individuals in a fast-paced, complex
culture, and most people feel inattentive, fidgety, or
impulsive at different times, it is not the case that we
all have ADHD. The diagnosis of the disorder is made
as a function of the degree or severity of the symptoms
and the extent to which the symptoms have an impact
on the person’s daily functioning. So, while the nature
of the disorder is such that we may all have some of the
characteristics of ADHD, the actual diagnosis is made
based on a variety of variables as well as historical and
developmental factors that have a significant impact on
the individual’s functioning and may range from very
mild to very severe. The kinds of information required
for such a diagnosis of ADHD are likely to involve
interview, a review of the individual’s medical and psy-
chiatric history, observations, and rating scales. The
diagnostic process should involve the collection of rele-
vant data across multiple settings, multiple sources,
and/or multiple informants. Broadband and narrowband
behavioral rating scales may be used toward this end.
Broadband rating scales assess a broad range of beha-
viors that might be associated with many types of disor-
ders. Narrowband rating scales target, more specifically,
the types of behaviors associated with ADHD. Other
formal psychological tests may also be useful in pin-
pointing an individual’s strengths and weaknesses.

Because the age of onset of ADHD is before or
within the typical school age, many students with
ADHD experience academic difficulties. Inattention
can interfere with the acquisition of new knowledge
in school and with the retention of already learned
concepts. Disruptive behaviors can also interfere with
learning and create secondary social or interpersonal
problems for students. The research indicates that
children diagnosed with ADHD are at greater-than-
average risk for experiencing a range of academic dif-
ficulties, relationship problems, and conduct problems
because of their difficulties with sustained attention

and behavioral disinhibition. Boys are more likely to
be diagnosed with this disorder because of the disrup-
tive behaviors they demonstrated within the classroom
setting. Inattention, the primary symptom of ADHD
in girls, is oftentimes less likely to catch the eye of
teachers and caregivers than the disruptive or impulse
control problems associated with the clinical presenta-
tion of boys.

In addition to academic challenges, the problems
that individuals with ADHD experience can change
over time due to development. As children grow,
increasing behavioral competencies or skills emerge
that may affect the presentation of symptoms. In a pos-
itive view, for example, increasing capacity to reflect
on their own thinking (metacognition), which occurs
over the years of child development, may assist the
impulsive child in developing effective learning strat-
egies. As teenagers get older, they may expect to
engage in increasingly complex psychomotor tasks
such as driving—an important rite of passage for
many teens. However, adolescent and young adults
with ADHD appear to have more automobile acci-
dents and problems with speeding, resulting in more
traffic violations and suspended licenses than typical
peers, creating additional potential problems associ-
ated with these changes in development.

Once a diagnosis of ADHD is made, intervention is
often needed to manage the behavioral and cognitive
symptoms of the disorder. The most common treat-
ments for ADHD include the use of psychostimulant
medications, behavioral programming, psychosocial
interventions, and parent training. Psychostimulant
medications have been used for many years to treat
children with behavioral disorders. In fact, the first use
of stimulants in the United States was at the Emma
Pendleton Bradley Home for Children in Rhode Island
in 1937. The stimulants traditionally used to treat
ADHD have included medications such as Ritalin and
Dexedrine and are the best researched of any medica-
tion for childhood behavioral disorders. A more recent
development in the psychopharmaceutical treatment of
ADHD is the development of a norepinephrine reup-
take inhibitor atomoxetine (Strattera), which appears to
hold promise in the treatment of ADHD and holds lit-
tle risk for abuse and other negative side effects.

Behavioral programming is a form of treatment of
the symptoms of ADHD that is based on the principles
of applied behavioral analysis and operant conditioning.
In this form of treatment, a student’s behaviors are
viewed in the context of antecedents and consequences
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that increase or decrease the likelihood that a particular
behavior will be repeated. These antecedent, or conse-
quence, conditions are then experimentally altered to
determine what conditions are perpetuating the beha-
viors. A behavioral management plan is then created for
implementation with the student either at home or at
school. The plan might include altering the environment
in specific ways, such as posting rules so that the student
is reminded about behavioral expectations, or moving
the student to a place in the classroom that is likely to
allow for visual contact with the teacher, for example.

Research indicates that when behavioral approaches
are intensive and administered with consistency and in
the way in which they were designed, significant
improvements can be made in some of the symptoms
of ADHD. There also appear some promising results
with the use of self-monitoring techniques for the man-
agement of symptoms of ADHD. Self-monitoring tech-
niques involve the application of operant behavioral
principles with the monitoring of progress to be done
by the client or student.

A number of studies have been conducted to evalu-
ate the effectiveness of medical versus behavioral treat-
ments of ADHD. A recent, large, and well-regarded
study indicates that when comparing medication man-
agement and behavioral interventions, either medication
management alone or a combined medication/behavioral
approach appears to be most effective. In fact, in terms of
academic performance, anxiety, oppositionality, parent—
child relationships, and social skills, these combination
approaches appear to be most effective.

Other research has examined the effects of psycho-
social interventions and parent training on the symp-
toms of children with ADHD. Improving knowledge
about the disorder and clarifying myths about treatment
and prognosis are major goals in psychosocial interven-
tions. Because students with ADHD might have associ-
ated problems with relationships as a result of their
impulsivity, teaching social skills and conflict resolution
strategies may be an important element in psychosocial
training. Training parents in the treatment of ADHD,
using communication and problem-solving skills, as
well as behavioral management principles, also appears
to be a significantly effective intervention as well.

There are a number of myths about ADHD that are
worth noting. Some people believe that people with
ADHD are not able to “pay attention,” as its name
suggests. This, however, is one of the reasons for the
inadequacy of the diagnostic label. Individuals with
ADHD may have difficulties with sustained attention

but are not attention-less as the name implies. ADHD
is also not a disorder related to what we traditionally
think of as intelligence. Many very bright, capable,
and productive individuals struggle with this disor-
der. In terms of treatment myths, some people are
concerned about using ‘“‘drugs” to treat this behav-
ioral syndrome with the very genuine concern that
medication will set precedence for future or illegal
drug-taking behavior. In fact, research indicates that
individuals who are properly treated for ADHD with
safe and effective medications are less likely to abuse
drugs and alcohol. Although intuitively appealing,
diet and nutritional interventions have failed to show
a long-term or significant impact on the treatment
of ADHD.

In the past, ADHD was assumed to ameliorate into
adolescence. We now know that the symptoms of
the disorder often persist well into adulthood. Epi-
demiological studies report rates of persistence of the
disorder from 33% to 66%. Adults with ADHD can
continue to experience functional impairments due to
their symptoms and may continue to require treatment
over the course of their adult lives. Although some of
the executive skills involved in planning and organiza-
tion that are deficient in individuals with ADHD will
emerge and develop over time, it seems to be the case
that these individuals continue to struggle with ADHD-
like behaviors that can affect their daily lives and
careers. For this reason, identification of the disorder
and early intervention or treatment are important in
minimizing the long-term impact of the symptoms of
this disorder over the life span.

Mary Ellen Tillotson

See also Applied Behavior Analysis; Behavior Disorders;
Diagnostic and Statistical Manual of Mental Disorders
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AUTISM SPECTRUM DISORDERS

Autism, autism spectrum disorders (ASDs), and
related pervasive developmental disabilities are neuro-
logical disorders that involve primarily problems of
communication, socialization, and behavior. These
terms are commonly used to describe the same dis-
abilities; hence, the term ASD will be used hereafter.
Individuals diagnosed with ASD express the disability
in a variety of ways, and a wide range of abilities,
strengths, and limitations are common. This once very
rare condition of childhood is now commonly diag-
nosed. ASD has been one of the most researched con-
ditions over the past few decades, and much progress
has been made in understanding and supporting per-
sons with the disability. The exact causes are not fully
understood, although poor parenting has been thor-
oughly disproven as a cause.

Even when compared with other disabilities, ASD is
an enigma. Children and youth identified as having
ASD present highly individualized characteristics that
set them apart from their typically developing peers and
their peers with other types of disabilities. Some individ-
uals with ASD have near- or above-average cognitive
and language abilities with evidence of their disability
manifested in the form of subtle social peculiarities.
Others have significant cognitive impairments, limited
or no expressive language, and severe behavioral and
social abnormalities. Individuals with ASD sometimes
demonstrate isolated abilities and highly developed
splinter skills that contribute to the syndrome’s mystery.
Fierce debates over the causes of ASD, intervention
choices, and educational programming have also been
prominent in the recent history of the disability.

Nature and History of
Autism Spectrum Disorders

One can logically speculate that ASDs have existed
for centuries. Old tales and legends of children and
adults with characteristics similar to today’s ASDs are
scattered throughout history. Stories of the “Holy

Fools” of Russia, odd monks, mysterious-acting chil-
dren, and other individuals who possibly had autism or
a related condition can be found in several textbooks.
The amount of historical information on ASD is lim-
ited for a number of reasons: Families may have kept
individuals with ASD from contact with the public;
those with mild disabilities may have been perceived
to be peculiar, albeit not disabled; some individuals
who exhibited bizarre behavior might have been con-
sidered possessed or under the influence of magic or
spells; some persons with disabilities might have been
left to perish in the wild or killed; and medical condi-
tions associated with ASD (e.g., seizures) would have
likely resulted in the early death for some.

The words autism and autistic come from the root
Greek word autos meaning “self.” In this connection
the word autism was probably first used in the early
1900s by Swiss psychologist Eugene Blueler to
describe children who had schizophrenic symptomol-
ogy and had difficulties relating to others. Major rec-
ognition for identifying modern-day notions of ASD
is credited to Leo Kanner. In his 1943 seminal work,
Kanner described a unique group of children whose
behavioral anomalies made them qualitatively differ-
ent from other children with identified disabilities; he
used the term autistic to describe them. According to
Kanner, these children manifested similar abnormali-
ties from infancy or early childhood, including (a) an
inability to relate normally to other people and situa-
tions; (b) delayed speech and language development,
failure to use developed language for communication
purposes, and/or other speech and language irregulari-
ties such as echolalia, pronoun reversal and misusage,
and extreme literalness; (c) normal physical growth and
development; (d) an obsessive insistence on environ-
mental sameness; (e) an extreme fascination and preoc-
cupation with objects; and (f) stereotypic, repetitive,
and other self-stimulatory responses. The characteristics
of autism as first described by Kanner over half a cen-
tury ago have been revised, refined, and broadened in
recent years, yet current definitions and conceptualiza-
tions of ASD continue to reflect many of his original
observations.

Working in the same era as Kanner, Viennese
medical student Hans Asperger, in 1944, worked
with a group of boys whom he described as having an
“autistic psychopathology/personality.” The children
Asperger worked with not only had similarities
to Kanner’s children but also manifested major dif-
ferences, such as not having clinically significant
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cognitive delay. Because of the language barrier and
World War II, Asperger’s work was not translated into
English until 1981.

Although Kanner referred to genetics and biology
early on in his work, he and others soon speculated
that the cause of autism was poor parenting and
breakdowns in the emotional bonds between parent
and child. Bruno Bettelheim, working at the Univer-
sity of Chicago, spoke and wrote about the “refrigera-
tor mother” and emotional difficulties of the parents
that led to children having autism.

Perspectives on autism would change in the early
1960s. Bernard Rimland, a researcher and parent of
a child with autism, challenged the notion that autism
was caused by poor parenting and instead advanced
that the disability’s etiology was biological and genetic.
By the mid-1970s, the acceptance of a psychogenic
cause for autism was being discounted, and the neuro-
logical nature of the disability was widely accepted.

Andreas Rett made a discovery in 1966 that would
eventually add a condition to the autism classification.
Rett observed several girls in his practice who had
characteristics similar to autism, albeit with significant
differences. This new disability would ultimately be
named after him—Rett’s disorder.

In 1980 autism was added to the American Psychiat-
ric Association’s Diagnostic and Statistical Manual of
Mental Disorders (Third Edition) (DSM-III), replacing
the category of early infantile autism. By 1987 another
diagnostic label, pervasive developmental disorder—not
otherwise specified (PDD-NOS) was added to the
DSM-III. PDD-NOS was added to the continuum as
a means of diagnosing individuals who had some char-
acteristics or more mild traits of autism but not enough
symptomology for a full diagnosis of autism. In the
mid-1990s childhood disintegrative disorder, Rett’s dis-
order, and Asperger’s disorder were added to the DSM
(1994). Autism was now officially described as a spec-
trum of similar neurological disorders.

ASD has been one of the most researched condi-
tions over the past three decades, and much progress
has been made in understanding and educating stu-
dents with the disorder. Although poor parenting
has been thoroughly disproven as a cause of autism,
the exact causes are not fully understood. There are
many theories to explain autism, including biologi-
cal, psychological, cognitive, and affective. Some
models are purely genetic and biological in nature,
whereas others include environmental causation or
a combination of factors.

Definitions and Conceptualizations of
Autism and Autism Spectrum Disorders

Commonly used definitions of ASD include those of
the American Psychiatric Association (i.e., DSM) and
the definition advanced by the Autism Society of
America. These and other definitions of autism are
discussed.

American Psychiatric Association

The most widely used definition of autism in the
United States is that advanced in the most recent ver-
sion of the DSM (DSM—-IV-TR), published in 2000 by
the American Psychiatric Association. The DSM is an
extensively used clinical practice guide; it classifies
autism as a pervasive developmental disorder (PDD).
In this context, children and youth identified as having
a PDD manifest severe and pervasive disabilities in
several areas of development, including social inter-
action reciprocal skills, communication, or narrowly
defined and unusual and stereotyped behavior and
interests. Such behavioral patterns are demonstrated in
the first few years of life and are clearly abnormal rela-
tive to a given child’s mental age or developmental
level.

Subcategories of PDD include autistic disorder,
childhood disintegrative disorder, Rett’s disorder,
Asperger’s disorder, and pervasive developmental dis-
order—not otherwise specified (PDD-NOS).

Autistic Disorder—(Autism)

Autistic disorder, per DSM—IV-TR guidelines, is
reserved for individuals who display social interaction
impairments, communication impairments, and repeti-
tive, stereotypic, and restricted interests and activities
prior to 36 months of age. In the majority of cases,
children diagnosed as having autism have some
degree of cognitive impairment.

Childhood Disintegrative Disorder

In accordance with DSM-IV-TR diagnostic stan-
dards, children identified as having childhood disinte-
grative disorder (CDD) typically have behavior
patterns similar to those of children with autism. That
is, they display the same qualitative social interaction,
communication, and behavior/interests impairments as
children with autism. However, they differ from chil-
dren with autism in age of onset of the disability.
Children diagnosed with autistic disorder must display
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symptoms of PDD before they reach 3 years of age. In
contrast, children with CDD experience a period of
normal growth and development prior to manifesting
social interaction, communication, and behavioral
impairments. Thus, following at least 2 years of appar-
ently normal development (but before 10 years of age),
children diagnosed as having CDD display a significant
loss of skills they previously had acquired. Skill loss
falls in at least two of the following fields: language
(either expressive or receptive), social skills and social
interaction ability, adaptive behavior, bowel or bladder
control, play skills and interests, or motor skills. Prog-
nosis for children identified as having CDD is guarded,
and typically the social, language, and behavioral chal-
lenges associated with childhood disintegrative disorder
remain throughout the life span.

Rett's Disorder

Rett’s disorder, also called Rett’s syndrome, was
added to the PDD category of the DSM-IV in 1994. In
1999, the gene (MeCP2) that causes 80% of the cases
of Rett’s disorder was identified. Although Rett’s disor-
der almost exclusively occurs in females, there have
been recorded cases of males with this disability. With
onset typically occurring by age 1 to 2 years, those
diagnosed with Rett’s disorder usually develop in an
apparently typical fashion during the first five months
of life. Onset of the disability is characterized by head
growth deceleration; loss of previously acquired motor
skills, including purposeful hand movements; stereo-
typic hand wringing or hand washing; various motor
impairments; and social and communication impair-
ments. Loss of these skills is typically progressive and
permanent, and prognosis is poor.

Asperger’s Disorder

In accordance with DSM—-IV-TR diagnostic crite-
ria, the essential feature of Asperger’s disorder is
impaired social interaction. As described earlier, Hans
Asperger identified a group of higher-functioning
children with autistic-like symptoms in 1944, but this
work was largely ignored in the United States until
the 1980s. Subsequent to a translation of Asperger’s
work into English, the syndrome began receiving sig-
nificantly more attention. This renewed interest has
been stimulated, at least in part, by the expansion
of the conceptualization of ASD to include indivi-
duals with autism-type symptoms who are able to
function at a relatively high level. Researchers and

practitioners have observed that children with Asper-
ger’s disorder are usually able to speak fluently by the
time they enter school, albeit their initial language
development is sometimes reported to be slow. In
spite of their speaking fluency, individuals with
Asperger’s disorder are noted for having an odd com-
munication style. Many individuals with Asperger’s
disorder are also reported to be very interested in
other people. However, in spite of this interest, they
tend to be socially awkward and socially unskilled
throughout their lives. Although the exact prevalence
of Asperger’s disorder is unknown, it appears to be
a relatively common form of ASD.

As with other subtypes of ASD, significant ele-
ments of the DSM diagnostic criteria for Asperger’s
disorder fall in the areas of social interaction impair-
ment (e.g., eye contact difficulties, difficulty in recog-
nizing and reading facial expressions and body
language, inability to develop and maintain peer rela-
tionships, difficulty in relating and interacting with
others) and stereotypical and restricted patterns of
interest and behavior (e.g., limited, stereotypical, and
abnormal interest patterns and aberrant and stereotypi-
cal movements, such as flapping). DSM diagnostic
criteria for Asperger’s disorder also include an
absence of language, self-help and cognitive delays,
a lack of environmental curiosity, and significant
occupational and/or social impairment.

Pervasive Developmental Disorder—
Not Otherwise Specified

The fifth subtype of pervasive developmental disor-
der identified in the DSM—IV-TR is pervasive develop-
mental disorder—not otherwise specified (PDD-NOS).
This somewhat vaguely defined terminology refers to
children who evidence significant and pervasive pro-
blems in developing reciprocal social interaction skills,
verbal or nonverbal communication skill deficits and
problems, and/or stereotyped behaviors and interests.
The diagnosis of PDD-NOS is used when the criteria
for other forms of ASD or other disabilities are not met.

Autism Society of America
Definition of Autism

The Autism Society of America (2006) has a widely
used definition of autism that is closely aligned with
both the criteria used in the DSM and Kanner’s original
work. It also reflects the modern view of autism as
a spectrum of neurological disorders. The Autism
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Society of America conceptualization includes ele-
ments that identify autism as a neurological disorder
that affects an individual’s capacity to interact and
communicate with others. It also identifies autism as
a spectrum of disorders that often occur along with
other disabilities and that affect individuals differently
and to varying degrees of severity.

Other definitions of autism and other related perva-
sive developmental disabilities include those given by
the World Health Organization, the U.S. Department
of Education, and advocacy groups such as the
Autism National Committee. All of these emphasize
the importance of social and language deficits and
behavioral anomalies, as well as the acquiring of these
characteristics before age 3.

Additional Information and Issues
Related to Autism Spectrum Disorders

Prevalence

Estimating the number of children and youth with
ASD is difficult. This challenge is due, in part, to dif-
ficulties inherent in diagnosing individuals with ASD.
There is currently no single reliable and valid test to
confirm ASD; rather, diagnosis is made through use
of behavioral observations along with tests, inter-
views, and related methods. Because these methods
often rely on subjective interpretations of information
and data and clinical judgment, there are differences
of opinion among diagnostic professionals in their
judgments of individuals who may be considered for
a diagnosis of ASD.

Prevalence rates of ASD have changed considerably
over the past 30 years. In 1966 it was estimated that
autism occurred approximately 4 to 5 times per 10,000
births, and this figure was used through the 1980s. Cur-
rent conservative estimates are now at about 30 per
10,000; more liberal projections are at about 60 per
10,000. The Centers for Disease Control and Preven-
tion in 2006 noted ASD prevalence at 1 in 166.

Evaluations of school population data of students
receiving services under the ASD label also reveal an
increasing trend. From the 1991-1992 school year to
the 1999-2000 school year, the U.S. Department of
Education estimated that there was a 1,108% increase
in those receiving services under the autism label in
the United States. The exact prevalence of ASD is
unknown, yet the fact is that there are significant num-
bers of children being diagnosed today, and therefore,

appropriate early intervention and continuing services,
support, and care are of obvious critical need.

Gender Issues in Prevalence

ASD has consistently been found to be more com-
mon among males than females. Most long-standing
gender comparisons have suggested that males with
autism outnumber females at a ratio of 3:1 to 5:1.
Asperger’s disorder is also significantly more com-
mon among males. Some researchers have even pos-
ited that autism may be an extreme variant of the
“systemizing” male brain, and thus this would be
explanatory of the unequal gender ratio.

Explaining the Prevalence Increases

For both identified and unknown reasons, preva-
lence rates for autism are now much higher than in
previous decades. Numerous explanations have been
offered for this increase. First, the conceptualization
of autism as a spectrum of disorders as opposed to
just one condition has expanded the numbers of indi-
viduals diagnosed with ASD. Since the 1980s there
have been four additions to the DSM’s PDD umbrella
category. Most importantly was the addition of those
with ASD who are higher functioning and who are
rather different from traditional clinical and historical
descriptions of persons with autism. Second, over the
past 20 years there has been an enormous increase
in research and popular press on ASD. As more is
known about the condition, increasingly more parents
and professionals notice the differences in develop-
ment and behavior of children and bring these obser-
vations to those who can then diagnose ASD-related
disorders. Furthermore, the Individuals with Disabil-
ities Education Act in 1991 created a new diagnostic
category for students to receive services under the
label of autism. Children who had been receiving
services under other categorical labels are now receiv-
ing special education and related services under the
autism label. Finally, there has been much speculation
about several other possible reasons for the increase
in autism rates. This includes environmental exposures
and toxins such as mercury. Some researchers, practi-
tioners, parents, and advocacy groups have claimed that
exposure to various toxins, such as mercury (in the pre-
servative thimerosal), lead, aluminum, and other
metals, could inhibit neural pathways and thus possibly
increase the risks of developing disorders such as
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autism. In February 2005, a resolution was introduced
in the U.S. House of Representatives that promoted
mercury-free childhood vaccinations. However, as of
early 2005, many medical professionals and the Cen-
ters for Disease Control and Prevention were advising
parents to continue vaccinations of children, and little
sound, empirical scientific evidence had been pre-
sented to challenge these recommendations. The rea-
sons for the significant increase in ASD are not
completely clear at this time. However, it appears that
the increase can be attributed, at least in part, to an
increased awareness of autism among parents and
professionals and the broadening of the DSM concep-
tualization of PDD.

Predisposing Factors

Autism and ASD have been shown to be associ-
ated with a number of conditions, such as maternal
rubella (particularly when deafness or blindness is
present), phenylketonuria, encephalitis, meningitis,
fragile X syndrome, and tuberous sclerosis. Seizures
are also common among some groups of individuals
with autism. Depending on the strictness of definitions
and the system used to classify, associated medical
conditions have been estimated to co-occur with
autism at a rate of 10% to 37%. As noted earlier, pre-
vious assertions that certain familial and parental
interpersonal factors influence the development of
ASD have been disproved.

Genetics

Although parenting styles or abilities do not cause
ASD, research does support a genetic component.
Studies of families with those with ASD have shown
the following: (a) Much higher rates of autism occur
in identical twins compared with fraternal twins; (b) a
family member of a person with an ASD has a higher
chance of developing an ASD than does the typical
population; and (c) some autism disorders can be
directly linked to a genetically linked condition, such
as fragile X syndrome or tuberous sclerosis.

Medical Factors Associated
With Autism Spectrum Disorders

Children identified as having ASD vary widely in
terms of their health and medical characteristics. In
1943 Leo Kanner described children with autism as

exceptionally attractive and healthy, and indeed,
a number of individuals with autism fit this descrip-
tion. However, there are also children with ASD
who have various medical conditions. One such
common condition is seizure disorder, which often
develops during adolescence. This problem appears
to be most prevalent among person with measured
intelligence (IQ) below 50 and among children and
youth with a diagnosis of autism, CDD, or Rett’s
disorder. Children with greater cognitive ability and
those with a diagnosis of PDD-NOS or Asperger’s
disorder have a much less chance of having a seizure
disorder. The use of medication is widely used to
ameliorate seizures as well as behavioral symptoms
associated with autism, including self-injury, self-
stimulatory behaviors, aggression, and attention
problems.

Prognosis

In 1980, the American Psychiatric Association esti-
mated that approximately 1 child in 6 identified as
having autism could be expected to achieve marginal
social adjustment, be engaged in competitive employ-
ment, and could live independently as an adult. The
same group estimated that another 1 in 6 could be
expected to make only minimal adjustment, and two
thirds could be expected to remain severely impaired
and unable to live independently. More recent assess-
ments of prognosis suggest that early intervention in
combination with a coordinated educational program
bodes well for the long-term outlook for individuals
with ASD.

The long-term prognosis for individuals with ASD
is difficult to determine because of the diverse symp-
toms related to the disorder and the variance in each
individual’s abilities as well as their external support
systems. As noted previously, even though the ASD
condition is considered to be a lifelong disability,
some children and youth with ASD become indepen-
dent adults who show only minimal signs of the major
characteristics of their disability. However, even
among higher-functioning persons, the social awk-
wardness or difficulties usually associated with ASD
will likely persist. Generally, intelligence (IQ) and
language skills are most directly associated with long-
term prognosis. It is important to note that these out-
come predictors are more reliable when used to assess
the outcome of persons with ASD as a group rather
than as individuals.
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Interventions and
Treatments for Children and
Youth With Autism Spectrum Disorders

Fierce debates over intervention and treatment choices
and educational programming features have been con-
sistent elements in the recent history of ASD. Many
parents and professionals perceive ASD to be such
a unique disability that they recommend that teachers
use specialized and exclusively ASD-oriented interven-
tion, methods, curricula, and programs. Books, maga-
zines, newspapers, and television programs routinely
have reports that promote the ever-increasing education
and intervention choices for students with ASD.

Professionals and parents have had a particularly
difficult time identifying and using the most effective
methods from seemingly endless intervention and treat-
ment choices. There is strident debate over which
methods bode best for individuals with ASD, and there
is often a paucity of scientific evidence to guide
choices in this important area. The ASD field is well
known for using, and considering use of, interventions
and treatments that lack scientific support. A number
of professionals and parents have pointed out that the
allure of interventions and treatments that lack scien-
tific support is understandable. That is, these methods
frequently promise hope for positively responding to
a lifelong disability that lacks not only a clear etiology
but also a clearly effective treatment plan. Accordingly,
it is understandable that professionals and parents who
are given opportunities to use methods and treatments
that promise dramatic improvements, even if the
approach being considered lacks scientific validation,
may be willing to “take a chance” and consider using
techniques and strategies that lack scientific validation.
Unfortunately, these methods have all too frequently
been found to be ineffective.

In spite of lack of agreement on specific effective
practices, there is nevertheless widespread general rec-
ognition of the need for consistent and appropriate use
of scientifically supported methods. There is also a grow-
ing body of evidence on which intervention and treat-
ment methods have the best records. These strategies
and tactics are not universally used, and they can be
expected to confer significant benefit only when prop-
erly tailored to fit individual student needs and when
applied consistently and systematically with fidelity by
well-trained and knowledgeable personnel. Currently
there is strong agreement among professionals and par-
ents that identifying and using effective practices with

children and youth diagnosed with ASD are paramount.
Thus, the current issue is not one that revolves around
the relative importance of effective practice use but
rather on identifying those methods and techniques that
have effective qualities and properties.

The task of choosing and using the most effective
treatment and intervention methods with children and
youth with ASD is frequently complex and challeng-
ing. There does not appear to be a single best-suited
and universally effective method or program for all
learners with ASD. However, it is clear that there are
effective methods that can be used to form the foun-
dation of programs for students with ASD and that
there are methods and strategies that are generally
associated with desired outcomes. The best programs
for students with ASD appear to be those that inte-
grate a variety of objectively verified practices and
that are designed to address and support the needs of
individual children and youth with ASD.

Richard L. Simpson and Paul G. LaCava
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AVERSIVE STIMULI

Aversive stimuli can be defined as any cues or events
that produce negative emotional feelings or a negative
outcome. Any stimulus can potentially be considered
aversive, because it is the production of the undesirable
feeling associated with the stimulus that determines
whether it is aversive or not. In general terms, the
aversive stimulus most often attenuates or eliminates
behavior that is paired with that aversive stimulus. As
such, aversive stimuli are importantly related to various
principles of learning and have major implications for
a number of basic and applied research and therapeutic
settings.

Aversive stimuli are a key element to escape learn-
ing (i.e., the type of learning that is based on negative
reinforcement). For instance, animals can learn to
escape electric footshock by pressing a bar or moving
to a different part of their environment. Aversive
experiences are also very important for human learning.
The human nervous system has evolved so that even
newborns are prepared to find certain types of sensory
experiences aversive, so that those aversive stimuli will
be avoided thereafter. A wealth of research data indi-
cate that any number of additional stimuli that precede
the aversive stimulus can, themselves, become condi-
tioned aversive stimuli. The presentation of the
conditioned aversive stimulus can cause a number of
behavioral responses that reflect avoidance of, or escape
from, the conditioned stimulus. A response that pre-
vents the occurrence of an aversive stimulus, because
of the presence of a conditioned aversive stimulus, is
called avoidance conditioning. Avoidance learning gen-
erally occurs after escape learning has occurred, such
that the response is eventually made before the aversive
stimulus is encountered, so that the aversive stimulus
will be entirely avoided. The relationship between
escape and avoidance learning is highlighted in the
two-stage theory of learning: The first stage involves
classical conditioning of fear, and the second stage
involves operant conditioning and the reduction of fear
by avoidance responding. The negative emotional reac-
tion to aversive stimuli is caused by the activation of

parts of the limbic system of the brain, including the
amygdala, hypothalamus, and anterior cingulate cortex.

In many instances, an aversive stimulus is the same
as a punishing stimulus. Indeed, the use of an aversive
stimulus is, in many instances, synonymous with pun-
ishment. Unlike positive and negative reinforcement,
which act to increase the likelihood of a response,
punishment acts to reduce the likelihood of a response,
or behavior, occurring again. In other words, punish-
ment produces the opposite outcome to reinforcement.
In both experiments and applied settings, punishment
may well suppress unwanted behavior—but usually
only temporarily and only in situations or circum-
stances in which the punishment seems unavoidable.
Punishment can also lead to additional behavioral
issues, such as increased aggressiveness or other
exaggerated emotional behavior.

Aversive stimuli potentiate certain types of learning
in virtually all animals, as demonstrated by the unique
ability of noxious (aversive) sensations to cause long-
lasting and often permanent avoidance of the related
stimuli. The Garcia Effect is the avoidance of a novel
food item that has been associated with illness after
only a single exposure. This type of one-trial learning
enables the organism to learn the consequences of con-
suming that food and thus avoid poisonous food sources
in the future. In recent years researchers have probed
the central nervous system mechanisms that produce
the aversiveness of noxious stimuli. Use of the escape/
avoidance methodology uniquely facilitates an assess-
ment of the aversive nature of noxious sensory events.
Damage to limbic system structures, such as the ante-
rior cingulate cortex, has thus been shown behaviorally
to decrease the noxiousness of aversive stimuli.

Aversive stimuli are used clinically in a type of
behavioral therapy called aversion therapy. This
approach is based on classical (or Pavlovian) condi-
tioning, so that the undesirable behaviors are paired
with stimuli that produce undesirable feelings or out-
comes. The goal is to attenuate or eliminate undesir-
able behavior. For instance, in the treatment of
alcoholism, the undesirable behavior of alcohol con-
sumption can be paired with a drug called Antabuse,
also known by the generic name disulfiram. Disulfiram
in the presence of alcohol produces a number of aver-
sive physical sensations, including flushing, sweating,
soreness in the head and neck, nausea, and vomiting.
Theoretically, the repeated pairing of alcohol consump-
tion with these aversive sensations will decrease alco-
hol consumption. However, the use of this and other
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types of pharmacological aversive stimuli that cause
uncomfortable consequences are typically associated
with poor compliance. It should be noted that behav-
ioral modification techniques utilizing aversive stimuli
are often misunderstood. For instance, many times
the same aversive stimulus is associated with either
negative reinforcement or punishment. In negative
reinforcement, the aversive stimulus precedes the unde-
sirable behavior, whereas in punishment, the aversive
stimulus follows the undesirable behavior. In combina-
tion with adequate cognitive-behavioral therapy, the
use of aversive stimuli to treat substance abuse and
other disorders may have utility, but there remains
controversy as to the ultimate effectiveness of such an
approach.

Perry N. Fuchs and John E. McKenna
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Always behave like a duck—keep calm and unruffled on the surface but paddle like the devil underneath.

BEHAVIOR DISORDERS

Behavior disorder is a general term used to describe
a consistent pattern of abnormal conduct impairing
a child’s ability to function effectively in one or more
facets of his or her life. Abnormal conduct may in-
clude typical behaviors observed at a developmentally
atypical rate or behaviors that are relatively uncom-
mon or bizarre. Careful, multimodal, multi-informant
evaluation by a professional is warranted to determine
the presence of a behavior disorder. In this determina-
tion, a child’s conduct is evaluated as to whether or
not it deviates from the norm.

One standard that helps establish what is considered
normal is whether or not the behavior is developmen-
tally appropriate (i.e., typical for a child of that partic-
ular age). For instance, it would be developmentally
within limits for a 6-year-old child to have difficulty
staying in his seat if a teacher chose to lecture for
20 minutes. A 16-year-old, however, generally should
be able to perform this task with minimal difficulty.

Another standard used to characterize behavior as
disordered is whether or not the behavior defies social
or cultural norms. For example, a child is expected to
run around at recess or in gym class. Conversely, it is
not acceptable for a child to run around during math
class. Some behaviors may be considered inappropriate
regardless of context, such as yelling at a teacher or
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principal. In establishing what is considered normal,
professionals should be aware and respectful of cultural
influences on behavior. For instance, a young man
repeatedly refusing teacher’s requests to remove his hat
during class may be considered to be defiant. However,
if the young man is Jewish and is refusing to remove
a yarmulke, his behavior becomes understandable
because the teacher’s request would conflict with the
individual’s cultural values.

Aside from being considered aberrant, behavior dis-
orders must also cause the child distress or impairment
in at least one area of functioning, such as school,
home, or social relationships. For instance, it is atypical
for a young child to be able to play Beethoven’s Fifth
Symphony on the piano. Despite this behavioral abnor-
mality, this child would certainly not be considered as
having a behavior disorder, because his tendency to
execute this action does not affect his ability to func-
tion at school or at home. Second, assuming the child
is not continuously compelled to play the piece, it
probably will not cause him much distress. It is espe-
cially important to identify behavior disorders when
impaired functioning places a child at risk for harm or
loss of freedom (i.e., incarceration). Examples of this
are a child who bangs his head when frustrated or an
adolescent who compulsively steals. Early identifica-
tion of these behaviors allows professionals the time to
implement steps necessary to better ensure the child’s
safety and maintenance in the community.
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A variety of methods are available to identify behavior
disorders. Typically, an adult, such as a parent or teacher,
brings the behavior to the attention of a professional. The
professional then uses a variety of measures and the
reports of multiple informants to assess the child. These
measures should include interviews, questionnaires, and
direct observation. The technique of using a number of
informants and assessment methods allows the profes-
sional to be more accurate in his or her determination
by ruling out miscalculations such as those due to
reporter biases and environmental causes of behavior.
To the extent that the child is further classified, to guide
service implementation, depends on the context in
which the child is being treated.

Within a therapeutic context, if warranted, a child
may receive at least one of a variety of diagnoses
from the Diagnostic and Statistical Manual, Fourth
Edition, Text Revision (DSM—IV-TR). Behavior disor-
der in this circumstance encompasses any of the
childhood diagnoses that include a high incidence
of deleterious behaviors or psychological symptoms,
such as anxiety disorders, attention deficit hyperactiv-
ity disorder (ADHD), disruptive behavior disorders
(e.g., conduct disorder, oppositional defiant disorder),
mood disorders (e.g., dysthymic disorder, major
depressive disorder, bipolar disorder), or developmen-
tal disorders (e.g., Asperger’s disorder, autism). Many
medical conditions, such as various neurological dis-
orders, may also have behavioral symptoms that place
youth in the behavior disorder category. Additionally,
a child may not have a behavior disorder, per se, but
may exhibit externalizing behaviors as a result of
persistent frustration in experiencing symptoms of
another diagnosis, such as a learning disorder.

Within school settings, behavior disorders are deter-
mined when a child’s behavior is having a negative
impact on his or her functioning within this environ-
ment. In the instance that these behaviors are so severe
that additional services are deemed appropriate, the
child may be found eligible for a 504 Plan or, in
instances of greater impairment, an Individualized Edu-
cation Program (IEP). Under current special education
legislation, some psychological and medical diagnoses
are categorized under labels that match the educational
exceptionalities (e.g., autism, traumatic brain injury,
mental retardation). Most diagnoses that are considered
behavior disorders, however, fall under the special edu-
cation label emotional disturbance (ED). Using the
DSM-IV-TR terminology mentioned in the previous
paragraph, ED typically includes anxiety disorders,

disruptive behavior disorders, mood disorders, and
some developmental disorders (e.g., Asperger’s disor-
der). Alternatively, ADHD and some lower-incidence
diagnoses are classified under the special education
label other health impairment.

Common outpatient clinic approaches to interven-
ing with behavior disorders include therapy focusing
on coping skills or interpersonal problem solving and
family therapy addressing communication or provid-
ing structure and consequences for the child. Within
educational settings, informal and formal (e.g., 504
Plan, IEP) supports include reinforcement for desired
behaviors, response-cost behavioral systems, mean-
ingful consequences for disruptive behaviors, small-
group social skills instruction and practice, and
specialized settings that promote coping skills.

Eric R. Benson and Camille J. Randall
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BEHAVIOR MODIFICATION

Behavior modification is a technique used for altering
an individual’s behavior and is based on the principles
of learning theory. Using this technique, a behavior
can be modified with respect to its frequency, dura-
tion, or intensity. Behavior modification is a compre-
hensive approach that can be applied to behaviors that
occur too often (e.g., behavioral excesses), too infre-
quently (e.g., behavioral deficits), and with behaviors
that are both observable (e.g., overt) and those that
are not directly evident (e.g., covert). Interventions
using behavior modification have produced positive
results when delivered to individuals diagnosed with
anxiety disorders, attention deficit hyperactivity disor-
der (ADHD), behavioral and emotional disabilities,
and developmental disabilities.
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Foundations of Behavior Modification
Classical and Operant Conditioning

Classical conditioning also referred to as respon-
dent or Pavlovian conditioning, modifies the occur-
rence of a behavior by pairing two stimuli together to
produce a similar response to both. In the famous
example, Ivan Pavlov paired an unconditioned stimu-
lus (e.g., meat powder that cued salivation in a dog)
with a neutral stimulus (e.g., a bell, which normally
would not stimulate salivation). Eventually, the bell
became a conditioned stimulus once the dog learned
to salivate solely by the sound of the bell.

The theory of operant conditioning, originally put
forth by B. F. Skinner, offers a different method for
modifying behavior. In contrast to classical condi-
tioning, which focuses on reflexive or involuntary
behaviors, operant conditioning modifies voluntary or
learned behaviors. Operant conditioning emphasizes
antecedents (e.g., events that occur prior to behavior)
and consequences (e.g., events that occur after the
behavior), both of which affect the probability that a cer-
tain behavior will occur. Whereas antecedents provide
a cue for a behavior to occur, behavior is believed to be
governed primarily by the consequence of the behavior.
That is, the probability of a behavior taking place in the
future is determined by what happens after the behavior
has occurred. If the consequence of a behavior is
desired by the individual, then he or she is more likely
to perform the behavior in the future. If the conse-
quence is undesired, then it is less likely that the
behavior will occur again. There are two categories of
consequences within operant conditioning, reinforce-
ment and punishment. Consequences are reinforcing if
they increase the likelihood of a behavior’s occurrence
in the future; alternatively, consequences are punishing
when they reduce the probability of future occurrence.

Social Learning Theory

Behavior modification is also founded upon Albert
Bandura’s social learning theory. According to social
learning theory, an individual’s behavior may be
affected by observing the behavior of others. Children
and adults learn by witnessing the consequences of
others’ behavior. An underlying principle of social
learning theory is modeling, which suggests that
people are more likely to engage in behaviors they
observe other people perform if those individuals
receive desired consequences.

Ecological Systems Theory

An ecological perspective, proposed by Uri Bron-
fenbrenner, contends that behavior is influenced by
conditions existing in the individual’s immediate envi-
ronment, surrounding environments, and experiences
occurring in the larger social, economic, and cultural
contexts. Within this approach, individual capabilities
are assessed in relation to environmental demands.
Consistent with this framework, behavior modification
strategies also explore how experiences within one’s
environment affect behavior. Not only are antecedents
and consequences viewed within the individual’s
immediate setting (e.g., classroom), but their effects
can be apparent from events that occurred in a previous
setting (e.g., home). In particular, setting events are
experiences in previous settings that set the stage for
a particular behavior in a later setting. For example,
a child who did not eat breakfast at home may find it
harder to stay on-task in class during the school day.

Behavior Modification Techniques

There are two primary ways of altering an existing
environment to modify behavior: adding or removing
stimuli from the environment. Positive consequences
add stimuli to the environment after the behavior has
occurred; negative consequences remove stimuli after
the behavior has occurred. Along with the positive
and negative aspects to consequences, there are two
distinct categories of consequences: reinforcement
and punishment. Accordingly, there are four types of
consequences: (1) positive reinforcement, (2) negative
reinforcement, (3) positive punishment, and (4) nega-
tive punishment. Each of these consequences can be
used to modify behavior. To be most effective, rein-
forcement and punishment should be implemented
contingent upon a specific behavior.

Increasing a Desired Behavior

Increasing behavior utilizes reinforcing conse-
quences, or consequences that, when applied, increase
the likelihood that the behavior will occur again in the
future. By definition, reinforcement always increases
behavior. Thus, it is technically incorrect to state that
reinforcement does not work; a consequence is not
reinforcing if it does not increase the behavior. Further-
more, even though the terms are commonly used inter-
changeably, the terms reward and reinforcement are
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not synonymous. A reward is given after a behavior
occurs; however, unlike reinforcement, it does not nec-
essarily have the effect of increasing the behavior.

Behavior modification uses two types of reinforce-
ment to increase behavior: positive and negative rein-
forcement. Positive reinforcement is a stimulus added to
the environment after a behavior occurs that increases
the probability the behavior will occur again. Positive
reinforcement can include any stimulus, but often takes
the form of verbal praise, tangible objects, or social
attention. For example, if saying “Good job” to a child
increases the number of math problems completed, then
the verbal praise positively reinforces the completion of
problems. A behavioral principle related to positive rein-
forcement is the Premack principle. Often referred to as
“Grandma’s rule,” the Premack principle states that
a low probability behavior is more likely to occur if it is
paired with a high probability behavior. This is similar
to your grandmother telling you that you can eat your
dessert (high probability behavior) after you eat your
vegetables (low probability behavior).

Additionally, behaviors can be reinforced by remov-
ing stimuli from the environment. Negative reinforce-
ment, or escape conditioning, increases a behavior by
removing something aversive from the situation. An
everyday example occurs when an individual takes an
aspirin to alleviate pain from a headache. If the individ-
ual continues to take aspirin for future headaches, it is
considered negative reinforcement because the behav-
ior of taking aspirin increases as the result of the pain
being removed.

Decreasing an Unwanted Behavior

Consequences that reduce the likelihood of a behavior
occurring are called punishers. In reducing unwanted
behaviors, punishers can be added or removed from the
environment. To be most effective, punishment should
be immediate, continuous, and intense.

Positive punishment occurs when an aversive stimu-
lus that reduces behavior is added to the environment.
Spanking a child is an example of positive punishment.
The act of spanking is added to the situation and
results in a decrease in the child’s previous behavior.

In contrast, negative punishment reduces behavior
by removing a pleasant stimulus after the behavior
occurs. A common example of a negative punishment
is “time-out.” During time-out, a child is removed
from a desired setting for a short period of time
because of having performed an unwanted behavior.

The removal of the desired stimulus (e.g., parent
attention) serves as a punishment because it reduces
the child’s previous unwanted behavior.

In addition to these forms of punishment, behav-
iors can be reduced through differential reinforce-
ment. Through this technique, an unwanted behavior
is ignored, and another behavior that is an alternative
to or incompatible with the undesired behavior is rein-
forced. An example of this procedure is to reduce run-
ning in school hallways by reinforcing walking in the
hallway. Walking and running are incompatible behav-
iors: one cannot occur in the presence of the other.
Thus, by reinforcing walking, the unwanted behavior
of running is reduced.

Reinforcement Versus Punishment

Behavior management programs tend to focus pri-
marily on reinforcement instead of punishment, despite
research demonstrating the effectiveness of punishment.
The use of punishment is ridden with multiple limita-
tions, including that (a) it does not teach appropriate
behaviors, (b) it does not eliminate or counter reinforce-
ment for behaviors, (c) it can become reinforcing to
those administering the punishment, (e) it may nega-
tively affect the behavior of other individuals, and
(f) some forms of punishment may be considered ethi-
cally questionable. A common behavior management
technique used in educational settings is positive behav-
ior support, which focuses on developing appropriate
behaviors in students through the use of positive rein-
forcement. Punishment is still used in combination with
reinforcement strategies, but it is typically a secondary
component to the behavior management program.

Setting Up a Behavior
Modification Program

There are five major steps in developing and imple-
menting a behavior modification plan. These steps
include developing behavioral definitions, conducting
a functional assessment, collecting data, implementing
the program with fidelity, and evaluating the effec-
tiveness of the program.

Behavior Definitions

The first, and one of the most important, compo-
nents of setting up an effective behavioral modifica-
tion plan is defining the behavior in appropriate
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terms. The behavior to be altered should be defined in
terms that are specific, observable, and measurable.
The definition should be specific so that anyone
observing the individual can easily identify the target
behavior. Next, the definition must be in terms that
are observable to the individual recording the behav-
ior. Finally, the behavior must be defined in a way
that can be quantified to evaluate the effectiveness of
the program.

Functional Assessment

A major principle within behavior modification is
that all behavior is purposeful. Thus, a key component
to developing a behavior modification program is to
perform a functional assessment of the behavior identi-
fied to be altered. A functional assessment gathers
information and develops hypotheses for the inten-
ded purpose of the behavior. Information gathering
includes conducting interviews and performing behav-
ioral observations in naturalistic settings, such as class-
room, playground, or home environments. Interviews
provide a means of obtaining anecdotal information
regarding the strengths and needs of a child and a
preliminary assessment of the behavior in different
settings. Conducting observations serves as a way to
empirically assess the frequency, duration, or intensity
of the behavior and to provide an indication of the
antecedents and consequences of a particular behavior
(e.g., A-B-C assessment). After information from inter-
views and observations are analyzed, functional
hypotheses of the behavior are derived. Through this
process a more appropriate alternative, or replacement
behavior, can be identified that serves the same func-
tion as the behavior to be modified. A term commonly
associated with functional assessment is functional
analysis. Functional analysis is a process that follows
the procedures of functional assessment; however, it
extends the process by empirically testing the func-
tional hypotheses to scientifically determine the pur-
pose of the behavior.

Data Collection

All procedures within behavior modification pro-
grams are founded on data-based decision making.
Throughout the process, data are collected through
observations and recorded using behavior observation
charts. Before an intervention is implemented, data
are collected to provide an estimate of the behavior

(e.g., baseline data). Data collection continues through
intervention and follow-up phases to determine if the
intervention was successful. Effective data collection
is dependent on a specific, observable, and mea-
surable definition of the behavior. Consistency is criti-
cal in the collection of data throughout a behavior
management program. If more than one person is per-
forming observations and collecting data, then proce-
dures to ensure interobserver agreement must be
followed. It is important to evaluate whether the indi-
vidual observers were using the same observation pro-
cedures and recording the behavior in the same way.

Treatment Fidelity/Integrity

Treatment integrity refers to the degree to which
an intervention was implemented as intended. It is
critical that all participants in a behavior management
program implement the procedures in a complete and
consistent fashion. Many interventions do not pro-
duce desired results, solely because of an inability to
consistently implement all components of the pro-
gram. Measures should be taken to effectively evalu-
ate the degree of treatment fidelity that has been
implemented.

Evaluation

Finally, behavior management programs should
establish procedures to evaluate the effectiveness of
the intervention. The process of evaluation should not
be considered a one-time event but rather a continuous
process throughout the program. In this way, program
evaluation provides a means to modify the program
based on immediate information. It also allows the
steps of the behavioral management program to be
cycled through again whenever needed. Evaluation
procedures often include graphing the data collected
during baseline and treatment phases. The effective-
ness of the program is determined based on visual
inspection of the graphed data and statistical analysis.
Follow-up data should be collected to determine if the
effects of the program are maintained over time.
Comprehensive evaluations also include an assess-
ment of social validity, or the extent that the program
enhanced the child’s quality of life.

John Warren Eagle

See also Applied Behavior Analysis; Contingency Contracts;
Operant Conditioning; Premack Principle



96 Bell Curve

Further Readings

Cooper, J. O., Heron, T. J., & Heward, W. J. (1987).
Applied behavior analysis. Columbus, OH: Merrill.

Maag, J. W. (2004). Behavior management: From
theoretical implications to practical applications
(2nd ed.). San Diego, CA: Singular.

Martin, G., & Pear, J. (2006). Behavior modification:
What it is and how to do it. Upper Saddle River, NJ:
Prentice Hall.

BeLL CURVE

The term bell curve has several meanings. One mean-
ing is that of a statistical distribution, termed the
normal distribution, which was identified by Carl
Friedrich Gauss. Its shape is that of a bell. The other
meaning comes from a book title.

This latter meaning of the bell curve relates to one
of the most stimulating and controversial books pub-
lished in the past two decades, written by Richard
Herrnstein and Charles Murray, and titled The Bell
Curve: Intelligence and Class Structure in American
Life. This volume engendered a national conversation
and even widespread debates about controversial
issues, such as racial and ethnic group differences in
intelligence test scores, the respective roles of nature
versus nature in influencing intelligence, and the
meaning of intelligence.

The primary thesis of this 845-page tome is that
American society is undergoing a process of social
stratification that is being determined by 1Q. Herrnstein
and Murray posited that there is emerging a “cognitive
elite,” a social group composed of highly intelligent
people constituting the highest socioeconomic class,
and that less intelligent people are gravitating to the
lower socioeconomic classes. According to Herrnstein
and Murray, a major problem with such social stratifi-
cation based on IQ is that there will likely be less
upward mobility for many individuals from lower
socioeconomic classes, because highly intelligent indi-
viduals tend to marry highly intelligent individuals
rather than less intelligent individuals.

The Bell Curve thus addressed the relationship of
1Q to class structure in American life. It posited that
success in life is largely based on inherited differences
in cognitive ability among people. It also presented
findings and commentary on the relationship between
race and intelligence.

Although Herrnstein and Murray reviewed many
empirical studies in their book, the most important
source of data that they examined and discussed is the
National Longitudinal Survey of Youth (NLSY), a lon-
gitudinal survey of American youth with a very large
sample (originally 12,686 youth, ages 14-22). These
youth were graduates of American high schools
between 1980 and 1982. Herrnstein and Murray care-
fully reported on various extensive analyses of this
data source in the various chapters of their book, The
Bell Curve. Throughout the book, they used analyses
of the NLSY data source to attack various programs
of social assistance; these attacks, in turn, ignited
widespread debates.

Herrnstein and Murray grounded their work on
a traditional view of intelligence based on certain
propositions:

1. There is a general factor of cognitive ability on
which individuals differ.

2. 1Q tests measure intelligence more accurately than
do aptitude and achievement tests.

3. 1Q tests measure what most people view to be
intelligence.

4. 1Q scores are relatively stable over much of human
life spans.

5. IQ tests tend not to be biased against economic,
ethnic, racial, or social groups.

6. IQ is substantially heritable, with 40% to 80% of
the variation in IQ scores being attributable to
hereditary factors.

There are numerous conclusions resulting from the
extensive analyses in their work. Regarding poverty,
Herrnstein and Murray concluded that IQ is a stronger
predictor of poverty than is socioeconomic back-
ground. Regarding unemployment, they concluded
that low IQ is a greater risk factor than either educa-
tion or socioeconomic background. Regarding chil-
dren born out of wedlock, they found that low IQ for
a woman increases the likelihood that the woman will
have an illegitimate child. Regarding welfare depen-
dency, they determined that low IQ is a prominent
predictor of the receipt of public welfare funds among
women. Regarding parenting, they found that low 1Q
among White mothers is a strong predictor of low
birthweight among children. Regarding crime, they
concluded that low 1Q is a risk factor for criminality.
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Regarding ethnic differences, they concluded that
Americans of East Asian background (e.g., Japanese
Americans, Chinese Americans) tend to have higher
IQ scores than Euro-Americans who, in turn, tend to
have higher IQ scores than African Americans and
that the gap in 1Q scores between Euro-Americans
and African Americans has narrowed by about three
IQ points. They also determined that the difference in
family income between Euro-American families and
African American families is markedly reduced when
one controls for IQ. Regarding social problems, they
determined that individuals with social problems tend
to be low IQ individuals. In general, Herrnstein and
Murray contended that intelligence affects many
social and psychological attributes of individuals with
high 1Q, having many more salutary effects on high
1Q people than on low IQ people.

If higher intelligence is a protective factor against
numerous social ills, then what about efforts to raise
intelligence? Herrnstein and Murray reviewed research
on efforts to improve intelligence and found that ini-
tiatives to improve nutrition, formal schooling, and
preschool education may have positive effects on intel-
ligence but that the research on such initiatives is thus
far inconclusive. However, they strongly support adop-
tion at birth for children from problematic family set-
tings to good family environments as the major way to
improve the intelligence of children.

One noteworthy feature of their book is that the
vast majority of the data that they analyzed dealt with
Euro-American individuals—especially, Euro-American
females. As a result, it is improper to view it as a tome
primarily concerned with ethnic and racial group differ-
ences in 1Q. The Bell Curve is, however, an exposition
of a theory of cognitive stratification of American
society.

Herrnstein and Murray predict certain specific
trends in American society. First, the cognitive elite
will become increasingly isolated. Second, the cogni-
tive elite and the affluent will merge to become the
new upper socioeconomic class. Third, the quality of
life for the people in the lower half of the 1Q distribu-
tion will deteriorate.

To address the social problems resulting from the
cognitive stratification of society, Herrnstein and Mur-
ray contend that certain changes should occur in gov-
ernment. First, the rules that underlie starting and
running a business should be simplified, so that more
people from all levels of society can make a viable
living and find valued places in society. For example,

the enormous federal tax code should be simplified.
Second, the criminal justice system should be simpli-
fied, clearly indicating the meanings of criminal
offenses and their consequences.

The Bell Curve has engendered much subsequent
inquiry on intelligence and even strident academic
debate.

William M. Bart and Saa Hoon Hong
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BiLINGUAL EDUCATION

While there are about 200 recognized sovereign
nations, there are well over 6,000 languages spoken
throughout the world. Because of increased migration,
geographical proximity, and/or political conquest and
colonization, few countries today can claim monolin-
gualism as the norm. Moreover, globalization has
placed English in a unique role in many school sys-
tems throughout the world. Bilingual and multilingual
education is one form of schooling that has been
developed worldwide in response to this linguistic
and cultural diversity.

The terms bilingual students and bilingual educa-
tion are sometimes confused. Bilingual children know
and use two languages to different degrees. Depend-
ing on the nature of access to both languages, as well
as attitudes toward the languages, bilingual children
demonstrate varying proficiency in their two lan-
guages; for example, they may speak both languages
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but be literate in only one language. Their bilingual
skills and the extent they identify culturally with the
two languages may develop and vary over time. Bilin-
gual children may or may not attend a bilingual edu-
cation program.

This entry outlines bilingual and multilingual edu-
cation for minority (dominated) language and majority
(dominant) language speakers, using examples from
nations throughout the world. After introducing some
basic definitions of key terms, the entry highlights vari-
ous models that are traditionally distinguished. The
third section addresses issues and trends related to the
implementation of bilingual education programs.

Definitions

Simply defined, bilingual education is instruction that
uses two languages as media of instruction. By exten-
sion, multilingual education programs aim for profi-
ciency in more than two languages. These programs
are implemented in many different forms in countries
all over the world and respond to national and local
contexts, student needs, and available resources.

In this entry, native language will be used to refer
to the language in which the child has been raised,
although it must be noted that in multilingual environ-
ments this can be more than one language and it may
not always be the same variety as the (standard) lan-
guage variety taught in school. The dominant or soci-
etal language is the predominant language used for
communication in the students’ nation (including gov-
ernment, education, media). It generally has a high-
status standard variety that is used and taught in
schools. A second language is a language learned at
a later stage than the native language. This often
occurs outside the home through school or the media.
Heritage language is the language used by a particular
ethnic group. Minority or dominated languages are
languages used by language groups who are politi-
cally and socially placed in a minority situation but
may not necessarily be numerically in the minority. In
many school districts in the United States, Spanish is
a minority language even though Spanish-speaking
students may constitute the largest student group.
Majority language speakers are speakers of the domi-
nant, or societal, language. They are increasingly
a numerical minority in urban schools.

The definition of bilingual education as instruction
in and through two languages does not consider for-
eign language classes as a form of bilingual education

because, even though some form of bilingual profi-
ciency is reached, the foreign language is only taught
as a subject. This entry also excludes out-of-school
efforts for native language maintenance through
community-based organizations that complement mono-
lingual education in the societal language; although this
situation results in de facto bilingual education, both
languages are not used within the same instructional
approach. Finally, it must be noted that much research
has described bilingual education at the elementary
grades, though interest in preschool and secondary
models is increasing.

Bilingual and Multilingual Models

Many different classifications and descriptions of
bilingual and multilingual education programs exist.
Three broad criteria distinguish among the most com-
monly implemented models: program goals, target
population, and the distribution of the languages. In
terms of goals, some programs aim for additive bilin-
gualism or multilingualism; that is, the program’s goal
is to add one or more new languages to the student’s
native language. In contrast, subtractive models are
bilingual approaches where the main goal is to facili-
tate the learning of the societal language. A second
criterion that distinguishes among various models is
the student population. Many programs enroll native
speakers of the societal language and teach them a sec-
ond or third language. Other programs exclusively
target speakers of dominated languages, including
regional and immigrant languages. Few bilingual pro-
grams enroll a dual target population of native speak-
ers of the societal and a dominated language. Some
bilingual programs purposefully integrate students
from different language groups for certain times of
the day or week. The third criterion considers the use
and distribution of the two or more languages for
instructional purposes. The amount of time allocated
to teach language and the subjects to be taught in each
language is directly related to the goal and target
population. The choice of the language(s) of initial lit-
eracy instruction is also a key decision in bilingual
and multilingual programs.

Table 1 summarizes some of the most common
program labels used in the literature. Bilingual and
multilingual programs can be programs within schools,
or they can be schoolwide. A program label can
represent only a general description of a bilingual or
multilingual program. The actual implementation of
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Target Population

Language Use and Distribution

Table 1 Bilingual and Multilingual Program Models
Program Label Language Goals

Multilingual education Multilingualism

European schools Multilingualism

Mainstream bilingual Bilingualism

education

Canadian immersion Bilingualism Majority
programs

Two-way immersion Bilingualism

Maintenance bilingual/ Bilingualism Minority
heritage language

education

Bilingual education for Bilingualism Minority
the deaf

Transitional bilingual Proficiency in L2~ Minority
education

Integrated transitional Proficiency in L2~ Minority

bilingual education

Minority, majority
European Union civil servants

Majority, international

Minority, majority

L1,L2,and L3
L1, L2, and L3 (and optional L4)
L1 and L2

L2 and then L1

Long-term L1 and L2 use

L1 and L2

L1 and L2

L1 for limited amount of time and L2

L1 for limited amount of time and L2

Source: Adapted from Brisk, M. E. (2006). Bilingual education: From compensatory to quality education (2nd ed.). Mahwah, NJ:
Erlbaum; and Baker, C. (2006). Foundations of bilingual education (4th ed.). Clevedon, UK: Multilingual Matters.

each model can vary widely depending on the avail-
ability of qualified teachers, resources, official poli-
cies, and societal and school (district) attitudes.

Bilingualism for Societal Language Speakers

Programs for native speakers of the societal lan-
guage are typically enrichment programs, that is,
optional programs for parents who want their children
to develop high levels of bilingual competence. Gen-
erally speaking, these programs cater to children from
higher socioeconomic backgrounds and are associated
with elite or elective bilingualism. Elite bilingualism
is largely uncontroversial and supported as an enrich-
ment possibility for majority language speakers for
personal development and access to global economic
opportunities. Two bilingual program options that
have been developed for societal language speakers
are mainstream bilingual education and (Canadian)
immersion programs. Multilingual models are found
at the school level (the European School model and
other schools) as well as the country level.

Mainstream bilingual education often takes place
in the students’ native language and an international

language, such as English. International schools have
traditionally served an elite, often mobile popula-
tion through monolingual instruction. The increased
enrollment of non-English-speaking international and
local students has led to more bilingual or multilin-
gual schools where English and the societal language
are taught. International schools in Brazil use Portu-
guese Brazilian in the morning and English in the
afternoon and often hire teachers from Brazil and
North America.

Probably the best-known bilingual enrichment pro-
grams for dominant language speakers are Canadian
immersion programs. (The term Canadian is added to
distinguish these bilingual programs from English
immersion programs for minority students, which aim
for second language proficiency rather than bilingual-
ism.) French immersion programs were developed in
the late 1960s in response to demands from middle-
class, Anglophone parents living in predominantly
French-speaking Montreal, Quebec, to provide their
children with the opportunity to develop a functional
level of bilingualism. Immersion models differ with
regard to the introduction of the second language
(early versus late immersion) and the amount of time
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spent in the second language (full or partial immer-
sion). In early, full immersion programs, the target
(second) language, French, is introduced before the
student’s first language during the first two years of
elementary school. By third grade, the student’s
native language (English) is formally introduced in
the curriculum, and both languages are used for equal
amounts of time for the rest of the program. In the
case of late immersion, the second language is intro-
duced either at the upper elementary (middle immer-
sion) or at the secondary level (late immersion). In
Hungary, English is introduced as a medium of
instruction at the secondary level, alongside Hungar-
ian. Canadian-style immersion programs can be found
as elementary foreign language immersion programs
in the United States in Chinese, French, Japanese, or
Spanish.

The European school model is a multilingual model
originally designed for children of parents who worked
for the European Coal and Steel Community. There
are now 10 FEuropean schools in Luxembourg,
Belgium, Germany, Italy, the Netherlands, and Great
Britain, primarily enrolling the children of civil ser-
vants working for the European Union. The schools
follow a common model with two main goals: to
maintain and develop the students’ native language
and cultural identity and to promote a European iden-
tity. The European school model begins with extensive
instruction in the students’ native language and a sec-
ond language initially as a subject area. By second or
third grade, the second language use as a medium
extends to subjects that are less language-dependent.
Academically complex instruction in the second lan-
guage is gradually increased until by eighth grade,
subjects such as science and history are taught in and
through the second language. European identity devel-
opment is supported through common “European
hours” during which students from multilingual back-
grounds engage in cooperative and hands-on learning
of content taught from a European perspective.

In some European countries, multilingual models
are implemented wherein a high prestige language is
added to a bilingual education program or three lan-
guages are used as media of instruction. Catalan
immersion programs for native Spanish speakers
include Catalan and Spanish, as well as English as
a third language. In Switzerland, private schools offer
bilingual streams in German and French. English is
used to teach subject matter and cultural activities as
of seventh grade, and students can add Latin or Italian

in later years. Luxembourg has official trilingual edu-
cation for all students enrolled in the school system.
Mandatory preschool education begins in Luxem-
bourgish, and this language continues as a language
of instruction and as a subject throughout elementary
school. German is introduced as a subject the first
year of primary school and then intensifies as a subject
and medium of instruction until sixth grade. Similarly,
French is introduced as a subject in second grade and
then increases its role in the curriculum to be the
exclusive medium of instruction by the age of 15.
Foreign language education is introduced at the sec-
ondary level as well, including English, Latin, Span-
ish, Italian, or Greek. A trilingual policy also shapes
the education system in India, where students are
expected to learn the regional language, Hindi, and
English, regardless of their native language.

Bilingualism for
Dominated Language Speakers

Dominated or minority language speakers generally
do not have a choice in becoming bilingual. For
these groups, learning a second language is neces-
sary for survival and access to the society in which
they live as a result of forced migration, conquest, or
voluntary immigration. This form of bilingualism is
often referred to as folk or circumstantial bilingualism
and, unlike elite bilingualism, it is often controversial
in educational policy. In recent years, speakers of
regional and indigenous languages have received more
legal protection through national and international law.
Similar linguistic rights do not yet exist for immigrant
or ethnic languages. As a result, the position of indige-
nous and regional minority languages and ethnic or
immigrant languages in school varies.

The consistent repression and rejection of the use
of indigenous languages in schools as part of the
nation-building process has been documented through-
out the world. In the United States, the 300 Native
American languages that existed upon European con-
tact have been reduced to only a small number of
languages still widely spoken by children today.
Until recently, European national governments have
largely ignored regional language groups with long-
standing historical and cultural roots in the area
(such as Catalan in Spain, Frisian in the Netherlands,
Welsh in Wales) or even actively prohibited the use
of these languages in school, as was the case for
Basque under General Franco’s regime in Spain. As
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a result, fluent speakers of these indigenous lan-
guages and regional minority languages have been
disappearing rapidly. Heritage or bilingual mainte-
nance programs have been established to revitalize
these indigenous and minority languages to increase
the number of speakers, expand the domains where
the language is used, or both.

The Maori in New Zealand provide full immersion
in the minority language in preschool (through Te
Kohanga Reo programs or “language nests”) and ele-
mentary school (Kura Kaupapa Maori) before intro-
ducing English as a medium of instruction. A similar
approach was chosen to revitalize the Hawaiian lan-
guage. In Bolivia, after many years of repression,
Quechua and Guarani are now used as media of
instruction. With an emphasis on community involve-
ment, indigenous languages and cultural practices are
included in the curriculum in several South American
countries, in addition to the official language, Spanish.
In the United States, language revitalization efforts
are particularly strong for Native American languages.
Teresa McCarthy describes the history of Rough
Point, Arizona, a Navajo—English bilingual program.
Subjects are taught in both English and Navajo
through second grade. As of third grade, English
becomes a medium of instruction, and Navajo con-
tinues to be used as a vehicle for studying Navajo cul-
ture and citizenship.

Language maintenance and revitalization efforts in
non-English-speaking countries increasingly include
a multilingual component through the addition of
a third, high-prestige language such as English, to the
regional minority language and the societal language.
In the Basque region (Spain), the Basque language is
used as a medium of instruction from kindergarten
through secondary school. Spanish and English are
initially included as a subject at the elementary level;
English is then also used as a medium of instruction
at the secondary level. German or French are offered
as optional foreign languages. In the Netherlands,
schools are experimenting with the equal distribution
of Frisian and Dutch and the introduction of English
as a medium of instruction in fifth and sixth grades.

Bilingual programs for the deaf teach content
through sign language and the written form of the soci-
etal language. Approaches to language (the use of dif-
ferent sign systems) and the curriculum vary greatly
from program to program and is often constrained by
teachers’ lack of proficiency in sign language. Deaf
culture and identity are important components of the

bilingual program to counter deficit views of individuals
who are deaf or hard-of-hearing.

In most nations, transitional bilingual education
(TBE) is the model most commonly chosen for eth-
nic and immigrant languages. In a TBE program,
the student’s native language is used for an initial
period of literacy development and content learning
to assist the students’ transition to literacy and con-
tent learning in the societal language. The goal is
not to maintain or develop the students’ native lan-
guage but to provide access to the language of
school. Students are typically expected to enroll in
the program for 2 or 3 years and then exit the pro-
gram into a standard classroom or instruction in the
societal language only (early-exit TBE). In most
African postcolonial nations, bilingual education
that includes the student’s native language is transi-
tional and often experimental in nature. Other TBE
programs attempt to provide a more gradual transi-
tion (late-exit TBE). Students begin literacy and
content instruction in their native language, with
English as a second language instruction. In second
grade, formal literacy instruction in the second
language is started. In third grade, instruction
is increasingly balanced between the two languages
across subjects; often the native language is used
to preview major concepts and activities which
are later taught to students in English. Academic
English instruction continues to increase by the sec-
ond half of third grade and students are expected to
exit the program at the end of fourth or fifth grade.

Integrated Bilingual Education Models

Few bilingual models address the need for bilin-
gualism or multilingualism for an integrated minority—
majority student population. In most cases, the focus
is on avoiding the segregation of minority language
students while they are becoming familiar with
the new language and culture (integrated TBE). The
Foyer model in Belgium provides half of the instruc-
tion for Turkish-speaking students in preschool and
kindergarten separately and half of their instruction
integrated with majority language speakers. By third
grade, 90% of the instruction is integrated with
majority language speakers, and 10% of the instruc-
tion is on native language and culture. Integrated TBE
models exist in Scandinavia and the United States,
where minority language students are separated for
specialized instruction in their native language and
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integrated with native English speakers for specific
subject areas for varying amounts of time.

The most developed integrated bilingual education
model is two-way immersion (TWI) education. In the
United States, TWI is an integrated model of bilingual
education according to which native English speakers
and native speakers of a minority language are edu-
cated together for most or all of the day and receive
content and literacy instruction through both English
and the minority language. Its goals include academic
achievement, bilingualism and biliteracy develop-
ment, and cross-cultural competence for all students.
TWI programs vary by the distribution of the heritage
and the societal language. Some programs start with
literacy and content instruction in the minority lan-
guage for 90% or 80% of the time; others distribute
the two languages more evenly.

Issues and Trends in
Multilingual Education

The existence of various bilingual education models
reflects the basic principle that quality education
through multilingual approaches can and needs to
occur in different ways to respond to international,
national, and local goals and needs. Despite these
multiple realities, the term bilingual education is often
used to serve particular political and ideological ends.
Supporters of English-only policies, for example,
limit the term to instruction exclusively in the native
language. Bilingual education advocates sometimes
argue that the term should be applied only to pro-
grams in which the two languages have equal status
and are used equally for teaching. Both definitions are
narrow in scope and exclude the realities and multiple
approaches to multilingual development that exist.
The two definitions also reflect a dichotomy that
has often hindered systematic research that can inform
effective program implementation. Much research on
bilingual education has attempted to justify either the
use of the native language (in addition to the societal
language) or solely the societal language. Whereas
this debate has resulted in many, highly contested pro-
gram evaluation studies, it has contributed little to the
understanding of the factors that contribute to positive
linguistic, sociocultural, and academic outcomes in
schools. To guide program implementation, it is nec-
essary to consider the interaction between theoretical
principles and the dynamics of language and cultural

practices in real schools and classrooms. Studies have
found that effective schooling for language minority
students comes from additive bilingual programs that
are fully integrated in the school, taught by quality
teachers, and guided by knowledgeable leadership.
These programs have bilingual curricula that reflect
high expectations of students, use bilingual teaching
methodology and assessment practices, and have
strong parent and community involvement.

The perceived problematic nature of bilingual pro-
grams for minority language speakers contrasts sharply
with the desirability and value of multilingual profi-
ciency for speakers of the societal language. These
conflicting positions exist within diverse nations and
point to a double standard in educational language
planning. Whereas language majority speakers are
encouraged to expand their linguistic repertoire beyond
their native language, speakers of minority languages
have to struggle to maintain their native languages and
prevent them from dying out. The double standard
results in a dual education system: one that values and
actively promotes bilingualism (for the elite) and one
that rationalizes the importance of (monolingualism in)
the societal language (for language minority students).
France promotes foreign (i.e., official European Union)
languages for its native French-speaking population but
fails to provide bilingual education options that use
immigrant languages such as Turkish.

Bilingual and multicultural education is increasingly
shaped by globalization and the role of international
languages in education, in particular English but also
Chinese, Arabic, and Spanish. In Canada, high school
students in Ontario view French as a commodity that
can provide access to economic opportunities beyond
the local community into the international marketplace.
The positioning of English and other international lan-
guages within and across nations plays an important
role in multilingual education. Competition with English
or other international languages can undermine the avail-
ability of quality instruction in and through indigenous
or ethnic languages in non-English-speaking countries.
In Taiwan, the government established policies to pro-
mote Taiwanese and English, but an analysis of the
actual implementation of the policies showed that
teacher training and curriculum and resource develop-
ment occurred for the English language but not for
Taiwanese (or other minority languages). English is
also taking over functions and domains traditionally
reserved for the societal language, particularly in
business and scientific discourse, which may cause
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language shift or loss over time. Unequal access to multi-
lingual instruction that supports native language instruc-
tion and adds not only the societal language but also
English may constrain educational opportunity and
social mobility.

Bilingual and multilingual education models chal-
lenge monolingual norms and practices that are preva-
lent today. In the United States, the federal No Child
Left Behind Act and recently passed English-only laws
in California, Arizona, and Massachusetts rejected the
value of multilingualism for its language minority
population by insisting on English-only instruction and
the assessment of achievement through English. The
monolingual bias reflected in these laws views multi-
lingualism as an abnormality rather than a global real-
ity and treats multilingual resources as a deficit rather
than a resource. By bridging the divide between elite
and minority bilingual education practices, schools can
build on and extend existing linguistic and cultural
resources to meet current and future language, cultural,
political, social, and economic demands and develop
multilingual competence for all students.

Ester Johanna de Jong
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BILINGUALISM

Bilingualism is a major fact of life in the world today.
One in three of the world’s population routinely uses
two or more languages for work, family life, and
leisure. Many more make irregular use of languages
other than their native one(s), including those who
have learned an additional language at school and use
it occasionally for specific purposes (e.g., travel). It
seems likely that this trend will continue given the cur-
rent processes of globalization and the growing need to
communicate across political and linguistic borders.
The term bilingualism can be used to describe an
individual phenomenon, as in a person’s ability to
speak two or more languages. It is also possible to
talk about bilingualism as a characteristic of a group
or community of people, as bilinguals and multilin-
guals are usually found in groups, communities, or
particular regions. In this entry, the discussion of
bilingualism focuses on the individual level. The entry
commences with a definition of individual bilingual-
ism, followed by a discussion of related dimensions
and characteristics. It then provides an overview of
the reported advantages of bilingualism and concludes
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with a description of the factors associated with the
development of bilingualism in infancy and beyond.

Defining Bilingualism

The concept of bilingualism has broadened since the
beginning of the 20th century. Although earlier defini-
tions tended to restrict bilingualism to equal mastery
of two languages, it is now recognized that a bilingual
or multilingual speaker uses different languages for
different purposes, in different contexts, and in com-
municating with different partners and does not neces-
sarily possess the same level or type of proficiency in
each language. The broadening of the concept of
bilingualism is largely due to the realization that
the point at which a speaker/user of two languages
becomes bilingual is either arbitrary or impossible to
determine.

Despite its omnipresence, defining bilingualism, or
a bilingual individual, proves to be more difficult than
it appears. The term bilingual describes primarily
someone who can function in two languages in con-
versational interaction. It can also include the many
people in the world who use, and have varying
degrees of proficiency in, three, four, or more lan-
guages. In his definition of bilingualism, Frangois
Grosjean focuses on the daily use of two or more lan-
guages and distinguishes bilinguals, who use two or
more languages in daily life, from “dormant bilin-
guals,” who retain knowledge of different languages
but no longer use them in daily life.

Describing Individual Bilingualism

According to linguist William Mackey, bilingual-
ism is a behavioral pattern of mutually changing
linguistic practices that vary in degree, function, alter-
nation, and interference, or cross-linguistic influence.
It is through these four related characteristics that
individual bilingualism may be best described.

Degree. Because bilingualism is a relative concept, it
involves the question of degree. In describing a per-
son’s bilingualism, the most obvious thing to deter-
mine is how well an individual knows the languages
he or she uses. Because bilinguals are rarely equally
fluent in all language skills in all of their languages,
this would involve separate assessments of compre-
hension and expression in both the oral and written
forms of each language. In this way, ability in two or

more languages is best understood on a dimension or
continuum, with dominance and development varying
across people. For example, some bilinguals actively
speak and write in both languages. This is referred to
as productive competence. Others have more passive,
or receptive, ability in a language, such that they may
understand or read it but may not be able to speak or
write it very well. Ability in each domain may be rel-
atively advanced in both languages or may just be
developing in a second or third language.
Furthermore, it is necessary to determine a bilin-
gual’s mastery of speech sounds or graphics, gram-
mar, vocabulary, meanings, and discourse in each
skill for each language, as a bilingual’s mastery of
a skill (i.e., listening, speaking, reading, and writing)
may not be the same at all linguistic levels. For exam-
ple, a bilingual may have an extensive vocabulary but
a poor pronunciation, or a native-like pronunciation
but underdeveloped grammar. In effect, proficiency in
two sets of related variables, skills, and levels needs
to be determined. This framework highlights the com-
plexities involved in defining and understanding indi-
vidual bilingualism, while at the same time it belies
the existence of great within-group diversity.
Bilinguals are sometimes expected to be two mono-
linguals in one person. Grosjean referred to this as
the monolingual, or fractional, view of bilinguals. He
argued that the bilingual is not the sum of two mono-
linguals but has a unique linguistic profile that is a com-
plete linguistic entity, an integrated whole. This is
because bilinguals do not usually possess the same
competence as monolingual speakers in both of their
languages because bilinguals use their languages with
different people, in different contexts, and for different
purposes; furthermore, levels of proficiency in a lan-
guage may change over time according to changing
circumstances and linguistic contexts. Communicative
competence in one of a bilingual’s two languages
may be stronger in some domains than in others. As
Grosjean noted, this is natural and to be expected.

Function. Mackey argued that bilingualism is not
a phenomenon of language but a characteristic of its
use. Use is an important factor in the development
and maintenance of bilingualism, as individuals often
use their languages for different functions and pur-
poses; these functions, in turn, affect their degree of
proficiency in each language. The domains where
each language is acquired and used also vary. Func-
tions of bilingualism may be external or internal.



Bilingualism 105

External functions of bilingualism are areas of lan-
guage contact that vary by duration, frequency, and
pressure. Areas of contact include all media through
which languages are acquired and used (e.g., in the
home, community, school, radio, television, print
materials, and other uses of the printed word).

Home language(s) may reflect or differ from those
of the community and other language contacts. Bilin-
gual parents may decide to each use a different lan-
guage with their children, so that one parent uses
language A while the other parent uses language B.
This practice is often referred to as Grammont’s princi-
ple, or “one person, one language,” and the effects
have been studied to test the theory that two languages
can be acquired from birth for the same effort as
acquiring one. Community languages include those
languages spoken in the bilingual’s neighborhood, eth-
nic group, church group, workplace, and social group.
The more prevalent language of the greater community
often takes the place of the home language as the most
important influence on a bilingual child’s speech. This
presents many challenges for families trying to raise
children bilingually in the majority language and a less
prevalent one. A person’s language contact in school
may be with a language taught as a subject (e.g., for-
eign language class) or with a language used as
a medium of instruction (e.g., two-way immersion or
dual-language program). The community’s support for,
and the prevalence of, both languages are important
factors in the development and long-term maintenance
of each language. Radio, television, movies, music,
newspapers, magazines, and the Internet are powerful
media in the maintenance of bilingualism. Access to
these media may be the key factor in maintaining one
of a bilingual’s languages, especially if the other lan-
guage is the only one spoken in the area.

Duration, frequency, and pressure are important
variables in the development and maintenance of
a language. The amount of time a person has lived in
a community that uses, supports, and promotes a lan-
guage (or languages) will affect that individual’s com-
mand of the language(s). Languages that are used as
mediums of instruction will provide more contact
hours than those that are taught as individual subjects.
How often a person uses each language is as impor-
tant as how long he or she has been exposed to and
has been using those languages. Finally, language use
is affected by the types of pressures associated with
it, including economic, occupational, cultural, politi-
cal, military, historical, religious, and demographic.

Bilingualism is also influenced by a number of
internal functions. These include noncommunicative
uses, such as counting, dreaming, and note-taking.
Some bilinguals may use one of their languages for
most or all of their inner expression, whereas others
may use different languages for different types of
internal expression. Internal functions also include
factors that are likely to influence a bilingual’s apti-
tude for using each language. Sex, age, intelligence,
memory, language attitude, and motivation are
regarded as important factors in the development and
description of individual bilingualism.

Alternation. The alternate use of two languages, or
codeswitching, within a conversation is a natural phe-
nomenon of bilingualism. Studies in the past 20 years
have shown that codeswitching is a highly complex
and sophisticated process governed by certain rules
and constraints that do not violate the syntax of either
language. Codeswitching involves the skilled manipu-
lation of overlapping sections of two (or more) gram-
mars; there is virtually no instance of ungrammatical
combination of two languages in codeswitching,
regardless of the bilingual ability of the speaker. For
example, bilinguals may codeswitch because they are
momentarily lost for words in one of their languages,
or do not know a word or phrase in one language, or
can express an idea more effectively in the other lan-
guage. Rather than demonstrating confusion or a
deficit in their languages, bilinguals codeswitch in
practical and purposeful ways, usually when in the
company of other bilinguals, in an attempt to express
themselves with the vocabulary and grammar avail-
able to them and/or with more accurate language.
Codeswitching is also a learned behavior, as there
appears to be a difference in alternation between
bilinguals brought up in “one person/one language”
homes and those who have grown up in homes and/or
communities where members switch freely between
two languages. In many bilingual situations through-
out the world, codeswitching has become the norm.
In those cases, codeswitching is a general marker of
belonging to a mixed group with a multiple identity.

Cross-linguistic influence. Another phenomenon of
bilingualism is cross-linguistic influence, or the influ-
ence of one language on the other such that features
of language A are used while speaking or writing lan-
guage B. Because not all linguistic features work
across languages (i.e., cross-linguistically), this type
of influence may result in inaccurate or nonstandard



106 Bilingualism

language. Such influence is also called transfer or
interference, although the latter term is considered
to be negative and pejorative and reflective of a
monolingual perspective of bilingualism. Cross-
linguistic application does not indicate confusion on
the part of the learner. Rather, it represents worth-
while attempts at communicating and linguistic crea-
tivity in the journey of bilingual/second language
acquisition and development.

The Advantages of Bilingualism

Current research suggests that there are several over-
lapping and interacting benefits associated with bilin-
gualism. These benefits encompass communicative,
cultural, and cognitive advantages. Sometimes, some
social and individual problems are falsely attributed
to bilingualism.

Communicative Advantages

Parental Relationships. Bilingual children of multi-
lingual homes are able to communicate in each par-
ent’s preferred or dominant language. This may
facilitate an optimally close relationship with each
parent. In other cases, bilingual children may commu-
nicate with their parents in one language and with
members of their community or circle of friends in
another language. For these families, the native lan-
guage provides a natural and expressive way to com-
municate with full intimacy while at the same time
providing a link to their past and heritage.

Extended Family Relationships. Bilingualism serves
as an intergenerational bridge. Bilingual children who
have immigrated to a new country have the advantage
of carrying forward the family’s heritage language.
The monolingual without the heritage family lan-
guage may feel a sense of alienation from relatives
and from the past. When extended family members in
another country or region speak only the family’s her-
itage language, bilingualism bridges the generation
gap and allows closer relationships, a sense of belong-
ing, and rootedness to develop within the extended
family. In this sense, bilingualism contributes to the
feeling of family continuity across generations.

Community Relationships. Bilingualism allows for
a wider range of communication across people, com-
munities, and beyond. Bilingual children in linguisti-
cally diverse communities who study in two-way

immersion, or dual-language, programs are able to
communicate in the wider community, with school
and neighborhood friends, and across continents
through Internet communication with pen pals in
other regions who speak the target language.

Transnational Communication. Language is one bar-
rier between nations and ethnic groups that sometimes
hinders communication and the development of friendly
relationships. Bilinguals can act as links, not only
within the nuclear and extended family and the commu-
nity but also across societies. When bilingual people
travel within multilingual countries or across borders,
their bilingualism allows them to forge relationships
with people of different nationalities and ethnic groups
that might otherwise have been difficult to establish.

Language Sensitivity. Bilinguals may be more attuned
to the communicative needs of their interlocutors,
because they must constantly monitor which language
to use in different bilingual and monolingual situations.
Research suggests that bilinguals may be more empa-
thetic and patient as listeners than are their monolin-
gual counterparts when communicating with others
who may not be very proficient in a language.

Cultural Advantages

Bicultural Experience. Because language and culture
are inextricably linked, bilingualism provides the
opportunity to experience two or more cultures in
very authentic ways. The monolingual also can expe-
rience multiple cultures, through travel or neighbors
or ethnically and linguistically diverse communities,
but only as a passive onlooker. To penetrate different
cultures and to participate and become involved in the
core of a culture require knowledge of the language
of that culture. Furthermore, because two languages
provide access to a wider cultural experience, there is
often a greater tolerance of cultural diversity.

Languages provide unique systems of behavior; folk
sayings, stories, histories, and traditions; ways of meet-
ing and greeting; rituals of birth, marriage, and death;
ways of interpreting the world; ideas and beliefs; and
ways of thinking. Bilingualism provides the potential
to actively penetrate the cultures expressed in both
languages.

Economic/Employment Opportunities. Bilingualism
further provides potential economic advantages. As the
global village rises and international trade increases,
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bilinguals and multilinguals may be in a relatively
strong position in the race for employment.

Cognitive Advantages

Research suggests that bilinguals may have some
cognitive advantages, ranging from creative thinking to
faster progress in early cognitive development and
greater sensitivity in communication. For example,
bilinguals may exhibit greater cognitive flexibility in
understanding the relationship between objects and
their labels. Because bilinguals have two or more
words for many objects and ideas, the link between
a word and its concept is usually looser for bilinguals
than monolinguals. For bilinguals, having two or more
words for particular concepts extends the range of
meanings, associations, and images. Thus, bilinguals
have the possibility of developing more advanced lan-
guage awareness and more fluency, flexibility, and
elaboration in thinking than monolinguals.

"Problems" of Bilingualism

It should also be noted that bilingualism does not
come without its share of controversy. Some social and
individual problems continue to be falsely attributed to
bilingualism. For example, bilingualism is sometimes
blamed when young bilinguals exhibit language or per-
sonality problems. However, these “problems” tend to
be temporary and/or related to broader issues of lan-
guage attitudes and monolingual perspectives to lan-
guage development. Another, equally complex issue is
the question of identity. Identity is not a problem for
many bilingual individuals, who either navigate both
languages and cultures effectively or who identify
more closely with one language and culture while still
valuing and using the other. But some bilinguals (e.g.,
immigrants) feel the pressure to assimilate and identify
with the new country exclusively. This may mean los-
ing the identity of their native country and, possibly,
the native language. Again, this “problem” is associ-
ated more with monolingual perspectives of bilingual-
ism (where monolingualism represents the natural or
normal case of language development, and only one
language and culture, usually the majority or main-
stream one, must take precedence) than with bilingual-
ism itself. Like bilingualism, identities change and
evolve over time, with varying experiences, interac-
tions, and collaborations within and outside a language
and cultural group.

The Development of Bilingualism

Given sufficient motivation and opportunity, all nor-
mally developing individuals can learn more than one
language. The development of bilingualism in children
can occur in various ways. Simultaneous or infant
bilingualism refers to a child acquiring two languages
at the same time from birth, or at least from a very
young age. Simultaneous acquisition is often associated
with the “one person, one language” principle. Other
children hear one language in the home from birth
and come into contact with another language later,
in the neighborhood, wider community, or school, or
as a result of immigration to a new country. This is
termed consecutive or sequential bilingualism. Age 3
is generally regarded as an approximate borderline
between simultaneous and sequential bilingualism.
There is a large literature on the specifics of childhood
bilingual and second-language acquisition, including
both natural acquisition conditions and those that occur
formally at school. The following section provides an
overview of the developmental issues surrounding
simultaneous and sequential bilingualism in children.

Simultaneous Bilingualism

Bilingual acquisition is a common and normal
childhood experience. It is estimated that two thirds
of the world’s children grow up in a bilingual envi-
ronment. Perhaps the most important insight gained
from studies on child bilingualism over the past 25
years is that simultaneous acquisition of two or more
languages can be characterized as an instance of mul-
tiple first-language acquisition. That is, the develop-
ment of each of the bilingual’s languages proceeds in
the same way and leads to the same kind of grammat-
ical competence as in monolingual children. Until
recently, it was thought that early bilingual develop-
ment occurred in three stages, moving from mixing
the two languages to partial and eventually full lan-
guage separation. But this framework turned out not
to capture the typical developmental pattern of infant
bilingualism. Recent research has demonstrated that
children as young as 2 separate rather than mix their
languages and acquire multiple grammars separately
and autonomously.

Children who are learning two or more languages
from birth follow the same general pattern as children
who are learning one. For bilinguals and monolin-
guals alike, language acquisition begins at birth or
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perhaps even before. During the first year, children
pass through several important stages in their lan-
guage development. Like their monolingual counter-
parts, bilingually developing babies engage in
different types of vocal play, like cooing and
babbling, within this first year through which they
learn to coordinate their muscles and try out different
sounds. At about 1 year, bilingually developing chil-
dren assemble a vocabulary comprising elements from
both languages. Type, quality, and amount of expo-
sure to each language influence which words and
concepts are learned in which language(s), as well as
the developing grammar of each language. By about
18 months, many children begin to string two words
together to make phrases. From then on, their utter-
ances develop and progressively become more com-
plex. As children learn about the boundaries of words
and express themselves with the vocabulary available
to them during this stage, they might overextend or
underextend the meaning of words, as well as use ele-
ments from both languages. This elementary form of
codeswitching represents children’s practical and pur-
poseful attempts to express themselves and is not an
indication of language confusion. Codeswitching at
this stage may also occur when a phrase or word is
simpler or is easier to pronounce in the other lan-
guage. Another phenomenon of early bilingual devel-
opment is the creation of language boundaries. The
bilingual child learns to associate each of his lan-
guages with certain individuals, contexts, and/or situa-
tions. In these early years, bilingual children, like
their monolingual counterparts, are learning at a tre-
mendous rate, experimenting with language and defin-
ing and refining usage. Amazingly, within the same
time frame as it takes monolingual children to learn
one language, bilingual children learn two languages
and become adept at using them in socially diverse
and appropriate ways.

Sequential Bilingualism

Childhood Sequential Bilingualism. As with simulta-
neous bilingualism, there are a variety of routes to
childhood consecutive or sequential bilingualism.
Some children learn the language of the home first
and then become exposed to a second language in the
community or when they enter school. Other children
learn a second language as a result of immigration.
Sequential bilingual development in children is very
similar to simultaneous acquisition of two languages

if learning takes place in a natural environment (as
opposed to formal or classroom language learning).
Single phrases and set phrases are developed initially;
children concentrate on simple grammatical construc-
tions, over- and underextend vocabulary and gram-
mar, and mix structures from their two languages as
they attempt to make sense of, apply, and navigate
their developing bilingual repertoire.

A child’s second-language development depends
on many factors, including the amount and quality of
exposure to each of his or her languages at home, in
school, in the community, and so forth. If the child’s
contact with one of the languages is minimal, it will
affect that child’s opportunities to use the language,
which in turn influences eventual attainment of, and
proficiency in, that language. Although a child can
learn a second language at any age, it is important
that the introduction of a second language not come
at the expense of the native language. For example,
an immigrant child to the United States who enrolls
in an English-only educational program upon arrival
will, in effect, be taught in an unintelligible language.
In such subtractive situations, the child’s native lan-
guage skills may not continue to develop properly,
and the child may struggle to attain the necessary
second-language skills to cope in the classroom and
compete with native language speakers. Thus, the
development of both languages is affected.

Current research suggests that children from
minority language backgrounds succeed better when
they are taught through their native language while
gradually acquiring the majority language. In this
way, the native language is built upon and serves as
the foundation for future learning. The process of lan-
guage acquisition is a long and complex one; children
who are acquiring a new language while also learning
grade-level academic concepts and skills benefit from
developmentally, culturally, and linguistically appro-
priate and supportive instruction, including the contin-
ued development of their native language.

Adult Second-Language Acquisition. Adults, like
children, develop bilingualism in different ways, con-
texts, and under different circumstances. In summariz-
ing a framework of second-language acquisition, Rod
Ellis suggests that there are five interrelated factors
affecting the acquisition of a second language: situa-
tional factors, input, learner differences, learner pro-
cesses, and linguistic output. Situational factors refer
to the environment of linguistic interactions (e.g.,
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classroom context, formal situation, naturalistic set-
ting), the relationship of the interlocutors, and the
topic of the conversation. Factors related to linguistic
input concern the type of second-language input
received (and its comprehensibility) when listening
or reading in a second language. Individual learner
differences include aptitude, cognitive style, learning
strategies, personality variables, and age. Learner
processes refer to those learning strategies through
which learners consciously and subconsciously process
second-language input, as well as production and com-
munication strategies. Finally, second-language output
relates to opportunities to engage in meaningful oral
and written exchanges with other language users.

Age is a much debated theme in second-language
acquisition and development and thus deserves special
attention here. Although important questions still
remain unanswered, the evidence gathered so far sug-
gests that the human language capacity is subject
to maturational changes. Traditionally, the period
between 2 years of age and puberty was regarded as
the critical period for the development of first and
additional languages, although more recent reviews of
the research have largely discredited this notion. The
concept of a critical period of language development
does not mean that language acquisition is not possible
beyond the critical period; rather, it suggests that older
language learners resort to other cognitive capacities to
develop a knowledge system about a new language. In
fact, studies have shown that older children and adults
can learn a language more quickly and efficiently than
younger children can, because their cognitive skills are
more developed and they have a more mature linguis-
tic system to build on. However, it does appear that
there are advantageous periods for second-language
acquisition. One area that may be affected by age is
pronunciation. Some studies have demonstrated that
native-like pronunciation might be more difficult to
attain for languages acquired after puberty, whereas
others suggest that the ability to pronounce a second
language in a native-like way is not necessarily lost in
adulthood. It may be that pronunciation problems of
older second-language learners are attributable to diffi-
culty of access to the target language rather than to an
outright loss of the relevant underlying capacity to
learn additional languages. Although it continues to be
a constant source of controversy, the critical period
concept has been a valuable construct in the investiga-
tion of second-language acquisition across different
age groups.

conclusion

Bilingualism continues to thrive in a world economy
with increased ease of international communications.
Although an exact definition of who is or is not bilin-
gual remains elusive and ultimately impossible, the
concept of bilingualism has broadened thanks to the
growing research base on the topic. Much has been
learned about the complex social, psychological, cul-
tural, and linguistic factors and processes associated
with becoming and being bilingual. Perhaps most
importantly, it has been learned that bilingualism is
a common, natural, and dynamic phenomenon that
will continue to intrigue researchers and the general
public alike for years to come.

Mileidis Gort
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BLoom’s TAXONOMY OF
EpucATiIONAL OBJECTIVES

Bloom’s Taxonomy is an educational classic. Its for-
mal title is Taxonomy of Educational Objectives. The
Classification of Educational Goals. Handbook I:
Cognitive Domain. A committee of college and uni-
versity examiners wrote the book, which was edited
by Benjamin S. Bloom and published in 1956.
Bloom’s Taxonomy offered a classification system for
educational goals that could be used in the construc-
tion of test items and in the formulation of instruc-
tional objectives.

The volume presents six categories of educational
objectives:

1. Knowledge
. Comprehension

. Application

2
3
4. Analysis
5. Synthesis
6

. Evaluation

Bloom presents sample test items that assess
instructional objectives associated with each category
of educational objectives along with specific examples
of instructional objectives associated with each of the
six categories of cognitive objectives.

To Bloom, knowledge is defined as “those beha-
viors and test situations, which emphasize the
remembering, either by recognition or recall, of ideas,
material, or phenomena” (Bloom, 1956, p. 62). Recog-
nition test items tend to be easier than comparable
recall test items, because recognition test items tend to
provide incorrect answers along with correct answers
(e.g., as with multiple-choice test items). Recall items
tend not to provide any answers at all, as the test-taker
provides the correct answers to the items.

Bloom clearly acknowledged various forms of
knowledge that varied in level of abstractness, from
concrete facts to theories and abstract structures. First,

there is knowledge of specifics, including terminology
and specific facts. Second, there is knowledge of ways
and means of dealing with specifics, including con-
ventions, trends and sequences, classifications and
categories, criteria, and methodology, Third, there is
knowledge of the universals and abstractions in a field,
including (a) principles and generalizations and (b) the-
ories and structures. An example of a knowledge
objective is “to know the state where New York City
is located.”

The second category of educational objectives is
comprehension, which comprises three types of behav-
ior. The first type is translation, which means to trans-
form a communication that is in one form (e.g.,
a statement in a language, such as English) into a com-
parable communication that is in another form (e.g., an
equivalent statement in a language, such as Spanish).
An example of a translation objective is “to graph on
graph paper the equation x*>+4y?>=9.” The second
type of comprehension behavior is interpretation,
which means to formulate a restatement of a communi-
cation into another communication. An example of
an interpretation objective is “to summarize a short
story.” The third type of comprehension behavior is
extrapolation, which means to make a prediction or to
infer an implication or a consequence from a consider-
ation of some statement or communication. An exam-
ple of an extrapolation objective is “to predict the
consequences of implementing a policy of free college
tuition for all legal residents.”

The third category of educational objectives is
application. Application refers to using a rule, a princi-
ple, or a concept to solve a problem. An example of
an application objective is “to solve a distance prob-
lem with the use of the Pythagorean theorem.”

The fourth category of educational objectives is
analysis. To Bloom, analysis is “the breakdown of
the material into its constituent parts and detection of
the relationships of the parts and of the way they are
organized” (Bloom, 1956, p. 144). There are three
types of analysis behaviors. The first type is the analy-
sis of elements, which refers to breaking down a com-
munication into its constituent parts and identifying
the elements of the communication. The second type
is the analysis of relationships, which refers to deter-
mining the relationships among the elements in a
communication. The third type is the analysis of
organizational elements, which refers to inferring the
organizational principles underlying a communication
(e.g., the author’s purpose, point of view, or attitude).
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An example of an analysis objective is “to infer the
view of technology of Mary Shelley in her classic
novel Frankenstein.”

The fifth category of educational objectives is syn-
thesis. To Bloom, synthesis is “putting together of
elements and parts so as to form a whole” (Bloom,
1956, p. 162). Synthesis may be viewed as the com-
plement to, and opposite of, analysis.

The products of synthesis behavior fall into three
classes: (1) a unique communication, such as a poem
or a short story; (2) a plan or proposed set of opera-
tions, such as a recipe for how to make use of green
pepper slices and pomegranate berries in the same
dish; and (3) a set of abstract relations, such as a set
of principles for living that interrelate health, a high
quality of life, and a limited budget. An example of
a synthesis behavior is “to prove the Pythagorean
theorem.”

The sixth and final category of educational objec-
tives is evaluation. To Bloom, evaluation is “defined
as the making of judgments about the value, for some
purpose, of ideas, works, solutions, methods, material,
etc. It involves the use of criteria as well as standards
for appraising the extent to which particulars are accu-
rate, effective, economical, or satisfying” (Bloom,
1956, p. 185). The judgments involved in evaluation
are based on internal evidence or external criteria.
The evaluation of material based on internal evi-
dence addresses features such as ‘““logical accuracy,
consistency, and other internal criteria” (Bloom,
1956, p. 188). The evaluation of material based on
external criteria makes use of criteria formulated by
experts in disciplines or models of excellence in dis-
ciplines. An example of an evaluation instructional
objective is ‘“to evaluate critically the view of immi-
gration policy suggested in a newspaper editorial.”

Knowledge and comprehension are lower-level cog-
nitive objectives, and application, analysis, synthesis,
and evaluation are higher-level cognitive objectives.
These cognitive objectives form a hierarchy, with
knowledge being the objective prerequisite to all other
cognitive objectives and evaluation being the objective
to which all other cognitive objectives are prerequisite.

Bloom’s Taxonomy has informed the writing of
achievement test items and the design of instruc-
tional programs for decades. It has also inspired sub-
sequent commentaries such as volumes by Lorin W.
Anderson and Lauren A. Sosniak, Anderson and David
Krathwohl, and Robert Marzano and Thomas Guskey.
Bloom’s Taxonomy will likely continue to inform

educational practice and research in educational
psychology.

William M. Bart
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BRAIN-RELEVANT EDUCATION

Brain-relevant education refers to a relatively new
perspective on learning influenced by an abundance
of new data emerging from the study of the brain.
The term itself—brain-relevant education, sometimes
referred to as brain-based learning—garners criticism
by some, who contend that all education relates to, or
is based in, the brain. From this perspective, the term
may seem pretentious or irrelevant. To others, how-
ever, and perhaps the majority, brain-relevant educa-
tion connotes a biological approach to learning. This
contrasts with a more traditional position favoring
psychological or behavioral emphases.

Other synonymous terms include education-related
brain science, educational brain science, and educa-
tional neuroscience. Each draws attention to how the
brain learns but with particular focus on the biology of
learning. This entry uses these terms interchangeably.

Still other similar terms—neuropsychology and bio-
logical psychology—relate neuroscience with psychol-
ogy more specifically. These subsets of psychology
also deal with behavioral oddities and complications
resulting from abnormalities in brain structure and
function as well as conditioned responses.



112 Brain-Relevant Education

The following sections provide a metaview on
evolving interest in brain study, relevance of brain
science to education, historical background, pertinent
philosophical context, themes emerging from brain-
relevant education, and pedagogical implications issu-
ing from studies of the brain.

Focus on the Brain

Proclaimed as the decade of the brain by the U.S. gov-
ernment, the 1990s played a significant role in drawing
attention to the science of cognition. New technology
allowed study of the brain in ways not available or
practical previously. This technology now makes it
possible to see the brain as it functions—an advantage
not available in earlier years when study of the human
brain was limited to cadaver dissection, on the one
hand, and speculation based on interpretation of behav-
ior, on the other.

Methods now commonly used to study live brain
anatomy and function include the following tech-
niques and technologies as described by James Kalat.

Imaging of Brain Structure

Computerized Axial Tomography
(CT or CAT scan)

In this technique dye injected into the bloodstream
creates viewable contrast as x-rays pass through the
brain during the scanning process. Resulting photo-
graphs can depict structural abnormalities. As this
technique utilizes dye injection for contrast, it is clas-
sified as invasive.

Magnetic Resonance Imaging (MRD

This technique applies a strong magnetic field—
25,000 times stronger than Earth’s magnetic field—in
short, repetitive, staccato-like spurts as the subject
being imaged passes through a circular tube. Atoms
respond to the on—off spurts of magnetism in ways
that allow the technology to create images of struc-
tures in the brain.

Imaging of Brain Structure and Activity
Electroencephalography (EEG)

By placing electrodes at various locations on the
scalp, this technology records electrical activity
within the brain. Physicians often provide a sensory

stimulus—termed evoked potentials or evoked
responses—to record differences in brain function
as a result of the stimulation. This imaging provides
approximate location of activity—within about
a centimeter of space.

Magnetoencephalography (MEG)

Though similar to EEG, this technique differs in
that it measures magnetic fields produced faintly in
brain function. This process allows the advantage of
observing a given effect in the brain as it travels—
somewhat as a wave does on water.

Positron-Emission Tomography (PET)

This technique offers the advantage of high-
definition imaging with the added feature of showing
hotspots of activity in a live brain. This technique is
more invasive that some other brain imaging technolo-
gies because it involves injecting chemicals containing
radioactive atoms. This fact imposes limitations on the
frequency of using this procedure.

Functional Magnetic
Resonance Imaging (fMRI)

Similar to MRI, this technique differs in that it
detects brain activity based on the presence of oxygen
carried by hemoglobin. Both structural and functional
imaging result from this procedure.

Fascination with the brain continues well beyond
the initial interest stimulated by data revealed with
these revolutionary imaging techniques. This is evi-
denced in how often major news media feature books,
articles, and information on the brain. As indicated by
attendance at professional conference sessions on the
brain and learning and sales of books on this topic,
the brain also intrigues educators.

A Question of Brain
Relevance in Education

This barrage of brain-related information offers valu-
able data on the structure and function of the brain.
But, is this information relevant to educational practice?
Some question the legitimacy of linking brain science
to education. John T. Bruer, president of the James S.
McDonnell Foundation, is one such individual. The
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span between brain science and education requires “a
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bridge too far,” he suggests. Bruer bases this judgment
on the risk of inappropriate application of information.
A little knowledge about a highly complex organ can
easily be oversimplified or misused, especially in the
current climate of eagerness and intrigue with the brain.

Others assume a different stance, however. They
argue that of all professions, teachers shape brains
more significantly than does any other profession.
This shaping of the future, they contend, merits legiti-
macy for teachers to better understand the organ they
purposefully influence. Accordingly, many books and
much focus on translating neuroscience for educators
now exist to guide teachers.

One example is the work of Case Western Reserve
University’s James Zull. In his book The Art of
Changing the Brain: Enriching the Practice of Teach-
ing by Exploring the Biology of Learning, Zull
explains how neural plasticity—the brain’s ability to
change and grow with experience—is directly influ-
enced by the quality of what goes on in the classroom.
He illustrates how the dendrites of neuron cells in the
brain show growth after just 15 minutes of cognitive
stimulation. Zull links brain processing to learning
theory and further substantiates the need for teachers
to gain an understanding of the science of cognition.

A metaview such as Zull’s aids in constructing
a base of knowledge to promote appropriate applica-
tions of science to education. Yet, an inherent question
merits consideration: Who determines which authors
are reputable for providing guidance and relating this
type of information to classroom practice?

The absence of brain science curricula in teacher
education creates possibilities for “educational huck-
sters” to capitalize on this lack of knowledge, accord-
ing to Robert Sylwester. Early in the emergence of
educational brain science focus, Sylwester, one of the
first university professors to provide teacher guidance
in this area, drew attention to the need for scholarly
focus on education-related brain science.

Citing previous vulnerability to “pseudoscientific
fads, generalizations, and programs,” such as right
brain/left brain focus that exaggerated the conclusions
of research findings, Sylwester cautioned against
potential misuse of scientific data. Without sufficient
training of teachers to prudently align brain science
with classroom practice, he warned, the general public
may become as well or better informed on this topic
than are teachers themselves.

In spite of this and similar counsel, teacher educa-
tion programs have not readily moved to include

brain-relevant curricula in teacher training. A major
reason for this is the lack of instructors trained to
appropriately merge brain science with education.
The next section describes progress toward this goal.

Historical Background
University of California, Berkeley

Marian Diamond, from the University of California,
Berkeley (UCB), was one of the first pioneers in
merging brain science with education. Though
a teaching professor at UCB, Diamond is primarily
a scientist—a world-renowned neuroanatomist—
more than a trained educator. Even so, in the early
1980s at UCB’s Lawrence Hall of Science, she and
colleagues developed a massive interactive museum
display on the brain to educate students and teachers.
Busloads of children from California and beyond
traveled to this site to learn more about the most
complex entity in the universe—the human brain. To
further extend this educational support, Diamond and
Janet Hopson later wrote a book titled Magic Trees
of the Mind: How to Nurture Your Child’s Intelli-
gence, Creativity, and Healthy Emotions From Birth
Through Adolescence.

Association for Supervision
and Curriculum Development

Influence of Diamond and others, along with
technological advances in neuroscience, continued to
make knowledge about the brain more comprehensi-
ble to the general public. Subsequently, both high
interest in brain science and a perceived need to relate
this new information to classroom practice provided
impetus for new direction in professional develop-
ment for education. The Association for Supervision
and Curriculum Development (ASCD), a professional
organization for teachers and school administrators,
turned its attention to the brain and learning.

At ASCD conventions, sessions on education and
the brain soared in popularity. In response, ASCD
published related books. One of their first publications
was Renate Caine and Geoffrey Caine’s Making Con-
nections: Teaching and the Human Brain, published
in 1991. About 6 years later, another of ASCD’s pub-
lished books became a bestseller and remained so for
many years—Eric Jensen’s Teaching With the Brain
in Mind. This book maintained a high profile of
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popularity with K—12 teachers because it made infor-
mation about the brain understandable for those with
little background in neuroscience. Others, however,
responded less enthusiastically to this book and drew
attention to its lack of research references supporting
claims and inferences. Still, this book played a seminal
role in informing teachers about basic concepts of
brain science and providing ideas for creating brain-
friendly classrooms.

Learning Brain Expo

Keen to the urgency and need for more informa-
tion for classroom practice, Jensen produced other
books, provided intensive teacher training sessions,
and organized professional conventions called Learn-
ing Brain Expo. These 4-day conferences in various
locations throughout the United States and beyond
continue to attract teachers’ attention today. Featuring
presentations by scholarly researchers as well as
effective classroom practitioners, the conferences
focus on classroom efficacy.

Harvard University's
Graduate School of Education

About the same time Jensen’s efforts gained popu-
larity among educators, Harvard University’s Gradu-
ate School of Education (HUGSE) began a program
called Mind, Brain and Education (MBE). To extend
the mission of this initiative, HUGSE invited key
individuals—from national and international institutes
of higher education—to meet at Harvard in groups of
70 for week-long sessions during the summer season.
These interactive, collaborative meetings not only
provided a certain degree of calibration for educator
emphasis on brain science but also spawned a network
of professionals to actively promote this focus in
teacher training both in North America and abroad.
This endeavor heavily emphasized a scholarly, theo-
retical, and research-based approach to education-
related brain science.

Learning and the Brain Conferences

Carrying forward a scholarly emphasis, Learning
and the Brain conferences developed as a joint ven-
ture between Public Information Resources, Inc., the
Kosik Neurobiology Lab at Harvard Medical School
(now at the University of California, Santa Barbara),

and the MBE program at HUGSE. These conferences
feature a distinguished faculty of professors, neuro-
scientists, and researchers who offer dynamic perspec-
tives on the brain and learning. This venture also
provides member benefits in an organization called
the Learning and the Brain Society.

Whereas the Jensen Learning Brain Expos tended
to be located on the West Coast of the United States,
the Harvard collaboration focused on East Coast
offerings—in the Boston/Cambridge, Massachusetts,
area or at the National Institutes of Health in the
Washington, D.C., area. Currently, both of these con-
ferences convene on both coasts of the United States
and beyond.

International Mind,
Brain and Education Society

Another professional society also spawned from
this Harvard collaboration. Kurt Fischer and Marc
Schwartz, along with others affiliated with the
HUGSE’s MBE program, formalized their affiliations
by establishing the International Mind, Brain and
Education Society (IMBES). Aimed at promoting
research and scholarly dialogue, this organization
offers a refereed journal and newsletter, book reviews,
conferences, and other member benefits.

A metaview on brain-relevant education suggests
that a tension exists between those whose main
focus is research/psychology/learning theory and
those who emphasize practical aspects of educa-
tional brain science. On the premise that dis-
equilibration is vital in warding off rigidity and
stasis—not just in biology, but in education as
well—this tension between theory and practice pro-
vides benefit in promoting active dialogue and for-
ward progress. The next section offers additional
rationale for this perspective.

Philosophical Metaperspective

Many voices speak about the brain and learning—
from macro- and micro-levels of interpretation and
from holistic perspective. Philosophical tensions have
much to do with what these voices say.

Macro-intersystemic voices tend to describe brain
activity as a phenomenon of its environment. They
speak of inferred brain activity based on observable
evidence of brain activity in behavior and brain mal-
function, movement, and language.
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Metacognition and abstract analysis typify this per-
spective on the brain. Proponents of this perspective
often describe the brain in cause-and-effect terms and
metaphoric analogies such as computer hardware and
software. Voices in this category tend to be those of
cognitive psychologists, linguists, physical anthropol-
ogists, philosophers, artificial intelligence experts, and
neuropsychologists.

On the other hand, micro-intrasystemic voices
reflect on the brain by studying brain activity from
within the human unit. They describe cells, mole-
cules, amino acids, neurochemicals, and smaller cellu-
lar systems within more complex systems. This
perspective focuses heavily on quantification or mea-
surement of brain activity. Voices in this category
tend to be those of neuroscientists, neuroanatomists,
neurophysiologists, and neurochemists.

The graphic in Figure 1 depicts the educator’s rela-
tionship to these two categories of specialists.

Voices on the Brain

Cognitive Psychologists
Linguists
Physical Anthropologists
Philosophers
Artificial Intelligence Experts

|

Educators ———>
F@

Neuroscientists
Neuroanatomists
Neurophysiologists
Neurochemists

<«—— Educators

Typically, educators are not trained as specialists
in behavioral or biological sciences. Yet, societal pres-
sures call for more focus on the brain in education—or
the science of education. To date, however, state and
federal departments of education have not taken action
to infuse teacher training with this burgeoning body of
new information.

Reductionist Versus Constructivist

Added to this lack of professional training is
another layer of involvement—one implied previously
in regard to the tension between two foci: theory/
research and classroom practice. Much of the tension
here results from two varying perspectives—one
favoring a reduced, fragmented, controlled, linear,
measurable emphasis and the other honoring a holistic,
qualitative, naturally represented reality. Though sel-
dom articulated, this tension is strong in the realm of
education-related brain science.

A Newtonian—Cartesian mind-set—the
philosophical perspective that tends to
admit to reality only measurable evidence
that has undergone the process of reduc-
tionistic examination—continues to be
the heavyweight champion today in the
sciences and in educational psychology
and philosophy. The No Child Left Behind
(NCLB) initiative demonstrates the strength
of this influence. Before NCLB, construc-
tivist processing and learning commanded
a respectable position in bureaucratic func-
tion. However, NCLB quickly returned the
pendulum’s swing to a more controlled
and quantitative position on assessment and
instruction.

This position promotes the value of
direct instruction and controlled curricula,
as opposed to nurturing creativity and
allowing the student to share the role of the
teacher and to be in charge of his or her
own learning at least some of the time.
According to Zull, movement is cognition
expressed, and that movement is most
meaningful cognitively when it stems from
intrinsic drive—a personal desire from within

Figure 1 Voices on the Brain

Source: Copyright 2001 Linda Bryant Caviness. No duplication without permission.

Note: This graph depicts varying perspectives on the brain.

to learn.

Proponents of brain-relevant education
recognize the value of both quantitative
and qualitative perspectives in research to
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better understand the brain and learning. They value
behaviorist and constructivist contexts. Too much
weight on either of these dualistic positions diminishes
valuable tension that prevents debilitating stasis. This
same need for equalized tension represents itself in the
following relationships with regard to the brain and
learning:

Nature Versus Nurture

Passive Reflection Versus Active Processing
Extrinsic Drive Versus Intrinsic Motivation

Concrete Thought Versus Abstract Thought
Skills Versus Creativity

Objectivity Versus Subjectivity

Control Versus Freedom

Specialization Versus Holism

Education-Related
Brain Science Themes

A conclusive finding in the study of the brain reveals
that the brain functions symbiotically. Linear proces-
sing certainly occurs throughout the brain, but many of
these linear processes happen simultaneously. Inter-
connectivity defines brain function.

This principle reveals itself in themes surfacing
in brain-relevant education. These emerging themes
suggest that learning is best facilitated with holistic
nurture that equally honors mental, physical, and
emotional/social/spiritual stimulation. These themes
include, but are not limited to, the following:

Body and Mind. Body and mind are integrally related
in all life processes, including the ability to learn, and
the heart is surfacing as a significant player in this
dynamic relationship.

Senses. Learning is a multisensorial, integrated pro-
cess, which involves the body and brain, not just the
brain alone.

Exercise and Movement. Physical exercise and move-
ment empower learning by promoting oxygen
exchange and vitalization of various physiological
processes.

Health Habits. Health habits (nutrition, fresh air, sun-
shine, exercise, water intake, rest, low stress levels,
moderation, and regularity) profoundly influence the
brain, its development, and its ability to learn.

Emotions and Neurochemistry. Emotions and neuro-
chemistry facilitate and transact mental processes and

bodily functions as they aid information transfer and cre-
ate mental states through repetitious disequilibrations—
moving from balance to imbalance repeatedly by means
of electrochemical exchange.

Music and the Arts. Music and the arts facilitate brain
development and maintenance through highly integra-
tive stimulation.

Attention. The brain’s attention—how it is gained and
maintained—is driven by sensorial intake, physiologi-
cal factors, levels of motivation, memories, and degree
of novelty perceived in relation to prior knowledge.

Social Influences. Sensory input from community and
environment promotes brain development and stimu-
lates the expression of genetic proclivity.

Plasticity and Enrichment. Areas of the brain are plas-
tic and capable of changing or growing with varying
levels of nurture and environmental influence.

Stages of Development. Brain development stages
create optimal times—often referred to as critical
periods—for particular learning opportunities.

Language. Language shapes the brain, thinking, and
culture.

Making Meaning. Learning involves making connec-
tions within complex neural and chemical networks,
and relating new knowledge to prior knowledge is how
the brain constructs meaning.

Individualism. The learner is a complex, unique indi-
vidual, and each brain is uniquely different and
functional.

Motivation. When intrinsic motivation drives the
learner, the brain can and does create its own rewards;
however, though extrinsic motivation tends to promote
skills development, it can lessen creativity if the brain
is not allowed also to be in charge of its own learning.

Memory. Rather than being a discrete, singular skill in
a particular area of the brain, memory is a process sub-
ject to constant neurochemical change as a result of
changing stimuli and emotional states; furthermore,
memory can develop in various locations and organs
within the brain and body.

Theme Connectivity

Figure 2 illustrates further the symbiotic nature
of brain function as mentioned previously. Placing
each of the themes (listed previously) around the
exterior of a circle and drawing lines from each
theme to other connected themes demonstrates
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Figure 2  Theme Connectivity

integral connectivity—much like the dynamic con-
nectivity now known to exist among cells, systems,
and subsystems of the brain itself. This interrelated-
ness may provide insight for better understanding of
the importance of creating multidisciplinary and
integrated learning environments.

Holistic Brain Nurture

Throughout much of the professional literature on
brain-relevant education, writers reiterate a major con-
cept: The brain thrives with nurture that honors balance
among mental, physical, and social/emotional/spiritual
stimulation. Linda Bryant Caviness postulates that this
triad emphasis of mental, physical, and spiritual func-
tion actually defines the structure and physiological

operation of the brain and body and its constituent
parts in fractal-like fashion. Mental, physical, and spiri-
tual functions together constitute a whole. To separate
out one aspect of the human wholeness as more impor-
tant than others disregards the integrity that defines the
human brain and distinguishes it above other animal
forms.

Traditionally, however, education has favored empha-
sis on mental nurture. Schools and school systems often
cut physical education and the arts first when budgets
undergo cost reduction. Though education often claims
to honor holistic mental, physical, and spiritual nurtur-
ing, in actuality a philosophical perspective that favors
reduced, fragmented, linear conceptualization drives the
decisions that shape pedagogical practice. Brain-relevant
education exposes this dualistic reality.
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The science of heart-brain connections now
contributes to brain-relevant education. This research
reveals an intimate relationship between heart and
brain. Now described as a sensory organ with a little
brain of its own, the heart significantly influences the
quality of cognition. Recognizing the need to better
understand this dynamic relationship, Ohio’s Cleve-
land Clinic recently received $17.3 million to estab-
lish the Earl and Doris Bakken Heart-Brain Research
Institute. These new data further contribute to the
importance of education that is holistic.

Brain-Friendly
Teaching and Learning

Howard Gardner’s multiple intelligences, Daniel
Goleman’s emotional intelligence, Mihalyi Csikszent-
mihalyi’s flow concept, and others all contribute to
current knowledge about teaching and learning. Edu-
cators in the classroom, however, seek a particular
model or schema to guide them while under the pres-
sure of classroom practice. They desire a plan that
combines the advantages of multiple learning theories
as well as the knowledge gained from study of the
brain.

One model that closely matches these expectations
is Bernice McCarthy’s 4MAT model for teaching and
learning. This easy-to-remember plan is designed to
honor three major tensions: active and passive proces-
sing, concrete and abstract conceptualization, and
extrinsic and intrinsic motivation. Four major steps
help teachers hold themselves accountable in respect-
ing brain-friendly learning.

Step 1 helps students connect with prior knowledge
and to examine what they already know or don’t
know. Here, the teacher engages student interest by
fostering curiosity.

Step 2 provides opportunity for teachers to model
and define the new concept didactically. Visual aids,
demonstrations, and textual exposure help to intro-
duce this content.

Step 3 allows students to physically experiment
with the new concept under teacher guidance. This
prevents internalization of erroneous information.
This step also provides time for students to begin to
extend the new concept to their own context.

Step 4 encourages students to refine their extended
application through peer feedback before they teach
their creative extension to others. As teachers swap

roles with the students, they can easily determine how
well students internalized the new concept.

McCarthy’s model aligns well with Zull’s explana-
tion of how information is processed throughout the
brain. Sensory data travel from brain stem to limbic
area and on to the cortex. In the cortex of the brain,
where conscious thought or higher order thinking
takes place, information moves from sensory integra-
tion to conceptual integration and finally to motor
integration. Similarly, McCarthy’s model connects with
the student’s context socially/emotionally/spiritually,
then promotes new conceptualization, and finally
involves the student physically and creatively in real-life
applications.

Knowledge about teaching and learning continues
to develop. Brain-relevant education has only begun
to add to the base of knowledge accumulated over
many years of focus on behavior. In good faith it will
continue to expand our understanding of human
potential and the challenge of its nurture.

Linda Bryant Caviness

See also Malnutrition and Development; Maturation;
Neuroscience
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BuLLYING

Bullying can be defined as consistent, purposeful neg-
ative behavior that is directed toward another individ-
ual or the persistent abuse of power, which is
perpetrated by children and adolescents against their
more vulnerable peers. It can take many forms includ-
ing physical, verbal, and social aggression and is
a prevalent part of school life that can have serious,
detrimental effects on those who are involved. It can
also occur among adults in workplace settings.
Although girls and boys are equally likely to be
involved in bullying, girls are more likely than boys
to use social aggression. Bullies themselves are often
quick tempered and may target their victims simply
for fun or because they often have many witnesses,
including teachers, and can gain a great deal of status
from engaging in this type of behavior. This implicit
sanctioning of bullying helps to create an unsafe envi-
ronment. Intervention and prevention programs that
are targeted at the whole school are considered to be
the most effective in reducing levels of bullying.
Bullying includes physical aggression (e.g., hitting,
kicking, and aggressive gestures) and verbal aggression
(e.g., threats, insults, and mocking). Other forms of
social manipulation that are directed at undermining
the individual’s social standing (e.g., spreading dis-
tasteful rumors) can also constitute a form of bullying.
Bullying is distinguished from more general aggres-
sion by the nature of the relationship between the bully
(also referred to as the perpetrator) and the target (also
referred to as the victim). In this relationship, the bully
is usually seen as a more powerful individual or as part
of a more powerful group. The victim, in contrast, is

usually seen as weaker or different and hence vulnera-
ble. Power and vulnerability in this context does not
necessarily refer to physical strength but can refer to
a number of physical and personal attributes.

Bullying has most often been studied and consid-
ered within the school context, although recently there
has been interest in workplace bullying. Thus, the
issue of bullying is relevant to educational psycholo-
gists working in school and vocational settings. In the
school context, the educational psychologist has the
responsibility of ensuring that children are safe at
school and that bullying behavior is detected, reduced,
and prevented. Ensuring the safety of children and
young adults is important not only from a legal stand-
point but also from a humanist standpoint. According
to Abraham Maslow, two of our basic human needs
are safety and a sense of belonging or connection. If
an individual is threatened by a bully, then his or her
sense of safety can be undermined. Furthermore, vic-
tims of bullying are unlikely to feel connected to their
school, classroom, or peers. Without this sense of
belonging or connection, victims of bullying will have
difficulty focusing their attention on learning.

The educational psychologist can work with col-
leagues to ensure all personnel and students are aware
that bullying is unacceptable and are able to identify
and report instances of bullying. Part of the role of the
educational psychologist is to ensure a school climate
in which bullying is not acceptable. When bullying has
been detected or reported, the educational psychologist
can design interventions to stop bullying by interven-
ing directly on the behavior of both the bully and
victim. Strategies to prevent bullying can also be
designed and implemented at the whole school level.

A similar array of bullying behaviors that are seen
in schools and vocational settings are also found in
the workplace. However, workplace bullying often is
more subtle than the overt acts of aggression observed
in schools. For educational psychologists who are
working with organizations, a similar set of principles
should underpin their ability to intervene and prevent
this sort of behavior; a detailed account of workplace
bullying is beyond the scope of this entry, however.

It is important to distinguish bullying from other
types of negative or aggressive behavior that is directed
toward others. In addition to the power imbalance, bully-
ing, by definition, refers to behaviors that are inten-
tional, are persistent, and may involve an accumulation
of incidents. Although violent or hostile behavior is
similar to bullying, it can be a one-time event, and the
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victims may be randomly chosen. Bullying, in contrast,
is characterized by a persistent pattern of ongoing neg-
ative behavior directed at one or more specific targets
or victims.

Harassment and teasing are other terms that are
related to bullying. The former is often used with refer-
ence to sexual harassment; similar to other bullying
behavior, harassment frequently is an ongoing behavior
acted out against a particular target. When referring to
the school context, sexual harassment can be subsumed
under the heading of gender-based bullying. Teasing
refers to a broad range of behaviors. At one end of
the spectrum, teasing can be light-hearted banter
between friends; however, the nature of the relation-
ship between the individuals usually distinguishes teas-
ing from bullying. If there is a clear power differential,
the line between teasing and bullying can become
unclear, especially when the teasing is persistent, one-
way, and akin to mockery.

Forms of Bullying

The most obvious forms of bullying behavior are
those that involve physical aggression, which may be
minor or may lead to severe physical injuries or dis-
figurement. As with any sustained assault, bullying
may result in psychological trauma for the victim.
Other forms of bullying behavior may be verbal in
nature and can include name-calling, threats of physi-
cal aggression, and hostile teasing. Similar to physical
bullying, verbal bullying also has the potential to have
a negative psychological impact on the victim. The
final category of bullying behavior includes more
indirect forms that are designed to socially exclude
the victim or damage the individual’s social standing
by changing the peer group’s perception of the victim.
These forms of behavior may be overt and include
negative body language such as turning away, staring,
and eye rolling. They may also include verbal or writ-
ten comments that ostracize the individual from his or
her social world. This destructive social behavior
can include the manipulating friendship groups, pub-
licly sharing confidential information, or spreading
unpleasant rumors so that the individual is socially
excluded from his or her peers. Some aspects of this
later form of social aggression have also been referred
to as relational aggression.

It is important to note that often an individual may
be subjected to both overt and covert forms of bully-
ing, and the lines between the two types can become

blurred, particularly when the behavior is not physical.
Furthermore, if the bullying is covert, the perpetrator
may remain unknown to the victim; this situation can
result in further psychological trauma for the victim.

Bullying in Context

Physical and verbal bullying behavior can occur on
the playground, lunchroom, before and after school
(e.g., on the bus or near the school entrance), at school
camps, or during school excursions. For high school
students, the bullying may occur in hallways during
the transition between classes. Although bullying usu-
ally occurs out of the teacher’s sight, more subtle but
direct behaviors may occur within classrooms in front
of teachers. These behaviors may include social exclu-
sion and the use of negative body language or other
comments and actions. In the presence of the teacher
some of these may be disguised as “teasing” or as
“an accident” (e.g., tripping an individual, leaving
something unpleasant on a child’s seat).

Over the past decade, the nature of bullying has
begun to change with the increased use of technology.
For example, computers and the use of the Internet
are a common part of school life in most developed
countries. The use of Internet connections at home
and the increased use of mobile phones by children
and adolescents (including text-messaging) have
resulted in targets being more accessible to bullies
virtually 24 hours a day, 7 days a week. Not only are
victims more accessible now, but the perpetrators are
better able to remain anonymous. Whereas tradition-
ally an anonymous note or phone call would have
been the only option, perpetrators are now able to use
text messages and unidentifiable e-mail addresses to
ensure their anonymity.

Children Who Are Bullied

Victims of bullying are often cautious children who
appear vulnerable, anxious, and lacking in confidence.
Children also may be targeted simply because they are
new to a school or neighborhood, have few friends,
and are not obviously a part of any social group. In
addition, children may be targeted for any number of
seemingly innocuous reasons. For example, they may
be wearing the wrong clothes, be overweight, seem
weak, or be too tall or too short. Bullies may also focus
on an individual’s religious affiliation, ethnicity, race,
or socioeconomic status. Individuals may also be
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bullied because of their sexual orientation. However,
there is some evidence to suggest that the cultural and
social context will have a significant impact on the rel-
ative prevalence of bullying based on these factors.
Whether the abuse is directed at a particular individual
or not, oftentimes the climate or atmosphere of hostility
toward individuals who are GLBT (i.e., gay, lesbian,
bisexual, or transgendered) is likely to be apparent
within a class or school context because derogatory
terms can permeate the classroom language.

Gender-based bullying refers to bullying behavior
that is targeted toward an individual because of his or
her gender. Although this type of bullying has been
common in coeducational schools for some time, it is
only recently been considered as a form of bullying. It
can be directed at either girls or boys and may be
related to any aspect of the individual’s appearance,
interests, or behaviors that are counter to sex-role
expectations. For example, if a girl has a very short
haircut or if a boy wears a pastel shirt, each may
become a target of gender-based bullying. Also, if
a boy shows an interest in a nontraditional occupation,
such as dance, or a girl wants to participate in football,
each may be bullied about his or her choice. When the
bullying behavior has distinctive sexual overtones, it is
likely to be classified as a form of sexual harassment.
Although this type of bullying can occur to both boys
and girls at any stage of their development, it is more
likely to occur in adolescence and to girls who have
reached puberty earlier than their peers.

Another group of individuals who may be targeted
for bullying behavior are those who have some form
of disability, whether it is a physical disability, learn-
ing difficulty, intellectual disability, or social or emo-
tional disorder. Although the mainstreaming of all
individuals with disabilities has had many positive
outcomes and is considered, in most circumstances, to
be best practice, there have also been some costs. In
particular, individuals with disabilities may become
targets for bullying, particularly if the school or class-
room teacher has not engaged in any diversity training
or instruction. For some individuals, particularly those
who have intellectual disabilities, not only is their
ability to defend themselves limited but they are also
less likely to have any allies within the school.

According to a report commissioned by the Ameri-
can Medical Association, some of the strategies vic-
tims employ to cope with the bullying include
enduring the bullying, reporting the incident to school
personnel or a family member, seeking revenge,

retaliating, finding allies, or ignoring the bullying.
Often, however, the bullying goes unreported; less than
a quarter of bullying incidents are reported to an adult,
according to the American Medical Association.

Identifying Bullies

Although not all children engage in bullying behavior,
the typical bully is not easily distinguishable from
peers. That is, boys and girls from all socioeconomic
backgrounds, religious affiliations, cultures, sexual
orientations, and abilities have the potential to engage
in bullying behavior at some point in their lives. How-
ever, according to a report written by Dan Olweus
and colleagues, it appears that there are a number of
individual, peer, family, school, and community fac-
tors that contribute to the likelihood that a person will
engage in bullying behaviors. In particular, children
who are easily angered, are impulsive, view violence
in a positive way, and have low levels of empathy
toward others are at risk for bullying. Other risk fac-
tors include low levels of parental warmth, permissive
parenting, and harsh discipline. Within the school
environment, peers can play a significant role if they
have similar views to the child with regard to the
acceptance of violence. Furthermore, a school culture
that accepts bullying and fails to closely monitor chil-
dren’s behavior can also be a contributing factor. It is
the interaction of these factors that puts a child at risk
for engaging in bullying behavior.

There is also evidence to suggest that some individ-
uals may engage in the behavior because they lack
social skills. Their social inadequacy results in an
inability to form appropriate relationships with the peer
group. This deficit in effective social communication
can have numerous causes, including modeling from
the home environment, where they may witness bully-
ing behavior between siblings or parental figures. How-
ever, the social skills deficit model has been questioned
because bullies who engage in social aggression appear
to have fairly sophisticated understandings of social
behavior. Thus, it appears that a lack of social skills
may be associated with some but not all bullies.

Contrary to popular belief, bullies are not necessar-
ily social outcasts; in fact, most have friends at school
and are very much a part of their peer group. They
often have a healthy self-esteem and can at times be
part of the “popular” crowd. Although this seems
somewhat counterintuitive, given that popular chil-
dren have traditionally been considered friendly,
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cooperative, and well liked, recent research in the
field of peer relations has highlighted that there is
a subset of popular individuals who are “popular but
not well liked.” That is, other members of the peer
group may hold these popular individuals in high
regard, but they also may recognize that these individ-
uals may be very socially aggressive so they do not
necessarily make desirable friends. For a small subset
of bullies, the cycle of victimization is continuous
because they are also victims of bullying. These
bully-victims are often quick tempered and try to
retaliate in a violent way and may then, in turn, bully
younger or weaker children. Similar to victims, bully-
victims are also at a high risk for internalizing disor-
ders such as anxiety and depression.

Reasons for Bullying

According to Ken Rigby there have been numerous
reasons put forth as to why some children and adoles-
cents engage in bullying behavior, including for fun,
for revenge, or because of peer group pressure. The
notion that bullying behavior is enjoyable has some
support in operant theory, which suggests that bullies
engage in this behavior because it is rewarding. The
behavior might also be shaped and maintained because
of the consequences of bullying. That is, bullies are
positively reinforced for their behavior because they
find it enjoyable or they are able to gain tangible
objects (e.g., money, food, or other desirable items the
target may be forced to relinquish). Furthermore, bul-
lies may gain positive reinforcement in the form of
attention from their peers, with the possible increase in
status within the peer group. It is also possible that bul-
lies may receive some personal satisfaction in intimi-
dating another individual, as it makes them feel more
powerful, particularly if they feel powerless or inade-
quate in other areas of their school or home life. Thus,
bullies may engage in the behavior to alleviate bore-
dom, to entertain themselves, or to distract themselves
from the more serious and difficult task of schoolwork.

The notion that some children bully because of
peer pressure or to entertain their peers highlights that
bystanders or witnesses can play a significant part in
bullying. Witnesses fall into a number of categories
of involvement, including those who (a) do not insti-
gate, but still take part in the bullying, (b) encourage
the behavior, (c) passively watch, or (d) overtly dis-
courage it or report the incident to adults. Whatever
their involvement, passive witnesses play a vital role,

as they make up the majority of the school environ-
ment. By failing to stand up for or defend a victim,
peer witnesses are implicitly condoning the behavior
and reinforcing the normality of the situation as well
as implying that it is somehow the victim’s fault. The
same applies for adult witnesses who may unwittingly
overlook bullying behavior or consider it to be a natu-
ral part of growing up and thereby provide tacit sup-
port to the bullies.

Consequences of Bullying

Although there is some evidence to suggest that not
all children who are victimized suffer long-term
effects of their experiences, those who are affected,
either as bullies or as victims of bullying, can suffer
significant repercussions with regard to their learning
outcomes, health, and socioemotional well-being. For
example, victims may suffer from low self-esteem,
loneliness, anxiety, and/or depression, all of which
may influence their immunity to illnesses. Victims are
more likely to suffer from stomachaches, headaches,
and suicide ideation; in extreme cases they may
engage in self-harm or suicide.

When victims’ mental health is compromised it can
have a significant influence on other aspects of school-
ing, including their relations with peers, academic
performance, and their willingness to engage in extra-
curricular activities. Victims are unlikely to feel safe,
and because they need a strong sense of security to
prosper at school, they may disengage from school. In
addition, victims may not have the coping skills or
social networks to defend themselves, which increases
their vulnerability. Victims of bullying may also engage
in externalizing behaviors, such as overt aggression, or
other risk-taking behaviors, such as increased drug and
alcohol consumption. There are also consequences of
bullying for the bullies themselves. They are at
increased risk for dropping out of school and are more
likely to engage in criminal activities as young adults.

Prevalence of Bullying

To determine the extent to which bullying occurs in
schools, a range of different measurement procedures
have been developed, including teacher reports, peer
nominations, phone-ins, interviews, and direct obser-
vations. The most commonly used measure of bully-
ing prevalence is through self-reports, which is the
method used in the pioneering work of Dan Olweus
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and his colleagues in Scandinavia in the 1970s.
Olweus’s large-scale studies of 150,000 schoolchil-
dren in Grades 1 through 9 found that 15% of chil-
dren reported being victims of bullying several times
during the previous 3- to 5-month period.

It appears that little has changed in the intervening
years with similar levels of victimization found in
countries such as the United States where a number
of surveys have found bullying rates hovering around
20%. However, there appears to be a developmental
progression both in the types of bullying used by chil-
dren and adolescents and in the prevalence of bully-
ing. Overall, the most frequently used form of
bullying for all children is verbal bullying. Children
become less physical as they get older and begin to
engage in more verbal and social forms of bullying.
In addition, there is a fairly consistent decrease in the
amount of bullying children experience (or at least
report) through the elementary grades. According to
a report by Tonja Nansel and her colleagues, bullying
rates appear to drop from 25% to 10% between the
sixth and tenth grades. However, there is evidence to
suggest that a resurgence of reported bullying inci-
dents occurs around times of transition, such as when
children are moving from elementary to secondary
school, where they are once again the youngest and
smallest members of the peer group.

Gender and Bullying

Although boys and girls are just as likely to engage in
bullying, some differences have been identified in
terms of the types and frequency of bullying. In par-
ticular, boys tend to bully more frequently than girls,
and boys are more likely to engage in physical and
verbal bullying behavior than are girls. Girls, in con-
trast, are more likely than boys to engage in social
bullying. In terms of victimization there are conflict-
ing findings, with some studies showing that girls and
boys are victimized at similar rates and others sug-
gesting boys are victimized more often than girls.
With regard to the targets of bullying, boys tend to
bully both girls and boys, whereas boys are usually
victimized only by other boys.

Intervention and Prevention

For many years bullying was considered by some
adults to be just a natural part of growing up and
something that children and adolescents had to

endure. However, over recent decades a sufficient
number of international reports highlighting the
potential effects of bullying on individuals’ mental
health—including the risk of suicide—have altered
this prevailing attitude. Today there is more recogni-
tion of the need to prevent and reduce bullying. To
intervene and ideally prevent bullying from occur-
ring, adults in schools need to be acutely aware of
the myriad forms of bullying. The accurate identifi-
cation of bullying has therefore been an important
issue for educators and school psychologists. It
appears that adults in schools tend to overestimate
their ability to intervene and address bullying. Stud-
ies have shown marked differences between stu-
dents’ and teachers’ perceptions of the effectiveness
of adult interventions.

Traditionally, the intervention strategy of choice
was to target the bully for punishment or rehabilita-
tion; however, this has been found to be an ineffective
method that can backfire on the victim because the
perpetrator may retaliate against the victim for report-
ing the incident. One attempt at rehabilitation is to
bring the perpetrators together to talk about their
behavior and to teach them alternatives to aggressive
behavior. However, the net effect is bullies may gain
some sense of power from this acknowledgment and
may also learn new bullying techniques from their
peers. Along similar lines, the victim has been tar-
geted for remedial work in the area of social skills
and coping strategies. Again, this approach alone is
usually insufficient to alleviate the problem because it
inadvertently places the blame on the victim.

When school systems, policies, and procedures are
not cognizant of the detrimental effects of bullying, it
is unlikely that the staff and students will take preven-
tion and intervention seriously. Therefore, the most
successful methods of prevention and intervention
are those based on a comprehensive whole-school
approach first proposed by Dan Olweus and collea-
gues. The Bullying Prevention Program has been used
across hundreds of schools worldwide and has proven
to be effective in reducing bullying. The basic premise
of the program is that bullying behavior has its roots
in the culture of the school, and if educators and par-
ents believe that children have a basic human right to
feel safe at school, then the school has a responsibility
to create that safe environment. This whole-school
approach requires a systematic commitment to chang-
ing the prevailing culture; to do so, it is necessary to
intervene at all levels in school by including the
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individual children, classmates, teachers, administra-
tion, and parents in all aspects of the program.

Vanessa A. Green

See also Aggression; Conflict; Emotional Intelligence;
Psychosocial Development; Risk Factors and
Development
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Creativity is a type of learning process where the teacher and pupil are located in the same individual.

CALCULATOR USE

Computers, four-function calculators, and graphing
calculators have assisted in the development of signif-
icant advances in the field of mathematics. For exam-
ple, the famous 4-color theorem went unsolved for
more than 100 years until 1976, when the calculation
and visualization powers of computers were utilized
to derive a mathematical proof. Advances in produc-
tion speed, manipulation, and representation of data
through the use of calculators and computers have
also benefited the field of statistics, including the spe-
cific area of educational statistics. Educational psy-
chology has taken advantage of these advancements
in product technologies to support research and theory
in the field, particularly in regard to these technolo-
gies’ abilities to support statistical computation and
manipulation.

Although the first desktop calculators were avail-
able in the 1960s, their commercial availability did not
emerge until the early 1970s. These early “four-
function” calculators were limited in scope in that
they were able to perform only the basic mathematical
operations of addition, subtraction, multiplication, and
division. In the late 1970s, companies such as Casio,
Hewlett-Packard, Sharp, and Texas Instruments began
to produce programmable calculators. These models
had small memory chips capable of storing a limited
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number of preprogrammed algorithms, including
square root, exponents, and basic statistics. Some of
these models also allowed users to input basic com-
puter code and program their own algorithms.

In the early 1990s, graphing calculators greatly
expanded the user capabilities of the handheld devices.
The ability to compute fixed algorithms, represent
functions and data in multiple ways, and support sim-
ple computer codes, made the graphing calculator a
prime example of a product technology that allows for
an enormous amount of mathematical power, speed,
and visual representation. Graphing calculators readily
support the production and use of educational statis-
tics through the calculation of statistical tools such as
mean, standard deviation, and quartiles, allowing
researchers an efficient and thorough view of quantita-
tive data. However, educational psychologists have
extended the power of calculators beyond the comput-
ing of statistics. Graphing calculators can support statis-
tical research through plotting two-variable statistics;
looking for patterns in two-variable situations to deter-
mine an underlying model to interpolate or extrapolate;
and conducting various hypothesis-testing procedures,
including -tests, regressions, and analysis of variance
(ANOVA).

To illustrate, let us suppose an instructor believes
that attendance is an important factor in student
motivation. A survey is given at the beginning of
the course to determine beginning motivation levels
(0-100 scale). The data are gathered, organized into
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a list, and entered into the calculator. Various statistics
can be quickly produced, including mean, standard
deviation, and quartile boundary values. These num-
bers provide a clear picture of students’ self-perception
of motivation levels at the beginning of the course. In
Figure 1, the middle column shows the mean (55.96)
and standard deviation (14.87), whereas the right-hand
column shows the five quartile values, including the
minimum (20), median (58), and maximum (77).

EDIT CHLO TESTS 1-Var Stats 1-Var Stats
1: 1-Var Stats x=055.962962296 |n=27

2: 2-Varr Stats > x=1511 minX =20
3: Med-Med > x?=90527 O =42

4: LinReg (ax+Db) S,=15.14921039 Med =158

5: QuadReg 0x=14.86602261 03 =168

6: CubicReg ln=27 maxX="77
7] QuartReg

Figure 1 Students’ Self-Perception of Motivation Levels

at the Beginning of the Course

Although a four-function calculator could also pro-
duce these statistics, users would need to know the
algorithms for computing the statistics, and input the
quantities and operations in a lengthy, step-by-step
process for each one. The built-in algorithms available
in graphing calculators (or any calculator with these
preprogrammed functions) allow users to produce
these statistics quite easily.

Let us further suppose that, throughout the course,
instructors implement the curriculum and record the

students’ attendance. Student motivation is measured
again at the end of the course, and a new set of data
is gathered and organized into another list. Changes
in beginning and ending motivation levels could then
be computed quickly for each student, creating a third
list.

After entering the days present in class for each
student into a fourth list, the instructor can then
graph a scatterplot with days present as the inde-
pendent variable and change in motivation as the
dependent variable. With an appropriate viewing
window, instructors can see a graph of the scatter-
plot (see Figure 2). Instructors can look at residuals
to see if the model chosen is the most appropriate
(see Figure 3).

Once the most appropriate model is determined,
instructors can use it to predict attendance based on
motivation levels. This can be very helpful in design-
ing interventions for both student attendance and
motivation.

In the past 10 years, there has been relatively little
growth in the functional capacity of handheld calcula-
tors. Instead, a variety of communication, data stor-
age, and photographic technologies have emerged as
the choice of users of advanced handheld tools. Edu-
cational psychologists should look to the future to see
how the functional capacities of current calculators
will be incorporated into these emerging devices, and
the degree to which these new devices will have an
impact on the field.

David Slavit and Bill Kring

See also Descriptive Statistics; Inferential Statistics
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CASE STUDIES

There are many different ways to study scientific phe-
nomena, and one of the defining factors is whether
the phenomenon, be it an individual (such as a child
in the third grade) or an institution (such as a corpora-
tion), is studied in groups or individually.

The case study approach is a method used to study
an individual, an institution, or any unique unit in a set-
ting in as intense and as detailed a manner as possible.
The word unigue here is critical because the researcher
is as interested in the existing conditions surrounding
the object of study as much as the object of focus itself.
In other words, if one were to study an 8-year-old child
with a focus on her social development, one would,
of course, spend a great deal of time on the child’s
psychological, emotional, and physical well-being, but
also on her school relationships and the dynamics of
her family. Similarly, one would not study the XYZ
Widget Company by looking only at its profit-and-loss

statement, but also looking at employee relations, poli-
cies, and other practices as well.

Many readers may have heard the term case study
used before. The idea represents a major part of the
methodology that physicians use to collect and dissem-
inate information. The Journal of the American Medi-
cal Association, or JAMA (published weekly by the
American Medical Association), regularly offers case
studies of individuals whose conditions are so unusual
that their symptoms and treatment demand special
attention, and information about their cases needs to be
disseminated. Also, the Harvard Business School regu-
larly uses the case study model in its curriculum.

Physician-turned-psychologist Sigmund Freud pio-
neered the use of the case study in the development
of his psychoanalytic theory. His famous patient,
Anna O., and his detailed observations about her con-
dition led to the use of free association as a method in
the treatment of hysteria and other conditions. Also
notable is the work of Jean Marc Itard, one of the first
“special educators,” and his case study description of
the wild boy of Aveyron, which was the basis for the
popular movie The Wild Child.

Advantages of the Case Study

Case studies offer several advantages over group stud-
ies of behavior, be it of an individual or an institution.

First, case studies focus on only one individual or
one thing (for example, a person or a school district),
and this allows close examination and the collection
of a great deal of detailed data that can be further ana-
lyzed. Case studies are often used in a clinical teach-
ing setting because of this advantage.

Second, because case studies encourage the use of
several different techniques, a more varied collection
of information becomes available. For example, per-
sonal observations, interviews, and other techniques
all shed light on the focus of the study.

Third, there is simply no way to get a richer account
of what is occurring than through a case study, which
is what Freud did in his early work. He certainly could
not have used a questionnaire to inquire about his
patients’ dreams, nor could he think to reach his level
of analysis through the use of anything other than
intensive scrutiny of the most seemingly minor details
concerning the way the mind functions. These data
helped contribute to his extraordinary insight into the
functioning of the human mind and the first accepted
stage theory of human development.
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Fourth, case studies do not necessarily result in
hypotheses being tested, but they do suggest direc-
tions for further study.

Disadvantages of the Case Study

Although a major tool in the qualitative methods Kkit,
case studies do have shortcomings.

First, by their nature, they are limited in their gen-
eralizability. Studying one thing of anything does not
easily apply to other, similar cases, be they individ-
uals or institutions. The whole notion of a case study
is to focus on the individual—by definition, indicating
that individuals differ greatly from one another.

Second, although the case study model might
appear to be easy to do (only one subject, one school,
etc.), it turns out that this methodology is one of the
most time-consuming research methods. Data have to
be collected in a wide variety of settings and sources,
and under a wide variety of conditions, and rarely
is the choice available as to these settings and
conditions.

Third, data may accurately reflect what is observed,
but it is only one reality. Everyone comes to a given
situation with a bias, and researchers must try not to
let that bias interfere with the data collection and inter-
pretation processes. The conclusions that are drawn
based on case study science are based on a biased
view of what is happening.

Fourth, what case studies provide in depth, they
lose in breadth. Although they are extremely focused,
they are not nearly as comprehensive as other re-
search methods. As a result, case studies are appropri-
ate only if one wants to complete an in-depth study of
one type of phenomenon.

Finally, case studies do not at all lend themselves
to establishing any cause-and-effect links between
what is seen and the result. Although one can specu-
late, there is nothing in the case study approach that
allows such conclusions to be reached.

Case studies do, however, reveal a diversity and
richness of human behavior that is simply not accessi-
ble through any other method, but they have some
serious shortcomings that have to be considered in
investigations that scientists pursue.

Neil J. Salkind

See also Observational Learning; Piaget’s Theory of
Cognitive Development
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CERTIFICATION

In the world of education, certification generally refers
to the educational process by which future teachers
earn the required state credentials to (a) teach specific
subjects, (b) teach in specific areas, (c) teach specific
grade levels, or (d) perform educational administrative
functions in that state. This required teaching credential
is often referred to as a teaching license or a teaching
certificate depending on the term used by the depart-
ment of education of the state granting the credential.
Just as a driver’s license can be categorized by the type
of vehicle one is permitted to operate, so too, does
a teaching license or teaching certificate specify what
may be taught by the holder. Some certifications pro-
vide a license to teach specific subjects such as math,
science, French, English, and so on, or to teach in
specific grade levels or areas such as preschool, ele-
mentary (usually kindergarten to Grade 6), or special
education, which can cover all grade levels and/or
a specific need such as hearing impaired, gifted, and so
on. There are also separate certificates for administra-
tion positions. Some of these are principal, curriculum
supervisor, guidance counselor, or reading specialist. It
is assumed that the holders of the teaching or adminis-
tration certificates have met certain requirements that
enable them to perform with knowledge and success in
the specified domain.

Teacher Certification
in the United States

In the United States, the responsibility for granting
beginning teachers their licenses or certificates is borne
by the state departments of education. Each of the 50
states has its own guidelines and qualification standards
that must be met before a person is deemed certified to
walk into a classroom to teach children. These state
certification guidelines must be instituted by any uni-
versity or college (private or public) that has a teacher
education program within the specified state.
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Because these guidelines are created independently
by each state, there is often little consistency among the
states’ requirements. For example, in 2000, according to
Education Week, 39 states required candidates for teacher
certification to pass a basic skills test, but most of those
states (36) had some sort of legal loophole that permitted
some of the people who fail the exam to teach with a type
of emergency or alternative certification. Quality Counts
2000, an annual 50-state report by Education Week,
reported on teacher certification differences by stating
that as a result of loopholes in state requirements, “mil-
lions of students sit down every day before instructors
who do not meet the minimum requirements their states
say they should have to teach in a public school” (p. 8).

An attempt to address this apparent lack of unifor-
mity in qualifications for some teachers came with the
passage of the No Child Left Behind (NCLB) Act of
2001, which was signed into law in January 2002. One
portion of the 670-page NCLB Act of 2001 deals with
“highly qualified teachers.” This stipulation that each
state must ensure that every public school elementary
and secondary teacher is ‘“highly qualified” before
stepping in front of a classroom is a prime component
driving certification standards. Highly qualified teacher
requirements of NCLB are listed as a bachelor’s
degree, state certification, and demonstrated compe-
tency (as defined by the state) in each core subject that
the teacher will be teaching. Many states are relying on
standardized testing such as the PRAXIS™ series of
tests to meet the “demonstrated competency” in each
core subject. For many states, passing scores on various
forms of the PRAXIS™ test in the core academic sub-
jects that certification candidates intend to teach are
required before certification is granted. Special educa-
tion teachers and those who teach English-language lear-
ners must also demonstrate competency in the core
subjects that they teach. (According to NCLB, these core
subjects are English, reading or language arts, math,
science, history, civics and government, geography,
economics, the arts, and foreign language.)

Teacher preparation programs in colleges of educa-
tion in the United States continue to vary from institu-
tion to institution despite the NCLB. Prior to NCLB,
standards to improve the practice of teaching were
created by various groups that include the National
Board for Professional Teaching Standards (NBPTS),
formed in 1987; the Interstate New Teachers Assess-
ment and Support Consortium, known as INTASC,
also formed in 1987; and the National Council for
Accreditation of Teacher Education (NCATE) and the

Teacher Education Accreditation Council (TEAC),
which oversee teacher education programs throughout
the United States.

One way in which certification standards are being
raised for the beginning teacher is through initial
licensure based on INTASC’s 10 principles, which
are focused on ensuring that teacher certification is
a guarantee of a beginning teacher’s knowledge and
skill. These 10 principles are descriptions of a begin-
ning teacher’s competency in the areas of subject
matter, learning styles, instructional methods, child
development, learning environments, communication,
planning, assessment, reflective practices, and com-
munity partnerships.

For experienced teachers, the obtaining of national
board certification is a credential that affirms the expertise
of accomplished teachers. National certification in teach-
ing is awarded to expert teachers by the NBPTS and is
designed to complement previously earned state teacher
certification. The NBPTS, an independent organization
with no government affiliations, lists five core proposi-
tions as the foundation of its standards: (1) commitment
to students and learning, (2) knowledge of content and
pedagogy, (3) management and monitoring of student
learning, (4) reflection on the profession of teaching, and
(5) participation in a learning community. The NBPTS
offers 24 possible certificates in 15 subject areas and 7
age categories with two generalist certificates.

The rigorous requirements of the national board cer-
tification voluntary process were developed to promote
and recognize excellence in teaching. In addition to
registration fees, which are often borne by the local
school districts of the applicants, candidates must pro-
vide an extensive portfolio (including videos of actual
teaching) that documents accomplishments, excellence,
and expertise. Candidates must also pass a series of
essay-type tests as required by NBPTS. As of December
2006, there were approximately 50,000 teachers nation-
wide who were certified by the NBPTS.

Audrey M. Quinlan

See also Effective Teaching, Characteristics of; Expert
Teachers; No Child Left Behind; PRAXIS™; Special
Education
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CHARTER SCHOOLS

Charter schools are public schools that are allowed
greater autonomy than traditional public schools in
exchange for increased accountability for meeting
specific educational goals. Individual states’ charter
school laws vary tremendously, but charter schools
generally operate as deregulated public schools, using
public funds to support programs founded by parents,
educators, community groups, or private organiza-
tions. State laws identify public entities like local
school boards, universities, or state boards of educa-
tion to evaluate proposals and grant a limited number
of charters or contracts for establishing schools.
Charter schools are often launched to focus on
a unique educational vision (e.g., Montessori), gain
autonomy from embattled local districts, or serve
a special population (e.g., children at risk of expulsion).
The degree of autonomy enjoyed by charter schools
varies but usually involves school-level decision-
making authority over curriculum design, schedules,
budget outlays, and hiring. The same entities that
authorize charter schools are responsible for monitor-
ing and ultimately closing charter schools that fail to
demonstrate evidence of success by the end of a time

period established by the charter, usually 3 to 5 years.
Before discussing the potential and challenges of
charter schools, it is useful to understand the origins
of the charter school movement, the relationship of
charter schools to the broader issue of school choice,
and the popularity of charter schools.

The Charter School Movement

The charter school movement is young but has gained
popularity as a mechanism for encouraging innovation
and providing public school choice. The paragraphs
that follow trace the growth of charter schools from
their humble beginnings in Minnesota to their place
today in mainstream public education.

Origins of the Charter School Concept

The earliest mention of the term charter school
can be traced to the 1970s when a New England edu-
cator suggested that new educational approaches
could be explored through contracts given to small
groups of teachers. The idea was publicized in the late
1980s when a former president of the American Fed-
eration of Teachers suggested that local school boards
could “charter” a school with union and teacher
approval. Philadelphia dubbed their schools-within-
schools initiative in the late 1980s “charter schools.”
In 1991, Minnesota passed the first charter school law
developing a program to provide opportunity, choice,
and responsibility for results. The following year,
California followed suit.

Charter Schools and School Choice

The charter school concept has joined the ranks of
school choice designs, including magnet schools, open
enrollment, vouchers, and tax credits. Over the past 10
years, states and school districts have expanded oppor-
tunities for parents to use public funds to choose the
schools their children attend in attempts to improve
the quality of education available to students, particu-
larly in urban areas.

Supporters contend that school choice can improve
the public education available to all children based on
two crucial factors. First, public school choice levels
the playing field for less affluent families. Parents
with financial resources can choose their children’s
schools through investing in private education or by
virtue of the neighborhoods in which they choose to
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live. School choice provides educational alternatives
for families without these resources. Second, school
choice proponents argue that competition among pub-
lic schools serves the diverse needs of students more
efficiently than a system requiring students to attend
neighborhood schools. Market forces would, in the-
ory, force all schools to improve in order to survive.
When parents have the opportunity to choose strong
schools, less effective schools lose students and ulti-
mately close. These arguments have led to increasing
popularity of school choice programs in general and
charter schools in particular.

Criticism of School Choice

In spite of support for school choice from across
the political spectrum, the concept is not without its
detractors. Charter schools are a target of criticism
because they are a prominent and growing example of
the popularity of school choice programs. Detractors’
concerns revolve around possible cultural isolation
and racial resegregation in schools of choice as well
as potential detrimental effects for students left behind
in neighborhood schools.

A more balanced view suggests that school choice
is not inherently good or bad, but its effects depend
on policy decisions and their implementation. Big city
school districts find themselves in a quandary for a way
to gain consensus on a strategy for school reform.
Charter schools are appealing because they appear to
be a way out, but opponents’ concerns should alert
policymakers to potential drawbacks. Problems can be
minimized through well-reasoned policy decisions in
addressing the monumental challenges of improving
the public education.

Popularity of Charter Schools

In spite of the controversy surrounding school
choice, the popularity of charter schools has grown
tremendously in a short period of time. Charter
schools are a recent phenomenon, with the first school
established just 15 years ago and the average age for
all charter schools standing at only 5 years. Even so,
they have quickly become a small but growing part of
the mainstream educational system. In 2005, charter
school laws were on the books in 40 states and the
District of Columbia. Although laws varied dramati-
cally from state to state, more than 3,000 charter
schools were operating in the 2004-2005 school year.

Estimates of the number of children attending charter
schools range from 750,000 to 1 million, or roughly
2% of all public school students. Nationally, the num-
ber of charter schools grew faster in 2004-2005 than
in any of previous four years, adding almost 500 new
schools. The states that opened the largest numbers
of new charter schools were California, Colorado,
Florida, Michigan, Minnesota, Ohio, and Wisconsin.

Great disparity exists among states in terms of the
number of charter schools. With more than 500 char-
ter schools in operation, California and Arizona top
all other states in terms of sheer numbers. In fact, six
states (Arizona, California, Florida, Michigan, Ohio,
and Texas) account for almost two thirds of charter
schools and charter school students. On the other
hand, Washington, D.C. charter schools have the larg-
est share of public school students of all states at
almost one in four. In fact, although the total number
of schools pales in comparison, a much higher portion
of public school students in Washington, D.C., Dela-
ware, and Colorado attend charter schools than in
Texas or California.

Potential and
Challenges of Charter Schools

The growth in charter schools comes from optimism
that they can address many of the difficulties facing
public education. Supporters anticipate that the auton-
omy afforded charter schools will foster innovation
and ultimately lead to the development of better
schools. Furthermore, they argue that increasing the
number of schools from which parents can choose
will lead to more balanced ethnic diversity across
schools and improved educational outcomes. The
hope and reality of each of these expected benefits of
charter schools are explored in more detail in the
paragraphs that follow.

Innovation in Charter Schools

Charter school supporters foresee innovation emerg-
ing from charter schools because of the autonomy they
enjoy across many areas, including personnel, curricula,
and schedules. Employees of charter schools do not typ-
ically belong to local teachers’ unions and are consid-
ered at-will employees who can be fired for poor
performance or compensated for superior service. In
addition, alternative certifications may be an option for
charter school teachers, bringing skilled individuals into
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schools who may not otherwise consider teaching. Such
an environment would be conducive to novel teaching
methods, but the National Education Association argues
that less stringent teaching credentials will lead to infe-
rior educational quality. In addition, the association con-
tends that charter school employees should have the
same collective bargaining rights as any public school
employees.

Flexibility to differ from district-mandated curric-
ula contributes to the potential for innovation in
charter schools. Many charter schools adopt specific
curricular programs ranging from character education
to technology themes. Freedom for charter schools to
set their own schedules allows them to offer varia-
tions such as year-round schooling, extended days, or
block schedules. In addition, many offer grade config-
urations unavailable in neighborhood schools, such as
kindergarten through eighth or even twelfth grade.
Charter schools are also more likely to use structures
allowing student groups to remain with the same
teacher for more than one year (called looping). Such
unique programs are unlikely to be available in tradi-
tional public schools, giving parents real choice in
finding the best schools to fit their children’s needs.

Diversity in Charter Schools

As envisioned by school choice advocates, charter
schools have the potential to create better school
options for low-income and minority children in urban
areas. Nationally, charter schools serve a higher pro-
portion of minority and low-income students relative to
traditional public schools primarily because more char-
ter schools exist in urban areas. About a third of states
require charter schools’ ethnic composition to mirror
that of their districts, and some require random pro-
cesses like lotteries for admission when demand
exceeds available seats. However, achieving racial tar-
gets is not a fundamental aspect of charter school oper-
ation as it is for magnet schools. In fact, some charter
schools incorporate cultural heritage themes (e.g.,
African- or Native Hawaiian-based curricula), which
results in less diversity within a given school.

Charter schools’ success in providing viable alterna-
tives for all parents is hindered because the families
who would most benefit from the availability of public
school alternatives often lack resources to take advan-
tage of them. First, transportation or before- and after-
school care can seem to be matters of convenience, but
they are vitally important to some families’ livelihoods.

Because few states provide transportation to charter
schools, they are out of reach of those without a means
of providing it themselves. As evidence of this, studies
have shown that lower-income parents rate so-called
convenience factors as more important, whereas higher-
income parents placed more weight on a school sharing
their philosophy.

Second, parents need information to understand
and evaluate school options, and limited information
access may create hurdles for the most disadvantaged
students’ families. Schools with a first-come first-
served enrollment policy likely hinder families with
less timely or sophisticated means of gathering infor-
mation. As evidence of this dilemma, studies indicate
that parents who participate in school choice have
higher education levels than those who have a choice
but fail to pursue it.

Finally, the reality of parental decision making can
hamper efforts to increase racial diversity in schools.
Studies suggest that parents report being most con-
cerned about educational quality, but their behavior
demonstrates a preference for schools that are close to
home where their children are in the racial majority
and the school body mirrors their own family’s socio-
economic status. In fact, household race has been
shown to be the strongest predictor of the racial com-
position of the charter school selected.

One largely unexplored aspect of diversity in char-
ter schools is the degree to which they serve students
with special needs. On average, charter schools enroll
a somewhat smaller proportion of special education
students nationally than traditional public schools.
Once again, the data differ from state to state, with
New Mexico and Ohio serving a larger proportion of
students with special needs. This disparity stems from
differences in goals established for charter schools in
individual states. For example, some states emphasize
charter schools serving students at risk of failure,
which would tend to overrepresent students with spe-
cial needs in charter schools. However, the concern
exists that students who need additional services may
be steered away from charter schools in a manner that
would be discriminatory.

Educational outcomes in Charter Schools

Charter school advocates claim that educational out-
comes will improve as a result of creating alternatives
to traditional public schools. However, the contradic-
tory research findings on the academic success of
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charter schools are staggering. Most studies on both
sides of the debate suffer from serious methodological
or data limitations. As with all educational research,
identifying a reasonable comparison group is a major
challenge. Two methods of creating comparison groups
are reasonable but come with their own limitations.
First, charter school attendees can be compared to stu-
dents at comparable nearby schools. The problem is in
controlling for the fundamental differences between
parents who take advantage of choice when it is avail-
able and those who do not. Second, charter school
attendees who won seats in a lottery can be compared
to students who were not chosen. This design controls
for the self-selection problem identified previously but
limits analysis to schools with long waiting lists, which
in itself introduces bias.

The tremendous variety of charter school laws
across the country creates another fundamental chal-
lenge for researchers. Simply lumping together all
charter schools regardless of their program or popula-
tion and comparing them to the average public school
is fraught with problems. Some charter schools target
poor and disadvantaged students or students at risk of
failure. Others seek to provide enrichment opportuni-
ties for students who excel. Some charter schools are
funded comparably to nearby public schools, but most
receive much less money. Finally, some charter
schools operate in supportive local environments,
whereas others must expend resources to defend their
schools from antagonistic school districts or teachers’
unions. Clearly, considering all charter schools as
members of a homogeneous population is an oversim-
plification at best.

In spite of the difficulties, high-profile studies have
been conducted attempting to answer questions about
the educational success of charter schools. In 2004,
the American Federation of Teachers and the National
Assessment of Educational Progress reported that
charter school students had lower achievement than
public school students and that charter schools had
a larger achievement gap between those who were
and were not eligible for free and reduced lunch,
a common proxy for family socioeconomic status. A
subsequent Harvard University study encompassing
99% of charter school enrollments compared charter
schools with schools students would most likely oth-
erwise attend. This study found that charter school
students were more likely than students in matched
schools to be proficient in reading and math on state
exams. Similarly, two national organizations with

opposing views on charter schools reviewed existing
charter school research and released contradictory
findings in the spring of 2005.

As a result of the confusion in reconciling research
on charter schools, the National Charter School
Research Project is attempting to provide a balanced
perspective and has committed to reviewing all avail-
able studies on the subject of charter school atten-
dance and academic achievement. In all fairness, the
state of research on charter schools is not surprising
given the youth of the charter movement and the great
disparity in programs across states. Definitive findings
will come from an established body of work finding
consistent results across settings and research designs.
Such a body of knowledge is necessary to create a firm
foundation for policy decisions, but it accumulates
slowly over time.

Charter School Accountability

In exchange for increased autonomy, the charter
school bargain requires increased accountability for
results. However, differences in states’ charter school
laws lead to dramatic disparity across states in their
respective charter schools’ goals, standards of success,
and consequences for failure. Generally speaking, char-
ter schools can be closed if demand is low, if they fail
to uphold their financial and operational commitments,
or if they fail to satisfy the terms of their charter agree-
ments. Even so, relatively few charter schools have
been closed. During the 2004-2005 school year, only
65 charter schools, or 2% of the total, closed their
doors in 17 states and the District of Columbia. As
with all aspects of charter schools, the volume of clo-
sures varied from state to state, ranging from no clo-
sures in 15 states to 21 schools closed in California.

Both sides of the charter school debate attempt to
use charter school closings to bolster their arguments.
Supporters maintain that the small number of closures
is a sign of charter schools’ success, whereas opponents
argue that few closures mean too many schools remain
in operation regardless of performance. Whenever
a charter school does close, supporters claim it is simply
evidence that accountability works and consequences
are real. Detractors contend that a closure is evidence
of inherent flaws in the charter school concept. Ideology
aside, closing a charter school is often difficult because
even poorly performing charter schools can be tremen-
dously popular with parents, especially when other
available public schools are even worse.
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Unfortunately, the autonomy enjoyed by charter
schools allows room for misbehavior by inept and
unscrupulous school leaders. Such was the case in the
summer of 2004 when a for-profit, multisite Education
Management Organization (EMO) in California faced
closure of more than 60 campuses serving almost
10,000 students. In spite of overwhelming numbers,
the California Charter School Association helped find
new schools with little disruption for students. Students
were distributed across California in small schools, and
most were accommodated in one of the state’s other
charter schools. Although it is easy to place blame on
the school management company, the local district
contributed to the problem by failing to exercise over-
sight and ignoring ongoing poor performance.

To avoid public debacles like this, some states and
the National Association of Charter School Authorizers
are pushing pro-accountability standards for authorizing
and monitoring charter schools. With tighter reins,
intervention is possible before a problem grows to such
a scale. For example, steps can be taken to strengthen
a troubled school or make management changes at the
first signs of problems. As counterintuitive as it may
sound, some advocates suggest that the availability of
more charter schools would reduce the impact of school
closings because competition would draw students
away from weak schools before a charter is revoked.

The Future of Charter Schools

In order for charter schools to realize their promise,
advocates admit that many obstacles must be over-
come. Charter schools have the potential to signifi-
cantly increase the number of schools from which
parents can choose, but a sufficient number of schools
must be available to have an impact on the market.
Achieving the scale necessary to successfully serve
more than a small fraction of public school students
requires changes to state laws, equitable funding, and
plans for expanding proven models.

Charter School Growth

Even with their popularity to date, the future growth
of charter schools is in question because of limits
established in many states. Lawmakers often place lim-
its on the growth of charter schools in their states as
a means of political compromise. Twenty-seven states
have restrictions on the growth of charter schools, most
placing a ceiling on the number of new charter schools

that may open statewide, in cities, or under specific
authorizing agencies. Other states limit growth by set-
ting a maximum number of students enrolled in charter
schools or limiting district spending on charter schools.
Under constraints in place in 2005, only 725 more
schools would be allowed across the country, and
almost half of these (340) would be in California.
Other leaders in the number of charter schools taken
together, Michigan, Ohio, and Texas, are permitted just
29 additional schools under existing legislation.

Although legislative change will be required for
the growth of charter schools to continue, pressure to
lift existing limits may come from converting failing
public schools to charter status. Specifically, provi-
sions of the sweeping No Child Left Behind (NCLB)
legislation allow low-performing schools to convert to
charter status as part of their restructuring plans. If
a school fails to achieve adequate yearly progress for
5 years in a row, it must be restructured in one of five
ways: reopen as a charter school, replace the staff,
contract with a private company for operations, allow
state takeover, or implement some other major gover-
nance change. In the 2004-2005 school year, about
400 schools in 14 states have reached the 5-year mark,
with another 750 schools in 31 states only 1 year away
from reaching the limit. Even before NCLB would
force restructuring, several districts, including Denver,
New Orleans, San Diego, and Chicago, are beginning
to convert failing schools to charter status.

The primary benefit of converting failing schools
to charter status is the opportunity for new staff and
a new program with the flexibility to address unique
student needs. Not surprisingly, drawbacks exist to
converting failing schools to charter status. In an
attempt to find an easy solution to dealing with school
failure, school districts could simply make the switch
to charter status without making any substantive
changes in the school operations. This strategy could
buy time but would be unlikely to improve the school
quality to benefit students. An honest commitment
to restructuring a failing school as a charter school
requires substantial district resources, from recruiting
potential managers, administering the charter applica-
tion and negotiation process, and involving the com-
munity to monitoring start-up and ongoing operations.

Funding Charter Schools

Funding inequities pose as serious a challenge to
the future growth of charter schools as state caps.
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Attempting to compare charter school funding to
other public schools is fraught with many of the same
issues as evaluating outcomes. For example, each state
structures funding differently depending on student
populations served and funding sources available. Fur-
thermore, charter schools often pay for services not
included in traditional public school budgets (transpor-
tation, oversight, etc.), and some districts provide ser-
vices at no cost to district-run schools but not to
charter schools (assessment, insurance, and services for
students with special needs, etc.). Complicating mat-
ters, school district financial recordkeeping is not very
sophisticated, so fiscal data are not readily available
and accessible to researchers.

In spite of these issues, research that accounts for
these methodological challenges makes it clear that
the greatest funding inequity for charter schools
comes from lack of access to incremental local budget
dollars above state funds and from restrictions on
funding for facilities. A 2005 study released by the
Thomas B. Fordham Institute found charter schools
underfunded relative to other district-run schools in
the vast majority of communities examined, with the
discrepancies being larger in most big urban school
districts. The gap in 2002-2003 ranged from equity in
Minnesota and New Mexico to gaps of more than
25% in Missouri, Wisconsin, Georgia, Ohio, Califor-
nia, and South Carolina. On a per-pupil basis, the
average discrepancy is $1,801, which translates to
almost a half-million-dollar shortfall every year for an
average-sized charter school.

Achieving Scale in Charter Schools

In order for charter schools to become a serious
force for improving education nationally, a sufficient
number must exist to serve as viable competition for
traditional public schools and to provide options for
more than a fraction of students. Some charter school
advocates laud the grassroots nature of many charter
schools started by groups of committed teachers or
parents. However, this approach alone is unlikely to
produce the scale necessary to affect the quality of
schooling nationwide.

One way of expanding the availability of proven
charter school models is through EMOs. Most EMOs
are for-profit companies like Edison Schools and
Nobel Learning Communities, but most for-profit
EMOs have yet to show a profit. Nonprofit EMOs like
Aspire Public Schools exist as well. At present, only

10% of charter schools are operated by EMOs,
and they tend to be larger than the average charter
school. As with all aspects of charter schools, how-
ever, striking differences exist across states, with some
restricting such organizations from operating in their
territory by law. Alaska and Minnesota have no EMOs
operating charter schools, whereas three quarters of
Michigan charters are operated by EMOs, the largest
proportion of any state. EMOs offer many resources
for charter schools, including a leadership training
ground, expertise and management systems, econo-
mies of scale, incentive and capacity to sustain schools
over a period of time, and investments for research
and development and possibly facilities.

Other designs attempt to merge the best of both
worlds by leveraging the resources and support of
experienced charter school organizers while maintain-
ing the spirit of the independent charter school. Some
examples include KIPP Academies in Houston and the
Bronx, Minnesota New Country School/EdVisions,
and High Tech High. KIPP Academies hope to help
open 200 schools across the country by 2010. They are
not part of an EMO because each school operates as an
independent entity following the basic principles
espoused by KIPP in its training and ongoing support
programs. Minnesota New Country School/EdVisions
is a high school design run by teacher cooperatives
with learning through a personalized, project-based
curriculum. The organization hopes to start 15 new
secondary schools over 5 years with help from The Bill
and Melinda Gates Foundation. High Tech High is
a proven charter school model incorporating a rigorous
personalized math, science, and technology curriculum
with ties to the adult world. In 2006, The Bill and
Melinda Gates Foundation awarded High Tech High
$7.5 million over 3 years for new middle and high
schools in California.

Replicating successful school models is likely to
be the future direction for achieving charter school
growth. Many envision fewer for-profit EMOs as well
as a smaller proportion of individual start-up schools.
Significant high-profile support exists for expanding
the reach of charter schools. Organizations like The
Bill and Melinda Gates Foundation are focusing on
replication grants for expanding “successful” charter
schools. The foundation’s funding of charter schools
is part of its ongoing commitment to fostering innova-
tive educational programs and encouraging public
engagement in improving education. The bulk (80%)
of the support of the Walton Family Foundation,
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which is devoted to education funding, is directed to
charter schools. Their efforts range from direct sup-
port of new charter schools to funds for charter school
management companies, technical assistance organi-
zations, advocacy groups, and research. The founder
of the Gap clothing store, Donald Fisher, is also an
active contributor to charter schools. These influential
philanthropists seem to share advocates’ optimism in
the potential for charter schools to improve education.

Future of Charter Schools

The charter school movement has gained popularity
because of its potential to expand public school choice
and improve public education. Predicted charter school
benefits include innovation, higher-quality education,
diversity, and accountability. The future of charter
schools depends on policies that mitigate concerns
about the possible downside of school choice. At the
same time, further growth of charter schools requires
individual states authorizing additional schools, equita-
ble funding for charter schools relative to other district
schools, and plans for achieving widespread growth of
proven models. Although it is too early to declare char-
ter schools a success or failure and intense study is just
now beginning, charter schools’ presence in main-
stream public education and their high-profile support
suggest that they are here to stay.

Angela K. Murray

See also No Child Left Behind; Virtual Schools; Vouchers
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CHEATING

Cheating involves an act of deception, fraud, or
betrayal that often unfairly advantages the cheater
over others. It can take many forms. The variety of
behaviors it entails, and the wide range of contexts in
which it occurs, is as diverse as the human species
itself. From infidelity in the bedroom to malfeasance
in the boardroom, people betray, trick, deceive, and
defraud each other (and sometimes themselves) in
a number of creative (as well as mundane) ways and
places. This entry focuses on academic cheating and
will describe several important facets or subcompo-
nents related to the psychology of cheating.

Definitions and
Typologies of Academic Cheating

A cursory review of the literature suggests that there is
no universally embraced definition of academic cheat-
ing. For example, some researchers have defined cheat-
ing indirectly and vaguely, such as “a violation of an
institution’s policy on honesty,” whereas others seem
to have left the meaning of cheating up to students’
interpretation by asking them directly how often they
“cheat” on their work or use “cheat sheets” when they
take tests. More typically, researchers have avoided
such ambiguity or subjectivity, respectively, by asking
students how often they have engaged in a specific set
of behaviors, such as “copying from a neighbor
during an examination” or “copying material without
acknowledging the source.” This latter approach is
sometimes combined with a corresponding set of ques-
tions that asks students if they consider the behavior
“cheating” or to rate how “serious” they think it is.
Not surprisingly, the more likely students are to define
a behavior as “cheating,” the less likely they are to
report engaging in that behavior.

In addition to the wide variation in how researchers
have operationally defined cheating, several investigators



Cheating 137

have created various typologies of cheating. Gary
Pavela, for example, described four general types of
academic dishonesty: (1) the use of unauthorized mate-
rials on any academic activity (e.g., using ‘“cheat
sheets” during an exam); (2) fabrication of information,
references, or results (e.g., falsifying lab results);
(3) plagiarism (e.g., copying verbatim another’s work
without proper attribution); and (4) helping others
engage in academic dishonesty (e.g., allowing another
to copy your homework). Stephen Newstead and his
colleagues conducted an exploratory factor analysis on
21 academic behaviors and derived the following five
factors: (1) plagiarism (which included a fabrication
item); (2) collaborative cheating; (3) exams, collusion;
(4) lying (e.g., lying about a medical condition to get
an extension); and (5) exams, noncollaborative. More
recently, some researchers have made a distinction
between traditional or conventional cheating and digital
or Internet-based cheating.

Academic cheating or dishonesty (the terms are
often used interchangeably) has been defined in
numerous ways, and various typologies have been
constructed in an effort to map its vast terrain. Taken
together, academic cheating can be defined broadly as
the use of unauthorized or unacceptable means in any
academic work. The means or actions include, but are
not limited to, lying, using crib notes during exams,
copying other people’s work without permission,
altering or forging documents, purchasing papers, pla-
giarism, unpermitted collaboration, altering research
results, and providing false excuses to miss assign-
ments or make up exams.

The Epidemic of
Academic Dishonesty

Academic dishonesty is a pervasive problem in
secondary and postsecondary institutions. By most
accounts in the literature, the majority of students
seem to be doing it and doing it in more than one
way. For example, in its 2006 Report Card on the
Ethics of American Youth, the Josephson Institute of
Ethics found that 60% of secondary students reported
cheating during a test at school within the past year
(35% did so two or more times), and 33% reported
plagiarizing material from the Internet (18% did so
two or more times). Donald McCabe has found simi-
lar numbers in his national surveys of college under-
graduates: 70% admit to engaging in some form of
cheating, nearly 25% admit to “serious” test cheating,

and 40% to Internet plagiarism (77% of students don’t
believe such plagiarism is very serious). The problem
is also prevalent at graduate schools, especially busi-
ness schools, where 56% admitted to some form of
academic dishonesty (i.e., copying other students’
work, plagiarizing, or using prohibited materials on
an exam) within the past year.

The high frequency of academic cheating is not
a new problem—it’s been labeled an epidemic numer-
ous times since at least the 1980s—but there is evi-
dence suggesting that it has grown over time. In
“Schooling Without Learning: Thirty Years of Cheating
in High School,” Fred Schab documented the upward
trend of academic dishonesty among high school
students over the course of three decades. For example,
in 1969, only 33.8% of students indicated that they had
“used a cheat sheet on a test”; 67.8% admitted doing
so in 1989. Letting other students “copy your work”
moved from 58.3% in 1969 to 97.5% in 1989. Similar
trends have been reported among college students.
More recently, some have claimed that the Internet has
caused a spike in plagiarism. Although such a concern
is warranted (cutting and pasting is, after all, much
quicker and easier than retyping word for word),
research data suggest otherwise. First, plagiarism rates
have not grown significantly, if at all, since the rise of
the Internet in the early 1990s, and second, most stu-
dents who report using the Internet to plagiarize also
report using conventional means to do so. In short, the
Internet does not appear to be creating a new generation
of plagiarists and is probably best described as a conduit
to, not a cause of, such cheating.

The Demography
of the Dishonest

The title of this section, “The Demography of the
Dishonest,” is intentionally misleading. It reflects the
common assumption that only certain “bad” people
cheat, and the rest are “good” people who would
never do so. The preceding section on the prevalence
of cheating illustrates the faultiness of this assump-
tion. The stark reality is that most students cheat at
some point each and every year from middle school
to graduate school. Therefore, the question isn’t
“Who does it?” (every type of student cheats—male,
female; younger, older; Black, White; etc.), but rather
“Who does it more often?”” With this in mind, there
are some demographic characteristics that have been
associated with cheating.
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In his meta-analysis of more than 100 published
studies of undergraduate cheating (for the practical rea-
son of access as well as the ethical requirement of
obtaining parental consent, there are relatively few
studies of cheating among middle and high school stu-
dents; not enough, that is, to conduct meta-analyses
and ascertain meaningful patterns), Bernard Whitley
found age and marital status to be the most significant
demographic predictors of cheating; specifically, youn-
ger and unmarried students were more likely to cheat
than older and married students. Sex, parental financial
support, on-campus residency, and number of hours of
employment produced small effect sizes; specifically,
cheating was more prevalent among students who were
male, received more financial support from their par-
ents, lived on campus, and were employed for fewer
hours per week. Some researchers have used the terms
immaturity and lack of commitment to describe or
explain cheating among students with a combination of
the demographic characteristics (e.g., young, unmar-
ried, funded by parents, and unemployed).

Although academic ability or achievement, as mea-
sured by grade point average (GPA), is not necessar-
ily a demographic variable, it has been included in
numerous studies of cheating. As with most demo-
graphic variables, GPA seems to have only a small
relationship to cheating in college; undergraduates
with lower GPAs report higher levels of cheating.
Again, data at the secondary level are scant, but
according to the 29th Annual Survey of Who’s Who
Among American High School Students, 80% of the
United States’ best and brightest students reported
cheating to get to the top of their class. This study
and others suggest that the percentage of high-
achieving students who cheat is comparable to that of
lower-achieving students. It may be, however, that
cheating among high-achieving students may be
strategic and selective, and therefore “less” in an
absolute sense.

In sum, there is no demographic profile for “cheat-
ers”; most students cheat at some point. And although
age, sex, marital status, and so on may be correlated
with cheating, these demographic variables are almost
never strong predictors of cheating. This is especially
true when the conceptual model and statistical analy-
ses of the study include psychological, social, and con-
textual factors. In other words, cheating is a complex
problem. Any attempt to understand it more fully must
go beyond demography and examine the more potent
psychological processes that lead to cheating.

Morality,
Motivation, and Misconduct

One of the most insidious aspects of academic cheat-
ing is that most students who report doing it also
report believing that it is wrong to do. Why, then, do
they do it? This question has been approached by
numerous scholars in a wide variety of ways. The
most direct way, of course, is to simply ask students
why they cheat. Studies that have done so have
yielded a fairly consistent pattern of results: pressure
for grades, perceptions of poor teaching, time con-
straints, and lack of interest are typically among the
primary reasons students cite when asked why they
cheat in school. Although this approach may be the
most straightforward and efficient, it is also atheoreti-
cal and superficial. For deeper insights into the ques-
tion of why students cheat, even when they believe it
is wrong, we need to turn to theory-driven studies that
have employed more sophisticated research methods.

Some of the earliest and most prominent research
on academic cheating focused on moral character to
explain why some students did it and others did not.
Contrary to expectations, Hugh Hartshorne and Mark
May in their classic Studies in Deceit did not find evi-
dence that honesty was a fixed, individual trait that
reliably differentiated cheaters from noncheaters.
Instead, situational factors, such as risk of detection
and group approval, were the most influential factors
in determining cheating behavior. Similarly, later
studies that investigated the relations between moral
development and academic cheating found that
students with high reasoning ability cheated just as
much as low-level reasoners when the threat of detec-
tion was low and the potential reward high. This is
consistent with broader findings that moral judgment
and moral action are not highly correlated, and the
other components of moral functioning need to be
accounted for.

Lawrence Kohlberg and his colleagues, for exam-
ple, theorized that the relationship between moral
development and moral action was mediated by two
distinct but related types of moral judgment: deontic
and responsibility. They described deontic judgment
as a first-order judgment concerning the rightness or
wrongness of a given action (deduced from a moral
stage or principle), and responsibility judgment as
a second-order affirmation of the will to act in terms
of that judgment. Presumably, students who report
cheating, despite having rendered a deontic judgment
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that it was wrong to do so, did not make a judgment
of responsibility; that is, they did not feel a sense of
personal accountability to “follow through” and “per-
form the right action.” Very few studies on academic
cheating have directly tested this hypothesis, and
those that have used the construct of “moral obliga-
tion” to do so. Conceptually, moral obligation and
responsibility judgment are very similar, and, as
expected, students who reported feeling a stronger
moral obligation to refrain from cheating were less
likely to report doing so.

Other psychologists as well as sociologists have
also been interested in explaining the gap between
moral judgment and moral action, and they have
offered what might be considered the antithesis of
Kohlberg’s responsibility judgment or moral obliga-
tion: moral disengagement or neutralization of per-
sonal responsibility. Minimizing consequences (e.g.,
it’s “no big deal”); euphemistic labeling (or nonlabel-
ing, not acknowledging cheating as ‘“‘cheating”); and
displacing responsibility (blaming others) are three of
the many disengagement mechanisms or neutraliza-
tion techniques that individuals use to avoid or reduce
self-recrimination when they have behaved criminally
or immorally. Empirical research has demonstrated
strong positive associations between cheating and
moral neutralization. Displacement of responsibility
seems to be the most prevalent strategy neutralization
technique used by undergraduates: 61% of students
who reported cheating rationalized their cheating by
blaming others and/or some aspect of the situational
context. Similarly, a study of high school students
revealed that they were most likely to blame their
cheating on teachers, and that this displacement of
responsibility to the teacher was most pronounced
among high-achieving and college-bound students.

Interview studies suggest that many students are
aware of the incongruity between their beliefs about
cheating (“It’s wrong”) and their behavior (“I do
it”). They acknowledge the incongruity but are quick
to dismiss it for the pay out of higher grades. In other
words, students’ academic motivation (pursuit of high
grades) can trump their moral judgments. One of the
most well-established approaches to understanding
students’ academic motivation is achievement goal
theory, which posits the existence of two types of
achievement goals: (1) to develop ability, often called
a mastery or learning goal; and (2) to demonstrate
ability (to avoid the demonstration of a lack of abil-
ity), often called a performance goal or ego goal.

Mastery goals orient individuals toward developing
their knowledge, learning new skills, and using self-
referenced evaluation criteria. Performance goals
focus individuals on appearing smart relative to
others, displaying skills, avoiding the appearance of
inability, and using norm-referenced evaluation crite-
ria. In educational settings, both types are posited to
exist at three levels—school, classroom, and personal.
Furthermore, students’ goal orientations are thought
to be situational, not dispositional—the extent to
which a student is mastery and performance oriented
is determined (at least in part) by the classroom goal
structures, which are themselves partially determined
by the school goal structures.

Over the past 10 years, numerous studies have used
goal theory to further researchers’ understanding of
academic cheating. Studies at this intersection of goal
theory and cheating have evolved over the past decade
and fall into four basic types: (1) interindividual dif-
ferences, (2) intraindividual differences, (3) longitudi-
nal, and (4) experimental. In general, these studies
have shown that mastery goals are negatively associ-
ated with cheating; students are less likely to cheat
when they are focused on developing their competence
and/or they perceive that classrooms or schools are
focused on the development of their competence (these
“messages” are communicated verbally through an
emphasis on learning and effort as well as nonverbally
through instructional and assessment practices). On
the other hand, performance goals are generally
positively associated with cheating; students are more
likely to cheat when they, their classrooms, or their
school are focused on demonstrating competence
(through, for example, the attainment of high test
scores and grades).

In sum, both morality and motivation matter in the
perpetration of academic misconduct. In an interest-
ing study that combined these typically distinct
approaches to understanding cheating, Tamera Mur-
dock and her colleagues used hypothetical vignettes
to isolate the effects of classroom goal structures and
teacher pedagogy on students’ beliefs about the
acceptability and likelihood of cheating. Consistent
with previous research, they found that students
believed cheating to be more justifiable (as well as
more likely) when the classroom in their hypothetical
vignettes was portrayed as focused on grades and the
teacher as a poor instructor. They also assessed stu-
dents’ belief about the morality of cheating (i.e., an
absolute, as opposed to context-dependent, belief
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about rightness or wrongness of cheating). Not
surprisingly, students’ beliefs about the morality of
cheating were less influenced by contextual factors
and less strongly related to the perceived likelihood of
cheating; students believe cheating to be morally
wrong (regardless of circumstances), but this judg-
ment doesn’t much affect their likelihood of cheating.

The Power of the Situation

Individual behavior does not occur in a vacuum;
social and situational circumstances exert a powerful
influence on personal choices and actions. As dis-
cussed in the previous section, students’ perceptions
of classroom and school goal structure affect not only
their cheating behavior but also their judgments about
the acceptability of cheating. Also, as discussed
above, students’ perceptions of teachers’ pedagogical
competence affect cheating behavior and so, too, do
their perceptions of teacher fairness and caring: Stu-
dents are more likely to cheat when they perceive
their teachers to be incompetent, unfair, or uncaring.

In addition to these subjective perceptions of teacher
qualities, the subject matter also matters. Students report
cheating most often in math and science courses and
least often in social science and humanities courses.
Susan Stodolsky’s comparative analysis of math and
social studies provides some insights into why students
may cheat more often in math and science classrooms.
Namely, the activity structures (“drill and kill”) and
assessment practices (objective, multiple-choice tests)
often employed in teaching these domains provide more
frequent and accessible opportunities to cheat. How-
ever, more research is needed. It may be, for example,
that only certain types of cheating (e.g., homework and
test-related behaviors) occur more frequently in math
and science courses and that other types of cheating
(e.g., plagiarism) are more likely to occur in social sci-
ence and humanities courses.

Although all of the foregoing situational factors
(real or perceived) have been significantly associated
with cheating, peer norms (attitudinal and behavioral)
tend to be the most powerful predictors of cheating
behavior. For example, Donald McCabe and Linda
Trevino’s large-scale, multi-institutional study of indi-
vidual and contextual factors associated with cheating
in college found disapproval of cheating, peer cheat-
ing behavior, and fraternity/sorority membership to be
the three most influential factors associated with
cheating. Specifically, students who perceived that

their peers disapproved of academic dishonesty were
less likely to cheat, whereas those who perceived
higher levels of cheating among their peers and those
who belonged to a fraternity or sorority were more
likely to report cheating. Moreover, peers are very
reluctant to report the cheating of others, even at insti-
tutions with so-called rat clauses that require students
to do so. Put another way, cheating has become nor-
mative behavior among secondary and postsecondary
students—it is widely seen and acceptable. Reporting
others for cheating, in contrast, would be socially
deviant behavior—rarely seen and greatly shunned.
Finally, students who cheat rarely get caught. If
caught, they are seldom punished severely, if at all.

Strategies for
Promoting Academic Integrity

There are many ways that faculty, administrators, and
institutions as a whole have attempted to address the
problem of academic cheating in their classrooms or
on their campuses. Many focus on the prevention and
detection of cheating, but others have taken a some-
what different approach: the promotion of academic
integrity. Although the promotion of academic integ-
rity could be construed as a method of prevention, it
is much more than that. Efforts to foster academic
integrity, which are done most effectively at institu-
tions with honor codes or committees, provide stu-
dents with multiple opportunities and role models for
learning the importance of understanding and concern
for core academic values, such as honesty, trust, fair-
ness, respect, and responsibility. Detecting and disci-
plining students who cheat must be part of any
holistic approach, but it should not be the primary
strategy to address the problem. Educational institu-
tions at all levels should help students understand the
meaning and importance of scholarship, intellectual
property, and integrity. They should also help students
develop the will and skill to participate in academic
life in a fair, honest, and responsible manner.
Research indicates that students at institutions with
honor codes are half as likely to report cheating on
tests and one third as likely to report engaging in pla-
giarism. These reductions are far greater than any
other approach known at this time. Unfortunately, rela-
tively few institutions (particularly at the secondary
level, where the problem of cheating begins to flourish
and, therefore, the need is arguably the greatest) have
invested the time and resources to transform the
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culture of integrity on their campuses. This, despite
the fact that there are now several organizations, such
as The Center for Academic Integrity, that offer a wide
range of materials and support for doing so. This being
the case, the following strategies are offered as ways
to mitigate the probability of cheating.

Reducing In-Class Test Cheating

The following are simple strategies that faculty
can implement and should use, especially in larger
lecture-based courses:

® Space Seating and Monitor: Where possible, stu-
dents should be spread out (leaving a space between
them), and faculty should move about the room
throughout the examination.

e Create Multiple Forms: Whether or not spacing is
possible, faculty should create multiple forms of
their exams, randomizing both the order of ques-
tions and the answers.

e Ban Digital Technologies: Given the raise in digital
forms of cheating, faculty should ban the use of cell
phones, PDAs, calculators, laptops, and so on dur-
ing exams.

Reducing Plagiarism

e Make Writing Assignments Clear and Manageable:
Provide students with a list of specific topics or
require components.

® Require Process Steps: Help students avoid last-
minute, late-night plagiarism by requiring a series
of process steps—topic identification, outline, first
draft, peer exchange—that precede the final draft.

e Meet With Students to Discuss Their Research
Papers: Where possible, meet with students individ-
ually to discuss their papers.

Detecting Plagiarism

e See the Signs: Make sure the paper addresses the
specified topic or requirements, and take notice of
changes in the voice or style of the writing, mixed
citation styles or formatting, anomalies in diction,
and so on.

e Know the Enemy: Faculty members should famil-
iarize themselves with the online sources of plagia-
rism, such as Cheathouse, School Sucks, Screw
School, and The Paper Store.

e Use a Plagiarism Detector: When plagiarism is sus-
pected, faculty should use a text-matching program

such as Turnitin.com to ascertain whether plagiarism
has, in fact, occurred.

General Pedagogical Advice

Faculty can help students adopt mastery goals
and develop academic efficacy with the following
techniques:

e Engage: Create learning experiences that tap stu-
dents’ interest.

e Challenge: Provide optimal challenge and scaffold
learning experiences.

e Empower: Give students a sense of control over the
learning process and the products they create.

By taking the following actions, the faculty can
help create an academic climate that emphasizes mas-
tery over performance:

e Diversify: Design a multidimensional learning envi-
ronment where expertise is distributed.

e Recognize: Emphasize and acknowledge students’
efforts to learn and understand, not test scores.

e Privatize: Provide private individual evaluation of
progress and avoid practices that invite social com-
parisons of performance differences.

In addition, the faculty can create a just and caring
learning community by implementing the following
actions:

e Play Fair: Establish and clearly communicate learn-
ing objectives and assessment practices; when
possible, include students in curricular decision
making.

e (Care: Respect and support students in academic and
nonacademic ways.

Jason M. Stephens

See also Peer Influences
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CHILD ABUSE

Child abuse is a serious social issue that causes harm
and results in the death of children every day through-
out the United States and the world. It is both a
psychological and an educational issue that affects
individuals, families, schools, and communities, result-
ing in both immediate effects and long-term serious
consequences on the lives of those it touches. This
entry provides definitions, incidence of abuse, forms
of abuse, characteristics of abusers, psychological
effects on victims, and treatment interventions for both
abusers and victimized children.

Definitions

Every state in the United States has a legal definition
for child abuse and neglect based on the federal defi-
nitions cited in the Federal Child Abuse Prevention
and Treatment Act of 1973 (CAPTA, 42 US.CA.
§ 5106g) and as amended by the Keeping Children
and Families Safe Act of 2003. Child abuse is defined
as any act on the part of a parent, caregiver, or other
individual that results in physical and/or psychologi-
cal injury, or that can present a risk of serious harm to
a child under the age of 18. Such acts include sexual

abuse and sexual exploitation, and failure to act to
protect the child if the abuse is witnessed. Neglect
occurs when there is failure to provide for a child’s
basic needs for food, shelter, medical care, or appro-
priate supervision. Neglect includes failure to educate
a child or attend to the child’s educational needs, fail-
ure to provide psychological care, and knowingly per-
mitting a child to use illegal substances (e.g., alcohol,
illicit drugs).

Incidence of Child
Abuse and Fatalities

The National Incidence Study of Child Abuse and
Neglect (NIS) was mandated by the U.S. Congress to
document and report on the incidence of child abuse
and neglect. The most recent report, NIS-3 by Andrea
Sedlack and Diane Broadhurst, covered a 7-year
period and reported an increase in child abuse from
previous years. Approximately 1.5 million U.S. chil-
dren were abused or neglected during this period;
physical abuse almost doubled and sexual abuse more
than doubled. The most recent statistics available
from the National Child Abuse and Neglect Data Sys-
tem (NCANDS) estimated 872,000 victims of child
abuse in 2004; 1,490 of these were child fatalities
(death of a child caused by injury from abuse or
neglect); approximately 60% were victims of neglect,
19% suffered physical abuse, and 10% suffered sexual
abuse. Children ages 4 or younger are most vulnerable
because they are unable to defend themselves or seek
help. Based on data from 32 states, 81% of the chil-
dren who died were younger than 4, 11.5% were 4-7
years of age, 4.1% were 8—11 years of age, and 3.4%
were 12—17 years of age.

The NIS-3 study identified factors that contributed
to the highest incidences of abuse. These included the
child’s gender and age, family income, and family
size. Race was not a significant factor found. There is
little reporting of sexual abuse in children under the
age of 3; however, the numbers begin to rise from
preschool onward. Girls are more at risk for sexual
abuse than boys; boys are more vulnerable to other
forms of abuse that result in serious injury or death.
Family characteristics contribute to higher incidences
of child abuse. Children from single-parent homes
have a higher risk of physical abuse and neglect than
children living with intact families. Children who live
in poverty or come from large families are more at
risk of all types of child maltreatment.
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Types of Child Abuse

Four major types of child abuse are recognized. These
include physical, emotional, sexual, and neglect. These
can occur separately, but often are found in com-
binations. Physical abuse results in a physical injury
from acts such as severe beatings that can cause bruis-
ing, fractures, and death. Shaking, choking, throwing
objects, kicking, burning, or other forms of physical
acts constitute physical abuse. Punishment such as
having children kneel for periods of time on stones or
hitting them with belts or other objects is considered
abusive.

Emotional abuse results from acts that include
a continued pattern of degrading, denigrating, insult-
ing, and ridiculing a child. It can include withholding
affection and support, rejecting, terrorizing, and iso-
lating the child from others. Some consider emotional
abuse to be more detrimental to the child because it
can have long-term psychological effects on self-
esteem and psychological development.

Sexual abuse is sexual manipulation or coercion by
an authority figure. It includes incest, rape, molesta-
tion, performing indecent sexual acts in front of chil-
dren, exposing them to sexually explicit materials,
photographing them in sexual explicit poses, and/or
sexually exploiting them for prostitution.

Neglect is evidenced by the failure to provide ade-
quate nourishment and by creating a living environ-
ment that is consistently dirty and unkempt. There is
apathy on the part of the caregiver to provide for the
child, and these children come to school disheveled
with torn and soiled clothing. They are often left
unsupervised, and their medical, psychological, and
educational needs go unmet. Often, there is little or
no affective stimulation or warmth, and in the case of
infants, no nurturing or proper hygienic care is pro-
vided. Some victims of abuse have suffered multiple
forms of abuse. For example, at times, sexual abuse
may involve physical abuse, and a neglected child is
most likely also emotionally abused.

Cultural Influences

Child abuse and neglect occur in all cultures and eth-
nicities, and on all socioeconomic levels. It is found
in every country in the world. In some cultures, tradi-
tional values support the concept of physical punish-
ment and the ridicule and humiliation of children for
undesirable behaviors. What may constitute child

abuse in the United States would not be considered so
in other countries, especially in places where exploita-
tion of children in the labor market, in war, or for sex-
ual purposes is tolerated.

In the United States, African American, Pacific
Islander, and American Indian or Alaska Native chil-
dren have the highest rates of victimization; Asian
children the lowest rates. According to the Child Mal-
treatment Report of 2004, White children were the
most victimized at 53.8%; 25.2% were African
American and 17% were Hispanic. Children with dis-
abilities accounted for 7.3% of all victims. Parenting
children with disabilities can increase the stress level
for parents and caregivers, potentially placing these
children at higher risks. Parental stress increases
because these children can be more difficult to care
for, have behavioral problems, have limited communi-
cation or mobility, and require constant attention and
supervision.

Child Abuse in Schools

Child abuse is most associated with dysfunctional
families; however, it does exist in our nation’s
schools. Some children experience their first incidence
of abuse by teachers in schools. When abuse is
observed in schools, it is sometimes left unreported
by teachers and principals. Children often will not
report experiences of abuse to teachers or other school
professionals because they believe that nothing will
be done about it. When they do report, they will dis-
close to peers or family members. It is critical for
educators and school administrators to report disclo-
sure of abuse by children and for school districts to
have written policies on reporting procedures. In most
states, educators who fail to report incidences or sus-
picions of abuse are subject to fines or other legal
consequences, so professional development training
for teachers and other school personnel is essential to
help them understand signs and symptoms of abuse,
reporting guidelines, and interventions.

The Abusers

There is no specific profile of an abuser, although var-
ious characteristics have been identified over time.
Perpetrators of child abuse are defined by most states
as parents or other caregivers such as relatives, baby-
sitters, and foster parents. According to NCANDS’s
most current report, Child Maltreatment 2004, of the



144 Child Abuse

872,000 child abuse victims, parents were the abusers
in 78.5% of the cases; 6.5% were relatives; 4.1% were
unmarried partners of parents; and the remaining were
residential facility staff, child care providers, legal
guardians, and foster parents. More than half of these
perpetrators neglected their children, 10% physically
abused them, and 6.9% sexually abused them. Fifteen
percent committed more than one type of abuse.

Often, the perpetrators are young adults in their
mid-20s living below the poverty level and lacking
a high school education. They have difficulty coping
with the stresses of daily living, and in some instances
were abused themselves as children or were exposed
to family violence. Family environments where these
factors are present are more likely to expose children
to frequent arguments, parental fighting (sometimes
physical), and situations where children live in con-
flict and fear of violent reactions from their care-
takers. Furthermore, parents and caregivers who
themselves suffer from depression, personality disor-
ders, substance abuse, or other emotional disturbances
are more likely to abuse their children. Teenage par-
ents who lack resources such as financial and social
supports to care for children may also be at increased
risk of abuse. Parents who are prone to act violently
and who lack empathy perceive the world differently
and may be more predisposed than others to be abu-
sive to children.

Fathers tend to be the cause of the majority of
child abuse fatalities resulting from physical violence,
whereas mothers were most often responsible for
neglect. Although parents tend to be the main perpe-
trators of aggression toward children, siblings and
relatives living in the family environment can also
physically, emotionally, and sexually abuse them.

Psychological Effects on Victims

Abuse is about control and power over another per-
son. The psychological effects of abuse on victims
will vary depending on the type of abuse endured, the
length of time the abuse occurred, and the intensity of
the abuse. A single abusive event can create Type I
trauma, whereas repeated and prolonged abuse in
children who endure severe pain, torture, consistent
violence, and family conflict experience Type II
trauma. Type II trauma has more debilitating effects
on children. Children who experience Type II trauma
develop coping mechanisms such as dissociation,
denial, and shifts in mood from anger and rage to

extreme passivity and withdrawal. Educators and
human service professionals, when observing abused
children, must consider the above factors and the
extent of the trauma to better understand and treat
symptoms and behaviors. Not all children will act the
same. Some children will internalize the trauma and
can be observed withdrawing and appearing sad,
depressed, and lethargic. They may be fearful of
others and avoid interactions. They may engage in
somatization and exhibit physical symptoms such as
headaches, stomachaches, or other ailments. They
may exhibit self-mutilating and suicidal behaviors.
Those who externalize the trauma will express their
anger and rage toward others or animals. For exam-
ple, they are prone to violence and hostility, and they
may kill or torture animals or destroy property. In
cases of sexual abuse, these children may demonstrate
sexually provocative and explicit behaviors.

Effects of Physical Abuse

Physically abused children lack a joy for life.
Depending on the extent of the abuse, they may have
been removed from their homes and put in foster care
or have endured multiple hospitalizations. In cases of
severe physical abuse, these children may have physical
impairments in speech, language, and motor function-
ing. They feel abandoned and rejected by their families.
In school, they can exhibit academic and learning diffi-
culties and rebelliousness, and have problems easily
establishing friendships with other children. There may
be physical consequences, such as bruises, burns, scar-
ring, and broken bones. Abused children may suffer
from depression and withdrawal, or may physically act
out toward authority figures and peers.

Effects of Emotional Abuse

Emotionally abused children experience loss of
self-esteem and often feel isolated and disengaged
from others. They may become hypervigilant and sus-
picious and appear to be always on guard. In school,
they may act belligerent toward teachers and may
engage in hitting and fighting with other children.
They are less motivated to attend school and complete
academic assignments. Those who internalize the
trauma will not engage in play or social activities and
appear passive and nonresponsive to external stimuli.
They can be moody and fearful of expressing feelings.
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Effects of Sexual Abuse

Children who have been sexually victimized will
exhibit an array of symptoms and behaviors that can
run on a continuum from few symptoms to engaging
in prostitution or becoming sexually predatory toward
others. The behavior of these children depends on the
severity of the abuse, the relationship to the perpetra-
tor, the frequency and intensity, as well as the support
from family members following disclosure. Common
symptoms include depression, low self-esteem, anxi-
ety, substance abuse, posttraumatic stress disorder,
and self-destructive behaviors such as suicide and
prostitution. These victims feel shame, embarrass-
ment, and guilt. In extreme cases of repeated, pro-
longed sexual abuse, dissociation occurs as victims
experience a sense of hopelessness and helplessness.
When dissociating, the child copes by detaching from
the self and the act that is being committed. A loss of
identity and memory difficulties can result. These vic-
tims, because of their exposure to manipulated sex,
become sexualized and will display overt sexually
provocative behaviors, abnormal preoccupation with
sex, and a lack of inhibition toward sexual acts or sex-
ual conversation. Child abuse victims are at a higher
risk for sexually transmitted diseases, pregnancy, and
prostitution. They will have continued difficulty
engaging in normal intimate and sexually rewarding
interactions in adulthood.

Effects of Neglect

Victims of neglect have experienced a lack of, or
no, nurturance and attention from parents or signifi-
cant others. These children will suffer many of the
same psychological effects as those who have been
physically or emotionally abused. They will experi-
ence loss of self-esteem, abandonment, lack of affect,
and difficulty expressing emotions. They tend to have
a negative view of the world and may suffer from anxi-
ety, depression, or overly aggressive behaviors toward
others. They are often cognitively developmentally
delayed. They feel no one cares for, and about, them
and also experience a sense of hopelessness and help-
lessness to seek resources on their own.

Child Abuse Reporting

All states have designated agencies for the reporting
and investigation of child abuse incidences, which then

report these data to a central registry for tracking pur-
poses. Specific state statutes require mandatory report-
ing of suspected child abuse. These statutes require
certain professionals who work with children, such as
educators, social workers, therapists, physicians, nurses,
and law enforcement personnel, to be mandated repor-
ters of suspected child abuse and neglect. Failure to
adhere to these statutes can result in fines and legal
charges, including felony charges and potential jail
time. These professionals are believed to be in a unique
position to observe instances of child maltreatment that
might otherwise go undetected. Should a report be nec-
essary, these professionals should inform the nonabu-
sive parent that a report will be made.

If a minor child (client) discloses abuse, he or she
should also be informed that a report will be made for
his or her protection. Helping the victim deal with
social service agencies and other authority figures
who will be investigating the case and discussing the
process is recommended. Early detection and report-
ing of maltreatment are critical in reducing further
harmful effects to children.

Prevention and Treatment

The first step in prevention is reporting suspected abuse
so it can be investigated and a determination made as
to the most appropriate services for a child victim and
his or her family. Referral to appropriate service
agencies following the report provides support and
resources to the abused child and family. Treatment
should be comprehensive in that many resources and
treatment modalities for all family members are pro-
vided. It is not enough to treat the abused child; family
members must also be included because child abuse
and neglect are experienced by the entire family.

Prior to selecting the treatment approaches that
will be used, an assessment of the family is crucial. It
should be determined whether parents or caretakers
themselves have had personal experience with mal-
treatment in their family of origins, and if they may
be suffering from personality disorders or other emo-
tional disturbances that would warrant psychiatric
intervention. It is essential to gain an understanding
of parental child-rearing skills and stressful situations
and events, and how these have been dealt with in the
past within the family structure. An assessment of the
child is useful to (a) determine if there is a disabling
condition that could add undue stress to the family,
(b) identify any behavior problems the child may have
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at home or in school, (c) determine the child’s devel-
opmental level, and (d) identify the child’s adaptive
and coping abilities. Knowing the child-rearing values
and traditions of the culture of the family is important
S0 as not to misinterpret social cues and behaviors on
the part of the child, caregivers, and other family
members. Observing the interactions between the
child and caregivers can provide insight into the
child—parent relationship and response behaviors
toward the child. Parents and caregivers who maltreat
children will exhibit less positive and nurturing beha-
viors toward them. They will be less likely to interact
with their children, may be prone to quickly admonish
or criticize the child, may have higher expectations
than nonabusive parents, and may make inappropriate
demands on their children for their developmental
level. Following assessment, when selecting treatment
approaches to use, therapists must make decisions
regarding whether to treat the entire family as a whole,
the couple, the abused child, or the parent—child dyad,
and what specific modalities will be used.

Treatment Interventions for the Abusers

A behavioral approach has been recommended for
abusive parents and caregivers because this approach is
more directive, problem and solution focused, and edu-
cational in nature, and it places the responsibility on the
family members to take action and make changes in
their behavior. This approach is also intended to help
parents become more sensitive and responsive to their
children’s needs. Cognitive therapies have been used to
help parents gain awareness of irrational and dysfunc-
tional beliefs and to change these belief systems into
more rational, logical thinking that will promote appro-
priate behavioral responses. Individual, family, and
group counseling can be used simultaneously. Individ-
ual counseling for the child and individual family mem-
bers can be conducted in conjunction with group and
family counseling interventions. Group counseling is
beneficial because it connects parents to other maltreat-
ing parents who can serve as support networks to one
another. In groups, parents can learn appropriate child-
rearing and parenting skills and where to obtain assis-
tance and resources for their families. Parents who
maltreat children will need to learn techniques to con-
trol and manage their anger on a daily basis. They will
learn how to respond to their children without shouting,
hitting, or using other aggressive forms of behavior.
They should be taught methods they can use to manage

and handle stress such as deep breathing and relaxation
techniques. These individuals must be provided with
opportunities to discuss feelings of frustration, shame,
guilt, and inadequacy with their therapists and with
other parents who share similar concerns. Role-playing
by the therapists and group members can help ease
parental anxiety and provide a mechanism by which to
practice desirable behaviors and obtain immediate feed-
back from others. The therapist may need to combine
treatment modalities with periodic home visits to assess
whether what is being learned in therapy is being trans-
ferred to the home environment. To help abusive
parents become more self-reliant, connecting abusive
parents with sources of social support is necessary.
These support venues include community agencies that
can assist with housing, health, and social needs;
churches or other religious organizations; day care pro-
viders; and employment counselors who can provide
parents with resources to find better jobs or obtain train-
ing. Extended family members and friends can help
provide emotional support and encouragement.

Treatment Interventions for the Victims

Treatment approaches for child victims will
depend on the severity of the abuse the child has
experienced. In addition, in order to be effective, the
types of treatment selected must be congruent with
the child’s developmental level and symptoms. To
protect and provide a safe environment, children are
sometimes removed from the home and placed tem-
porarily with relatives or in foster care. Therapeutic
day care treatment has been used to increase the
child’s developmental and social skills and as a protec-
tive measure. The rationale behind the use of these
two approaches has been to provide a hiatus for the
family so they can participate in therapy before the
child is returned home or adopted by another family.
The intent has always been for this approach to be
short term, but fewer than 40% of foster children ever
return after 2 years in foster care. Furthermore, it is
becoming increasingly difficult to find suitable foster
care facilities for children, and many children shift
from one home to the next and are separated from
their siblings. Many abusive parents are never totally
rehabilitated, nor do they respond to treatment posi-
tively, and they continue abusive patterns of behavior.

Child victims who experience severe trauma and
suffer from symptoms of posttraumatic stress disorder
are treated with education that involves teaching them
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how to cope with stressful situations. Play therapy,
the use of expressive arts and writings, and person-
centered approaches that provide a means by which to
express repressed feelings have been used. Experi-
enced clinicians, in controlled settings, can also help
the child recall memories of the traumatic event and
work through feelings of anger, hurt, anxiety, shame,
and distrust. This is especially critical for sexually
abused children who have repressed memories of sex-
ual exploitation and abuse.

Future Considerations

Child abuse is a social, educational, and psychological
problem that occurs at epidemic proportions in the
United States. It is a problem that warrants more
attention than it has received in the past, both in the
United States and abroad, because of the impact such
abuse has in childhood and adult years. Education is
needed to assist helpers and human service profes-
sionals identify signs and symptoms of abuse and to
follow legally mandated reporting procedures. Treat-
ment interventions aimed at helping both the abusers
and victims effectively cope with the psychological
factors resulting from abusive patterns of behavior
and victimization are needed. Preventive measures,
such as parenting skills classes and stress and anger
management techniques, must be provided on a con-
tinuing basis by human service providers so as to edu-
cate others and to prevent abuse before it occurs.
Efforts at prevention of child maltreatment are neces-
sary in order for this epidemic to be thwarted.

Adriana G. McEachern
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CrassicaL CONDITIONING

Classical conditioning (also named Paviovian condi-
tioning, for Ivan Pavlov, the researcher who pioneered
the topic) is considered, along with habituation, to be
a fundamental form of learning. The term condition-
ing is used because classical, along with instrumental
and operant, is considered a simpler and more basic
form of learning. As a form of learning, classical con-
ditioning involves a relatively permanent change in
behavior potentiality that arises as a result of particu-
lar experiences. Hence, at one time a certain behavior
does not take place. But as a result of independent
variables (or imposed stimulus contingencies), a
particular target behavior then does take place with
greater probability.
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Unlike habituation, which involves only a single
stimulus, classical conditioning involves two stimuli
that are paired. The purpose of one stimulus is to
reliably elicit behavior. This is the wunconditional
stimulus (or US, because it will provoke a response
unconditionally), also called unconditioned stimulus
(because the response to it did not have to be
trained). It elicits the unconditional, or uncondi-
tioned, response (UR), which is already in the organ-
ism’s repertoire. The other stimulus—the conditional
stimulus (CS), because the response to it is condi-
tional, or conditioned stimulus, because the response
to it must be learned—is neutral with respect to the
US. The CS, in order to be a stimulus, must evoke
some response; but that response, or pattern of
responses, is unrelated to the US, and hence, those
responses have little or no similarity to the UR. If
training is effective, then the CS has acquired some
capacity to elicit a response that resembles the UR.
But because it is elicited by the CS alone, it is con-
sidered a learned response—a conditioned (learned),
or conditional, response (CR).

Training consists of pairing CS and US, ideally
with CS onset preceding US onset on each trial. So,
initially, before conditioning, the CS provokes little or
no conditioned response, which serves as a baseline
for evaluating the amount of learning reflected in the
amount (percentage, magnitude, probability) of CR
following training.

All of the basic phenomena that take place in
learning paradigms (to include instrumental, operant,
and habituation) are found in classical conditioning.
As in other paradigms, acquisition occurs as a nega-
tively accelerated function, meaning that the greatest
behavior change takes place during early trials. A
practical implication is that those initial trials are
rather crucial because this is the time when errors are
readily mastered, and considerable training will be
needed to extinguish those flawed behaviors. Another
implication arises later in learning when performance
is nearing asymptote. As a curve of decreasing
returns, less and less additional change in perfor-
mance (reflecting less and less further learning) is
observed with additional training trials. (Good exam-
ples of these considerations are found in learning
physical or sport skills. During initial training, mis-
takes can be learned quite readily—pointing out the
importance of guidance and error-free training for
novices. Later, highly skilled performers have diffi-
culty maintaining motivation to keep working when

their efforts seem to show very little payoff.) The
other basic phenomena include such matters as extinc-
tion, spontaneous recovery, stimulus generalization
(positive transfer), stimulus discrimination, external
inhibition, disinhibition, and so on.

A great deal of research has been conducted deal-
ing with time relations between CS and US presenta-
tions and characteristics of stimuli (e.g., intensity and
complexity). It is quite clear that for optimal condi-
tioning, the CS onset should precede US onset—the
time between onsets being commensurate with the
latency of the UR. For a very simple and quick
response (e.g., eyeblink, which is popular in much of
the animal research), roughly 0.5 seconds seems opti-
mal, whereas for a slower or more elaborate response,
some number of seconds would be suitable. In
essence, the CS is functioning as a signal that fore-
casts the presentation of the US. So, it appears as
though there needs to be sufficient time for the CS to
allow the learner to prepare for the US, and to antici-
pate it. When it comes to stimulus intensity, it appears
that US intensity is of particular importance. It must
be “prepotent” in that it is strong enough to take pri-
ority, dominating over other stimuli that could cause
distraction or evoke behavior that could compete with
and weaken the UR. The function of the US is to
evoke a particular pattern of behavior, so it makes
sense that a strong and unambiguous elicitor is desir-
able. A weak US will evoke a weak UR or a UR that
could be viewed as “sloppy” in the same way that
unclear and ambiguous guidance or instruction leads
to behavior that is not clearly on target. With classical
conditioning, the behavioral outcome is thoroughly in
keeping with the behavior evoked with the US. Or, in
other words, “what you do is what you learn.” It
should be noted that a US need not be appetitive
(evoking behavior that fits a general category of
“approach”) but can be aversive (leading effectively
to avoidance behavior).

Higher intensity may be of some importance for the
CS—but within reason. An excessively strong signal
can provoke some behaviors that can interfere with
both CR and UR. It has been suggested that any stimu-
lus above threshold (detectable) can serve effectively
as a CS (as long as it reliably predicts occurrence of
a US)—meaning that learning can take place with very
subtle cues. But to have an optimally effective CS, it
would appear that not just adequate intensity is impor-
tant but greater complexity is of considerable value.
Note that complexity does not mean difficulty; rather,
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it means number of elements. So, when signals are
important, they include many components (e.g., a rail-
road crossing in a high-traffic area or warnings about
fuel and altitude in aircraft cockpits will have a variety
of visual features plus sound). Typically with com-
pound stimuli, a particular element will be dominant;
sometimes, that element will overshadow the others.
But typically, the “weaker” elements will add and con-
tribute to the overall signal value.

Classical conditioning can easily be regarded as
a substrate in that it can be seen as a basis or underly-
ing process in instrumental and operant conditioning.
It also has rather obvious roles in those paradigms
whenever some learned element is involved. For
example, secondary reinforcers (also appropriately
called conditioned reinforcers) are extremely powerful
and practical tools for instrumental and operant condi-
tioning. Perhaps the ultimate example is clicker train-
ing for dogs and other animals, where the sound of
the clicker (which serves as the secondary reinforcer)
had been paired with some incentive (dog treat), but
can now serve to “reward” the animal immediately
following some target behavior. Virtually all of the
social reinforcers for humans (smiling, nodding, atten-
tion) can be seen as having acquired their incentive
value in analogous fashion. Discriminative stimuli in
instrumental and operant conditioning serve as signals
that have been associated with particular contingen-
cies rather than specific stimuli.

Finally, in practical application, classical condi-
tioning is often where some form of training begins as
a way to establish some behavior. And once some
behavior is stable and reliable, it can be used for
building additional outcomes. For example, with
higher-order conditioning, an established CS can
function as a US. Furthermore, it probably rarely
maintains a “pure” form but becomes combined with
or replaced by instrumental contingencies and incen-
tives. For example, if a parent is teaching vocabulary,
the parent may prompt by saying, “Say ball.” After
a few of these trials (US-UR), the parent may hold up
a ball, point to it, and say, “What’s this? Say ‘ball.”’
Then, the parent may fade out the US, eventually pre-
senting the CS (pointing to the ball and saying,
“What’s this?”). When the child emits the CR of
“ball,” then the parent may respond with a social
reinforcer: “That’s right; good for you.” It could be
argued that classical conditioning should be seen as
the substrate and underlying process for most of our
learning. Indeed, most of our vocabulary and nearly

all our emotions (preferences as well as fears) can be
attributed to classical conditioning.

Louis G. Lippman
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CLIQUES

Relationships outside the household become increas-
ingly important as a child moves through adolescence.
One way to view these relationships is through cli-
ques, which can be defined in two ways: (1) Research-
ers define a clique as a grouping of persons who
interact with each other more regularly and intensely
than others in the same setting (a more neutral defini-
tion), and (2) the more popular definition by layper-
sons is a social grouping of persons that exhibits
a great deal of peer pressure on its members and is
exclusive, based on superficial differences (a more
negative definition).

No matter which definition is chosen, cliques
exhibit common criteria. Cliques are a small social
group of anywhere between 2 and 12 persons, typi-
cally averaging around 6. They are created based on
similar characteristics of their members, including
age, gender, race, social status, socioeconomic status
(SES), and shared interests and activities. Cliques pro-
vide the major social context in which youths interact
with each other, and thus are of high importance for
their healthy development.

Along with the definition, an important distinction
must be made to separate cliques from the similar
peer grouping of crowds. Crowds are a larger group-
ing of individuals who share a common image or rep-
utation with each other, or may have similar features
(race, SES), but do not necessarily accept their mem-
bership in said group. Examples of crowds are jocks,
nerds, populars, cheerleaders, and so on.

This entry describes the formation and maintenance
of cliques, including gender differences, changes in
clique structure across adolescence, types of individuals
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in/out of cliques, the process of joining cliques, as well
as the benefits and problems with cliques.

Gender Differences in Cliques

Although many similarities exist between male and
female cliques, they do have some important differ-
ences. Females are more likely as a whole to become
members of cliques, whereas boys are more likely to
be nonmembers. Females are also more likely to form
cliques at an earlier age than boys, with females
beginning around age 11, boys at 13 or 14. Female
cliques are more focused on vocal activities, including
gossip and sharing thoughts and feelings, and are eas-
ily hurt by the gossip and hurtful remarks spread by
these cliques. Male cliques are typically focused
around similar activities and interests. Research has
also found that males have a greater desire for accep-
tance from a group, and more concern with status
than females, who were more interested in being emo-
tionally closer to a smaller group of peers.

Changes in Clique Structure Over Time

It has been stated that the structure of cliques devel-
ops in parallel to the development of identity; thus,
important changes are seen as youths move through
adolescence into adulthood.

Preadolescence

Preadolescence marks the initiation of cliques as
youths begin to separate from familial relationships
being of primary importance. These early cliques are
created almost entirely of same-sex individuals and
are formed around similar interests and activities
rather than other demographic characteristics.

Mid-Adolescence

Mid-adolescence involves great changes in both
clique structure and activities, as youths become more
interested in the opposite sex, but do not yet have dat-
ing relationships. This is a time in which cliques
become more segregated based on demographics
beyond sex and interests/common activities. Cliques
begin to integrate at similar venues with opposite-
sex cliques, but their membership does not yet
change. Later, as youths become interested in dating

relationships, cliques begin to open up to mixed-sex
and even mixed-age membership.

Late Adolescence

As youths begin to enter late adolescence, dating
relationships begin to take precedence over clique
membership. Cliques begin to collapse as members
are lost and are replaced with pairs of dating adoles-
cents. These pairs form loosely associated cliques,
which separate from the larger group activities in
favor of individual ones. This form of clique structure
is said to extend into adult relationships.

Types of Individuals
in and out of Cliques

Through the use of observation studies, researchers
have identified three types of youths in clique mem-
bership: clique members, liaisons, and isolates.

Clique Members

Clique members comprise fewer than half of all
adolescents, and are actively a part of a single, small
group of persons. They spend most, if not all, of their
social interactions with these same individuals.

Liaisons

Liaisons are individuals who interact with some
members of a clique, but not with all. Liaisons can
associate with multiple separate cliques, and are gen-
erally well thought of by their peers. This type of
individual comprises approximately 30% of youths.

Isolates

Isolates are individuals who are not involved with
any clique members, and generally have few, if any,
relationships with peers in their social network. Iso-
lates may be of volunteer status, in that they actively
avoid relationships, or they may be of forced status
(also labeled as targets or victims), in which they are
set up by others to be excluded and ridiculed.

Joining Cliques

Because of the hierarchical interior structure of
cliques, some individuals who desire membership
are denied. This membership is maintained through
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a careful screening process, usually established and
maintained by the leader. Two methods for obtaining
membership exist: invitation and application.

Invitation

Invitation into a clique can occur as a direct
request from one of its current members or by indirect
socialization. Indirect socialization can resemble an
advertisement of what the clique can offer the pro-
spective member, involving a courtship attempting to
show how great life in the clique actually is. Also
important (with application as well) is that before this
potential new member is invited/accepted, the lead-
er(s) of the group must desire his or her membership;
however, if the leader(s) of the clique want to give
someone membership whom the other members dis-
approve of, the person may still receive an invitation/
acceptance with little effort from the leader(s).

Application

Application is the second way a person can be
granted entry into a clique, which may not appear
much different from the outside looking in, where
a similar courtship will exist. Also important is that
although application may not be immediately made
through the leader (applicants may begin to socialize
with lower-level clique members), nearly all appli-
cants will end up attempting to impress the leader(s)
before acceptance is granted.

Status and Hierarchy of Cliques
Maintaining Status

Cliques have a very strong hierarchical status
structure inside them, containing at least one leader
(typically a single person reigns). This status structure
can also be quite transient, and changes in status are
likely to occur regularly. It is said that members need
to be constantly working to hold on to, or increase,
their position in the clique. For leaders of cliques, this
can become a harsh process, which has led many to
hold a negative view of cliques. One way in which
a leader maintains his or her status is to alternate
praise and criticism toward other members, which
keeps the leader from gaining negative attention on
him- or herself. Leaders may also change the way the
clique views activities, values, and/or opinions of
things to keep the other members unsure of where

they stand in the group. Beyond these changes, clique
members constantly change friendships so as to
socialize with only the most popular of peers.

Types of Group Members

In her book Queen Bees & Wannabes: Helping
Your Daughter Survive Cliques, Gossip, Boyfriends &
Other Realities of Adolescence, Rosalind Wiseman
describes her observations of cliques and groups
female adolescents into several roles:

Queen Bee: The leader of the group, who Wiseman
describes as ruling by “charisma, force, money, looks,
will, and manipulation” (p. 25).

Sidekick: The lieutenant of the clique, who is said to
have no voice but that of the Queen Bee, consistently
backing her up no matter what the issue.

Banker: The girl who holds all of the information and
gossip, and releases it for her own benefit.

Floater: Similar to the liaison described earlier, a girl
who can go in and out of more than one clique.

Pleaser: This person can be in or out of the clique; she
will consistently back up the Queen Bee and the Side-
kick, but receive very little credit for doing so.

Target: Typically outside the clique, this person is
excluded by the members and humiliated on a regular
basis.

Male Roles

Although Wiseman’s book centers around the lives
of female teenagers, she also adds a section for males,
and describes their similar roles:

Leader: Similar to the Queen Bee, Wiseman describes
him as, “Everyone wants to be him ... athletic, tough,
able to get the girls, or rich” (p. 183). Contrary to the
Queen Bee, he is typically well respected.

Flunkie: Similar to the pleaser, in that he will do any-
thing asked of him, but different in that he responds to
any member. This person constantly gets into trouble
and irritates others because of his actions.

Thug: Can also be a wannabe thug. This person is
smarter than he lets on and typically communicates in
nonverbal bullying behavior. Although this person
appears popular, he may or may not be.

The Get Wits: The groupies of the male clique. These
males are well respected by adults for being good, but
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their peers do not hold them in similar respect. and
they are seen as tagalongs.

Hierarchy of Cliques in Social Setting

Not only does a hierarchy persist inside of cliques,
but a hierarchy also ranks cliques belonging to the
same social network. Similar to the hierarchy and sta-
tus maintenance that occurs inside of cliques, there
are also changes to the clique rankings; however, this
status rank does not change as frequently as internal
statuses. Although cliques differ from crowds, these
larger peer groups can play a large role in the status
of a clique. The more popular the crowd with which
members of the clique identify, the higher the status
of the clique, and multiple cliques identifying with
the same crowd will be more likely to have status
fluctuations with these similar-status cliques.

Benefits and Problems With Cliques
Benefits

Although cliques are typically seen as a negative
force on adolescents, they do have some positive attri-
butes. One such attribute involves the development of
social identity. Through the formation of peer groups
such as cliques, adolescents learn to identify types
and regulate social interaction. Adolescents begin to
see themselves as others perceive them, and they are
taught through these interactions to control their emo-
tions and behaviors.

A second benefit of cliques is that they can help
promote an adolescent’s self-worth. Research has
shown that they provide a strong effect on this impor-
tant feature of self-esteem. As stated earlier, adoles-
cents begin to see how others perceive them through
peer groups, and the perception of others has been
found to have a large impact on how a person views
him- or herself.

Problems

The benefits with cliques can also easily become
problems. With regard to the development of social
interaction, adolescents in overly competitive cliques
can perceive all social networks as being this way,
and thus act in a way to compete with others. With
self-worth, adolescents can easily develop negative
perceptions of how other people perceive them, or
they may see the constant changes in status and think

that they are worthy only if they have something to
offer or if they push other people down.

For better or for worse, peer groups such as cliques
are the most prevalent friendship structure in adoles-
cence and thus produce a strong effect on adolescents’
further development.

Matthew J. Davis

See also Bullying; Friendship; Identity Development; Peer
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Development
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CoGNITIVE AND CULTURAL STYLES

The unique ways in which students learn and teachers
teach, or learning and teaching styles, are closely
related to cultural values and personality types.
Matching preferred styles can prevent school failure,
enhance success, and motivate students to stay in
school and develop talents to their fullest. Matching
students’ preferred styles can also make the teaching
experience more satisfying for educators and can
increase the effectiveness of educational programs.
However, as American society becomes more com-
plex and diverse, schools and teachers are finding it
more difficult to identify and match the preferred cul-
tural and cognitive styles of students.

Cultural styles reflect virtues and philosophies of
life that are emphasized by families, communities,
and cultures. As one component of learning styles,
they serve as guideposts or markers that children use
as they move through life in search of the careers and
the life goals they find meaningful and fulfilling.
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A second major component of students’ unique
learning styles and teachers’ instructional styles is
cognitive styles. These are styles of personality that
determine how students like to learn, the ways in
which they prefer to relate, the types of rewards that
make success in school meaningful, the preferred
manner of communication, and leadership style. Cog-
nitive styles are related to cultural styles through the
process of socialization and instruction by parents,
other authority figures, and cultural experiences in the
home and community.

By the time children attend school, they have devel-
oped specific cultural and cognitive styles that are related
to how they like to learn and how they process and retain
information. These cultural and cognitive styles may or
may not be compatible with their instructors’ teaching
styles and the cognitive and cultural styles emphasized
by the schools they attend. Some cultures and families
emphasize emotional 1Q, or the importance of under-
standing people and relationships, and emphasize being
a helpful and spiritual person who is a contributing
member of a family and society. Instruction by adults is
largely done by modeling and demonstration while
simultaneously discouraging deviation from set practices
and procedures. Other families and cultures tend to
emphasize the value of traditional educational skills such
as reading and math, and the importance of the individual
is emphasized over that of the group. Instruction in these
families is largely transmitted through trial-and-error
learning where the child is encouraged to learn and to
work independently of adults.

This entry focuses on how teachers, schools, col-
leges, and universities can become more sensitive to
the preferred cultural and cognitive styles of stu-
dents regardless of familial and cultural background.
It is argued that the ultimate goal of education
should be to identify the uniqueness of learners, and
to individualize instruction in order to match the
individuality of expression in learning environ-
ments. Specifically, the goal should be to match pre-
ferred student styles and worldviews in order to
ensure enthusiasm for learning and success, thereby
enhancing the adaptability and flexibility necessary
to live happily and meaningfully in a diverse society
and a global world.

Cultural Styles

Manuel Ramirez and Alfredo Castaneda’s theory of
cultural and cognitive styles flexibility proposes that

cultures, communities, and families hold certain belief
systems and perspectives on the meaning of life, iden-
tified as cultural styles, which can be classified on
a traditionalism-modernism continuum. Bicultural or
multicultural styles are considered to represent a com-
bination of traditional and modern views. Examples
of three major dimensions of traditional and modern
styles are presented in Table 1.

The traditional-modern belief systems dichotomy
was introduced by Robert Nisbet to conceptualize a con-
flict in societal ideology that emerged at the end of the
19th century. The conflict was given form by the demo-
cratic revolution and the Industrial Revolution. These
worldviews define different perceptions of reality. Pres-
ently, the conflict has become more acute during the
past two presidential elections and may be thought of as
the genesis of dialectically opposed sets of values and
goals. For example, the view of creation of the universe
has been couched recently as intelligent design, or crea-
tionism, versus evolution. Another example is the per-
spective of the primary life goal, characterized by some
as seeking salvation in the afterlife and by others as
attaining meaning and fulfillment in the present life.
Another way of understanding how cultural styles influ-
ence individuals is the measure of a “good” person. In
some literature, it has been presented as emotional 1Q
and sense of community, and in other literature, it is
presented as a more individual orientation to life.

Cultural styles are transmitted or moderated through
socialization and the educational practices of parents,
communities, and cultures. By the time children first
encounter educational environments, they have devel-
oped preferred cultural styles that either match or do
not match the preferred cultural styles of teachers,
as well as the educational practices and programs of
the schools they attend. The degree of match, in turn,

Table 1 Traditional and Modern Cultural Styles

Type of Belief

Focus of Belief Traditional Modern
Creation of Sacred Rational
the universe
Primary life goal Salvation Living life to
the fullest

Characteristics of ~ Caring and Self-determination
the “good person” compassionate or freedom

“role model”  to pursue life goals
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determines the child’s quality of adjustment and gen-
eral success in learning environments. Flexibility in
teachers and educational environments is essential to
ensure student enthusiasm for learning and success in
school.

Cognitive Styles

To ensure student success in educational settings, it is
important to match their cultural styles and their per-
sonality styles. Educators are encouraged to become
sensitive to the manner in which students approach
new learning situations and to their motivation to learn.
The type of relationship students prefer to have with
teachers is also important, as is the types of rewards
that encourage learning and retention.

Cognitive styles have five major components: rela-
tional styles, communication styles, motivational
styles, learning styles, and teaching and supervisory
styles. The three major cognitive styles identified by
Ramirez and Castaneda are as follows:

1. Field independent—this personality style is char-
acterized by a formal manner of relating to others
(including both peers and teachers), a communication
style that is impersonal and brief (economical use of
words), a motivational style that is oriented toward
achievement for the self, a learning style that is analyti-
cal and focused on the details of what is to be learned,
and a teaching-supervisory style that encourages learn-
ing by discovery and trial and error.

2. Field sensitive—this style is characterized by a
tendency toward a more personal and informal style of
relating to others; a communication style that is more
personalized and detailed; a motivational style that is
driven by social rewards, especially praise from teach-
ers and peers; a learning style that is more relational,
with a tendency to merge knowledge from different
fields or different sources; and a teaching-supervisory
style that emphasizes modeling and mentoring.

3. Bicognitive—this last style is characterized by
the ability to switch personality and cultural styles
depending on the learning challenge or situation
encountered. This style encompasses creativity as the
ability to combine features and characteristics of both
field independent and field sensitive personality styles
to develop new approaches to problem solving. A
bicognitive student has the ability to apply a combina-
tion of insights from different disciplines and the flex-
ible use of analytical and relational thinking styles.

Some examples of some classroom behaviors
related to field independent and field sensitive styles
are presented in Table 2.

Research on development of individual differences
in cognitive styles indicates that socialization prac-
tices play a key role in determining learning behavior
preferences in children. The teaching styles of parents
and other family members and the types of learning
behaviors encouraged in families seem to contribute
to the development of preferred learning behaviors in

Table 2  Learning Behaviors

Instructional Relationship to Teacher

Field independent 1.

Likes to try new tasks without teacher’s help

2. Seeks nonsocial rewards such as gold stars

Field sensitive 1.

Seeks guidance and demonstration from teacher

2. Seeks rewards such as praise, which strengthen relationship with teacher

Thinking Style

Field independent 1.

Focuses on details and parts of things

2. Likes discovery or trial-and-error learning

Field sensitive 1.

Focuses on the global nature of concepts of ideas

2. Prefers discovery of concepts in humanized, personalized, and story format
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children. For example, one family may emphasize the
importance of people, such as how people relate to
each other and their respective roles in the family.
The child in this family may learn about motivation
and about why people do certain things in certain
ways. For this student, a close interaction between
teacher and learner is encouraged. These children
may learn many things by modeling what they see
older people doing. These children develop the skills
of what has been come to be known as emotional 1Q.

Another family may encourage their child at an
early age to find things independently. Children from
such families may have learned to work out problems
by trial and error. They will enjoy experiments with
new materials and new games, but may not enjoy
learning concepts requiring careful and exact observa-
tion and imitation. They may not learn to feel like
they are part of a group as early as children from the
family described previously.

Encouraging Development of
Cultural and Cognitive Style Flexibility

The cultural and cognitive flex model applies the phi-
losophy of cultural and individual democracy to educa-
tional environments. Horace Kallen introduced cultural
democracy in response to the concern expressed by
some segments of American society that some immi-
grants were slow at becoming Americanized. Observ-
ing a continuing persistence of languages, values, and
lifestyles associated with nations and cultures of ori-
gin, Kallen suggested that it was necessary to adopt
a cultural democracy perspective rather than a melting
pot ideal for American society. That is, rather than
insisting on forced enculturation to the American way
of life, cultural democracy, derived from the idea of
political democracy, would allow development of flexi-
bility of beliefs and ways of life. It would give citizens
the option to remain identified with their culture of ori-
gin while they adopt mainstream American culture.
What Kallen proposed was an alternative to the melting
pot; an opportunity for the development of bicultural or
multicultural orientations to life.

Ramirez and Castaneda proposed that if cultural
democracy were applied to education, it would facil-
itate the development of cultural and cognitive style
flexibility in students regardless of ethnic origins.
Specifically, cultural democracy was perceived as
a philosophical precept that recognizes that the way
a student communicates, relates to others, seeks

support and recognition from his or her environ-
ment, and thinks and learns is a product of the value
system of his or her home and community. When
students are allowed to use their preferred cultural
and cognitive styles, they achieve success and can
proceed to learn their nonpreferred learning style.
Through this process, students become bicultural
and bicognitive. They become Americanized, but
they also retain their identities with their original
cultures. Individual democracy in the context of
education, introduced by John Dewey, concluded
that a society that constricted individuality would
lose sight of democratic principles. He emphasized
that public policy should respect whatever is unique
and distinctive in each individual.

Research by Ramirez and Castaneda and also Bar-
bara Cox and Ramirez found that most students have
personality types that are bicognitive to differing
degrees. Most learners, however, have a preference
for one or the other style. By observing children in
classrooms and college students in different learning
environments and social and work settings, results
showed that the degree of success in education and
in life in general depends on their degree of bicogni-
tive functioning. The researchers concluded that the
ultimate goal of education was the promotion of flexi-
bility in cultural and cognitive styles resulting in
development of the total person.

To promote flexibility in cultural and cognitive
styles, it is necessary to individualize instruction by
encouraging flexibility in teachers and educational
environments. Changes were suggested in four major
components of instruction:

1. Teacher training to enhance understanding of
diverse cultural styles in American society. Specifi-
cally, teacher training programs need to present the
sociological, psychological, and anthropological char-
acteristics of the different ethnic groups in this country.
The information needs to be presented in an educational
perspective. For example, cultures that are more tradi-
tional tend to teach by modeling and direct instruction,
whereas more modern cultures generally teach by trial
and error using a less directive approach. Teachers
could be trained to use culture-matching teaching strat-
egies and could learn how to assess the preferred
cultural and cognitive styles of students. Teachers also
need to perform self-assessment to become aware of
their own preferred cultural styles and their relation to
teaching styles.
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2. Development and selection of different kinds of
curricula to facilitate learning among children with
different cultural styles. The principal focus of curric-
ulum development should be on how new material is
introduced and presented such that it incorporates cul-
tural and cognitive styles. For example, if the lesson
plan calls for teaching about rainbows, allowing
children to tell stories about their experiences with
rainbows is likely to be meaningful to those from tra-
ditional cultures. On the other hand, children from
modern cultures might prefer experimenting with
a bowl of water and a small mirror inside the bowl to
capture sunlight to show how rainbows are formed.
Both teaching strategies will benefit field sensitive/
traditional as well as field independent/modern learners
because they offer a diversity of teaching approaches
that serves to match the preferred styles of each group
while simultaneously providing the opportunity to add
the nonpreferred skills to existing learning repertoires.

3. Training teachers to use learning experiences
and environments to teach respect for cultural differ-
ences and cross-ethnic cooperation. This is particularly
applicable in social studies curricula where the objec-
tive is to encourage students to understand familial,
cultural, individual, and gender differences. For exam-
ple, teaching about holidays celebrated by different cul-
tures and discussing the lives of prominent women in
society as well as the achievements of historical figures
of different ethnic, religious, racial, gender, and socio-
economic backgrounds should be a part of social stud-
ies curricula. Teachers should also be taught to
discourage use of ethnic and racial slurs and language
that tends to disparage any group or person. Teachers
should engage in proactive behavior to discourage eth-
nic isolation and should emphasize children of different
genders and groups working together as a team to pre-
vent isolationism and clique formation.

4. Training for use of tests and other procedures for
assessment of academic progress and intellectual ability
to match the cultural styles of learners. For example,
children from traditional cultures are more likely to pre-
fer essay-type questions or tasks that tap creative writ-
ing skills, whereas children from modern environments
usually prefer multiple choice-type tests and assign-
ment of projects that apply concepts to problems. The
negative consequences of mismatch can have dire con-
sequences for both learners and teachers because inac-
curate conclusions can be drawn about the capabilities
of students and the effectiveness of teachers.

Once instruction and curriculum content have been
addressed, the students can then begin the match-
mismatch process. The cultural and cognitive flex
model of education follows three instructional steps:
match of preferred cultural and cognitive styles, initia-
tion of mismatch through match, and continued match
and mismatch to promote flexibility and adaptability.

The first step acknowledges and respects the child’s
cultural and familial experiences in learning by match-
ing the student’s preferred cultural and cognitive
styles. Assessment of the preferred styles of children
when they first come to school is essential. Identifica-
tion of the preferred cultural and cognitive styles of
each child is done through classroom observation of
behavior in an environment that allows for freedom
of individual expression of cultural and cognitive
styles. Once assessment is completed, the child is
placed in one of three groups where instruction will be
matched to preferred styles. This is the initial match.

The second stage is to gradually introduce mismatch
of styles once the child achieves mastery in his or her
preferred style. This is done by introduction to a bicog-
nitive-bicultural group in which the nonpreferred styles
are presented through use of the dominant styles; for
example, introducing individual competition through
group competition by asking group members to focus
on which member achieved the most points during the
exercise. This approach benefits the field sensitive and
traditional learner who is in the process of becoming
more bicognitive and bicultural.

Upon mastery in this environment, children are then
introduced to the third stage in the flexibility develop-
ment process, which is placement in a group where the
child is introduced to new instructional strategies. These
strategies include exposure to learning and testing mate-
rials that are written and presented in the previously
unfamiliar styles. For example, a teacher introducing
the nonpreferred style who uses the discovery approach
might proceed in this manner: “Yesterday, I showed you
how to find out if two triangles are equal. I have also
showed you how to find out if two squares are equal.
Now you know the shortcut I use in finding out the area
of something. I have some rectangles for you to look at,
and I want you to find out if they are the same, but I want
you to do it in the way you think I would, using the short-
cut I used with the triangles and the squares.” After
becoming familiar with the mixture of cognitive and
cultural styles, the child is ready for the transfer to the
group in which teaching and curriculum are based almost
exclusively in the unfamiliar style.
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The fourth and final stage is progression into an
advanced mixed-styles group in which both styles are
used to reinforce maximum flexibility and adaptability.
An example of a lesson plan that would be presented
in this group is as follows: In a field independent math
lesson, a child whose preferred cognitive style is field
independent and cultural style is modern feels familiar
with an abstract, impersonal curriculum. This student
enjoys individual competition and learns most advanta-
geously when the teacher emphasizes individual effort.
In a field sensitive and traditional curriculum (based on
the child’s unfamiliar styles), the child easily makes
the transition from a math lesson that emphasizes
inductive reasoning and abstract concepts to one that
emphasizes deductive reasoning and personalized/
humanized concepts. This student can work just as well
cooperating with classmates as competing with them in
the field independent-modern math lesson.

The flexibility and adaptability that students develop
can transfer to areas of life outside educational environ-
ments. They are likely to become more receptive to
other languages and other cultures, giving them the
opportunity to achieve linguistic and cultural flexibility.

To succeed in preparing students for success and
good psychological adjustment in a complex and tech-
nological society, we must get away from the one-size-
fits-all mentality that is presently so much a part of the
American educational system. A focus on individualiz-
ing instruction and utilizing technology can make this
possible. For example, a computer program can deter-
mine a child’s preferred cultural and cognitive styles
by assessing the preferred styles at the start of the
school year. The program would teach a new concept
by asking simple questions regarding preferences for
content and strategies for learning. The program could
also monitor the progress of the student through the
steps of cognitive and cultural flex achievement. Each
individual student’s record can become a part of his or
her educational history and used to plan his or her
advancement through each grade. In addition, it could
serve as a useful record for different teachers when stu-
dents change schools or move from elementary through
middle and high school.

The work by Ramirez and Castaneda and that of
their colleagues focused primarily on Mexican Ameri-
can children, showing how the traditional cultural
styles of Latino children were being mismatched by
the predominantly modern styles of the American
public school system. Mismatch between preferred
cultural and cognitive styles and the teaching styles,

curriculum, and educational procedures of schools
can result in mismatch shock, defined as exhibiting
stress and feelings of failure and alienation. To this
day, mismatch is the major reason why Mexican
Americans continue to have the highest dropout rate
of any ethnic group in American society. The mis-
match factor is also important for the high failure rate
in other ethnic/racial cultural groups in the United
States who are being mismatched by educational insti-
tutions, teachers, and professors. As reported by the
New York Times in February 2007, even when some
schools make the effort to introduce diversity in cur-
riculum offerings, school boards may stifle the effort.
In fact, all school-aged children and college students,
regardless of race, ethnicity, or socioeconomic class,
are likely to be mismatched and to become discour-
aged and frustrated. A recent study by the Education
Testing Service found that high school graduation
rates and achievement gaps in reading and math skills
have not changed very much in the past 20 years.

Assessment and Testing

As testing has become an indispensable component of
the American educational system, it has also become
a barrier to individualization of instruction and to
a culturally democratic education. Cultural and cogni-
tive styles in students can be mismatched by standard-
ized administration procedures as well as mismatch of
the content and structure of the assessment instru-
ments. Mismatch through testing can lead to inaccu-
rate conclusions regarding level of curriculum
mastery and general intellectual ability. These two
issues have become salient in the past few years
because of the emphasis on testing related to the No
Child Left Behind Program. Teachers have been
forced to “teach to the test” as administrators focus
on school test performance scores for teacher evalua-
tions, salary increases, and recognition. This forces
teachers to remain with a field independent type
of curriculum and teaching strategies, thereby over-
looking individual and cultural differences in their
students.

Ultimately, there is a double threat of mismatch:
first, between the teacher and student, and second,
between the teacher and the test-oriented curriculum.
When teachers are forced to ‘“‘teach to the test,”
opportunities for collaboration between children and
teachers on creative classroom projects are lost. In
one extreme, creative science or art projects, which
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encourage comparing classroom work to real pro-
blems, are considered secondary to rote and mecha-
nized drills. For example, when teaching about the
weather, students could be encouraged to play the role
of meteorologists who predict and chart weather pat-
terns rather than just memorizing information.

Regarding procedures of administration for tests
and evaluation instruments, research has found that
field sensitive and traditional children do best under
conditions in which the administrator befriends them
and presents the testing situation as a game rather
than the more formal and distant conditions usually
suggested for test administration. Additionally, chil-
dren who are mismatched by testing procedures and
instruments can be barred from promotion or gradua-
tion or incorrectly diagnosed as mentally retarded or
learning disabled.

Would-be reformers of the American public educa-
tion system propose a voucher system as a solution to
the failure of the current system. However, the cul-
tural and cognitive flex system of education would
argue that the answer to educational reform does not
necessarily lie with the privatization of education, but
rather with the way teaching is usually executed, with
what is emphasized in learning environments, and
with the way schools are organized. The objective is
to eradicate factory-model schools and the one-size-
fits-all mentality. When students are provided with
personalized, challenging, and meaningful experi-
ences, they are allowed to use their preferred cultural
and cognitive styles and gradually learn unfamiliar
styles without negative consequences. Flex develop-
ment takes place and conditions are established for
lifelong enthusiasm for learning and social and intel-
lectual growth.

Cognitive and Cultural Flexibility
in a Diverse and Global Society

Adaptability and flexibility are necessary to the
attainment of life satisfaction and successful partici-
pation in a complex, technological, diverse, and
global society. Flexibility of learning is a necessity
in our new society, as is adaptability to working
with people from diverse backgrounds. In a leader-
ship research study, leaders of ethnically mixed
groups, who varied in cultural and cognitive flex,
were asked to make every effort to reach group con-
sensus on solutions to group problems that were
impossible to solve (the group members were

instructed by the experimenter to play obstructionist
roles). These leaders were observed and rated on
effectiveness of effort. The findings supported the
hypothesis that leaders who were more culturally
and cognitively flexible were significantly more
likely to use effective behaviors such as establishing
group cohesiveness, soliciting the opinions of all
group members, and establishing a direction for
the group than the leaders who had scored lower on
flexibility measures.

Encouraging flexibility through education can also
reduce dropout rates and promote multicultural partic-
ipation, as revealed by the findings of a long-term
research study that applied the cultural and cognitive
flexibility model in a Southern California school. Stu-
dents in the experimental and control classrooms were
matched with respect to ethnicity and family socio-
economic status. The experimental participants were
exposed to the flex program from kindergarten
through third grade, whereas the control group stu-
dents were taught under the standard curriculum of
the same school. Former participants in this study
were compared 36 years later according to various
outcome measures. The findings indicated that the
experimental classroom participants were significantly
more likely to graduate from high school, to have
multicultural friendships, and to participate in activi-
ties of the different cultural groups represented in
their communities of residence. They also scored
higher on the reading, spelling, and math subtests of
a standardized achievement test.

The challenge to improve the American system of
education facing parents, educators, and social scien-
tists is enormous. As American society and its econ-
omy become more complex, the demand for well-
educated, flexible, adaptable citizens becomes more
pressing. The individuality of students and teachers
needs to be acknowledged and recognized, and educa-
tional environments that recognize, respect, and pro-
mote this individuality need to be developed.

Manuel Ramirez I11
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COGNITIVE BEHAVIOR
MODIFICATION

Cognitive behavior modification (CBM) is a blending
of two conceptual models of management behavioral
and cognitive theory, and as such is a powerful tool
for changing trajectories of behavior in children and
adults. One of the most widely researched and heavily
evidenced types of therapy or intervention, CBM pro-
vides an evidence-based model for practice in public
and private applications. Behavioral models of man-
agement originate with John Watson, Edward Thorn-
dike, and B. F. Skinner and are based on learning
theories of operant conditioning. Behavior is thought
to be “learned” and as such can be “unlearned.” All
behavior serves a function for the individual, such as
escape and avoidance or access to a reinforcer or rein-
forcement of some kind. Those reinforcers could be
tangible or intangible things or conditions. Cognitive
theory involves thoughts and feelings, two things that
a behaviorist could not identify or measure overtly.
Cognitive theorists would discuss cognitive structures
and internal dialogue as the reason for behavior.
This internal dialogue is also called self-speech or
self-talk and is believed to be modifiable through
self-instruction training, whereas a purely behavioral
model would seek to change the antecedents and con-
sequences that maintain the behavior.

Definition and Description

Cognitive behavior modification is the theory and
practice that people’s thinking about events, rather
than the events themselves, are responsible for their
actions, and that thinking can be modified and lead to
behavior change. CBM involves overt behavior but also
considers the verbal and internal processes that monitor
and guide the more observable behavior. Interventions
that are grounded in CBM include self-dialogue and

thinking as component antecedents and consequences
in changing behavior.

Behavioral Model:
Observable and Measurable Events

Antecedent — Behavior — Consequence

Example: Jack is teased by Fisher — Jack hits
Fisher — Fisher quits teasing

Jack has learned that hitting will result in escaping
teasing and may be more likely to hit the next time
there is an occurrence of something Jack wants to
escape. A behavioral intervention would target teach-
ing Jack to escape appropriately. This would reflect
the function of the behavior (escape) while teaching
a new skill to get the same need met.

Cognitive-Behavioral Model

Antecedent — Thinking/Belief System — Feeling
— Behavior

Example: Jack is teased by Fisher — Jack thinks
about getting teased and has a strong emotional
response — The anger or frustration or embarrass-
ment — Leads to hitting

The feelings and behavior in this model are the
focus of the intervention rather than the behavior of
hitting. A cognitive behavioral intervention would tar-
get the thinking and feeling or self-dialogue that
occurred rather than attempt to control the conse-
quences and antecedents.

Cognitive behavior modification is a form of inter-
vention that emphasizes the important role of thinking
in how people feel and what they do. Cognitive
behavior modification involves the attribution of
beliefs to people’s thoughts that theoretically cause
their feelings and behaviors. The benefit of this CBM
model is that thinking and beliefs are conceptualized
as learned. Thinking, feeling, believing (self-talk, self-
narration, self-schema) as a learned behavior means
people can change the way they think in order to feel or
act, regardless of the situation. CBM can be thought of
as a theory, a system of strategies, and a series of tech-
niques. The theory is based on the idea that the proces-
sing of information is crucial for the survival of any
person or individual.
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Cognitive-behavioral therapists teach that when
people’s brains are healthy, it is their thinking that
causes them to feel and act the way they do. There-
fore, if a person is experiencing unwanted feelings
and behaviors, it is important to identify the thinking
that is causing the feelings or behaviors and learn
how to replace this thinking with thoughts that lead to
more desirable reactions.

Purpose

Theoretically, cognitive-behavioral therapy can be
employed in any situation in which there is a pattern
of unwanted behavior accompanied by distress and
impairment. It is a recommended treatment option for
a number of mental disorders, including affective
(mood) disorders, personality disorders, social phobia,
obsessive-compulsive disorder, eating disorders, sub-
stance abuse, anxiety or panic disorder, agoraphobia,
posttraumatic stress disorder, and attention deficit/
hyperactivity disorder (ADHD). Patients with sleep
disorders may also find cognitive-behavioral therapy
a useful treatment for insomnia.

Cognitive-behavioral therapy combines the indi-
vidual goals of cognitive therapy and behavioral
therapy. Pioneered by psychologists Aaron Beck
and Albert Ellis in the 1960s, cognitive therapy
assumes that maladaptive behaviors and disturbed
mood or emotions are the result of inappropriate or
irrational thinking patterns, called automatic thoughts.
Instead of reacting to the reality of a situation, an
individual reacts to his or her own distorted view-
point of the situation. For example, a person may
conclude that he or she is “worthless” simply
because he or she failed an exam or didn’t get a date.
Cognitive therapists attempt to make their patients
aware of these distorted thinking patterns, or cogni-
tive distortions, and change them (a process termed
cognitive restructuring).

Behavioral therapy, or behavior modification, trains
individuals to replace undesirable behaviors with
healthier behavioral patterns. Unlike psychodynamic
therapies, it does not focus on uncovering or under-
standing the unconscious motivations that may be
behind the maladaptive behavior. In other words, those
who are strictly behavioral therapists don’t try to find
out why their patients behave the way they do, they
just teach them to change the behavior.

Cognitive-behavioral therapy is used to mitigate
maladaptive behaviors through the use of covert

self-statements with the behavioral modification
techniques of behavioral therapy. The therapist
works with the patient to identify both the thoughts
and the behaviors that are causing distress, and to
change those thoughts in order to readjust the
behavior. In some cases, the patient may have cer-
tain fundamental core beliefs, called schemas, that
are flawed and require modification. For example,
a patient suffering from depression may avoid social
contact with others and suffer considerable emo-
tional distress because of this isolation. When ques-
tioned, the patient reveals to his therapist that he is
afraid of rejection, of what others may do or say to
him. Upon further exploration with his therapist,
they discover that his real fear is not rejection, but
the belief that he is uninteresting and unlovable. His
therapist then tests the reality of that assertion by
having the patient name friends and family who love
him and enjoy his company. By showing the patient
that others value him, the therapist both exposes the
irrationality of the patient’s belief and provides him
with a new model of thought to change his old
behavior pattern. In this case, the person learns to
think, “I am an interesting and lovable person;
therefore, I should not have difficulty making new
friends in social situations.” If enough irrational
cognitions are changed, this patient may experience
considerable relief from his depression.

Interventions

Intervention in CBM works on the identification of
one of two types of beliefs: rational and irrational.
Several types of interventions work from this basic
principle.

Cognitive restructuring is the process of replacing
maladaptive thought patterns with more constructive
thoughts and beliefs. Maladaptive thoughts are those
considered unsuitable or counterproductive; for exam-
ple, maladaptive behavior is behavior that is inappro-
priate to a given situation.

Verbal mediation is the process of identifying the
self-talk or inner speech that will lead to goal fulfill-
ment or task achievement. A script of self-talk that
corresponds to the targeted or desired behavior is used
in mental rehearsal to shape behavior.

Problem solving involves deconstructing problem
scenarios and developing alternative causal explana-
tions and inferences along with alternative solutions
or behaviors. These alternatives are then mapped to



Cognitive Behavior Modification 161

determine best choices or best options for subsequent
conditions of the same problem.

Self-instruction is the process of teaching steps
toward task completion. There are specific steps in
self-instruction as follows:

1. Demonstration by Model. The teacher/therapist
models behavior and says out loud what he or she
is doing.

2. Modeling With Overt Adult Guidance. The student/
client performs the task while talking to him- or
herself out loud. The teacher/therapist corrects the
student/client, helps with difficulties, and gives pos-
itive feedback.

3. Modeling With Overt Self-Guidance. The student/
client performs the task while orally talking him-
or herself through without guidance from the
teacher/therapist.

4. Modeling With Faded Self-Guidance. The student/
client whispers the self-guidance while performing
the task.

5. Self-Guidance. The student/client speaks silently
while performing the actions.

Tips for Implementation. Frequent practice is needed
for fluency and mastery. Participants all need verbal
rehearsal and opportunities for application. Start small
before tackling large issues. Use visual prompts.

Benefits

CBM has been reported to have a host of benefits.
Individuals report having more self-control, and some
research reports its use for increasing time on task in
classrooms, improved performance on intellectual
tasks, decreases in impulsivity, and increases in atten-
tion. Other positive effects include an increased
awareness of feelings and maladaptive belief systems,
as well as an increase in self-evaluation of how behav-
iors related to personal behaviors.

CBM has demonstrated effectiveness for many
children who benefit from modeling and rehearsing.
CBM increases the attention of children after limited
treatment exposures. CBM improves the processing
abilities of aggressive students and increases problem-
solving abilities. For students with ADHD, CBM has
demonstrated effects for reducing the impulsiveness
of many students by having them implement problem
solving, and for students with learning disabilities,

anxiety disorders, depression, anger, and impulsivity,
improved performance is expected from CBM.

Cognitive behavior modification is different from
psychodynamic therapy, and they should not be con-
fused one for the other. Psychodynamic therapy is
a therapeutic approach that assumes that dysfunctional
or unwanted behavior is caused by unconscious, inter-
nal conflicts and focuses on gaining insight into these
motivations. CBM is a focus on the verbal behavior
of an individual. It is covert but not unconscious. This
verbal behavior is also conceptualized as automatic
thoughts, which automatically come to mind when
a particular situation occurs. Cognitive-behavioral
therapy seeks to challenge automatic thoughts for
their rational or irrational basis. Schemas are the fun-
damental core beliefs or assumptions that are part of
the perceptual filter that people use to view the world.
Cognitive-behavioral therapy seeks to change mal-
adaptive schemas. Relaxation techniques are some-
times used to relieve stress. Exercise, biofeedback,
hypnosis, and meditation are all effective relaxation
tools. Relaxation techniques are used in cognitive-
behavioral therapy to teach patients new ways of
coping with stressful situations but are not a direct
component of CBM.

Future research on CBM includes a need for data
on the long-term effectiveness of using the procedures
and the applicability for individuals with specific dis-
abilities, such as attention deficits and emotional and
behavioral disabilities across ages.

Denise Soares and Kimberly J. Vannest
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CoOGNITIVE DEVELOPMENT
AND ScHOOL READINESS

Many of those who remain committed to Jean Pia-
get’s cognitive developmental theory see important
implications for our conceptions of readiness for for-
mal aspects of school learning. The general principle
of strong correlations between measures of cognitive
development and school achievement is complemen-
ted by Piaget’s proposal of a hierarchical sequence of
four cognitive developmental stages: sensori-motor,
pre-operational, concrete operational, and formal
operational stages. In many Western school systems,
the timing of the movement of children from the
informal learning settings of kindergarten and pre-
school to the first year of formal curriculum-based
learning in primary or grade school coincides with the
transition from pre-operational to concrete operational
modes of thinking. Furthermore, the change in curric-
ulum demands of theoretical mathematics, language,
and science learning (for example) in high schools or
secondary schools often occurs as students’ minds are
claimed to be in transition from concrete operational
to formal operational thinking. However, whereas the
timing of the school transitions is remarkably age-
determined, the corresponding cognitive developmen-
tal transitions are merely age-related.

Three particularly important and widely implemen-
ted pedagogical outcomes of the study of cognitive
developmental theory have been the play-based nature
of preschool learning experiences, the hands-on
approach to mathematics learning in the grade school
years, and a problem-solving approach to high school
science curricula. For almost two decades, two key
U.S. journals, the Journal for Research Into Science
Teaching and Science Education, were dominated by
reports on the relationships between high school sci-
ence learning and formal operational thinking.
Researchers such as Anton Lawson, Warren Woll-
man, and Robert Karplus were foremost among
researchers of that era. Although many would observe

that the Piagetian influence in science education is
well past its zenith in the United States, that is not the
case in the United Kingdom, and that is certainly not
the case for preschool education. The remarkable suc-
cess of the team of Michael Shayer in the United
Kingdom in applications to high school science peda-
gogy, in particular, and education in general, shows
the benefit of theoretically informed long-term
commitment. Preservice education of early years teach-
ers remains under the sway of the Piagetian oeuvre
and the early influence of Constance Kamii has been
continued by others, such as Rheta Devries and
Betty Zan.

Readiness for High School Science

Shayer and part of the Concepts in Secondary Mathe-
matics and Science team at the University of London
devised a cognitive demand taxonomy directly from
the Barbel Inhelder and Jean Piaget book on the
development of formal thought and used it to estimate
the intellectual demands of the U.K. national high
school science curriculum. Their subsequent represen-
tative national survey of children’s cognitive develop-
ment revealed a pedagogically important mismatch
between the cognitive demands of the science sylla-
bus content and the cognitive developmental capacity
of high school students in the United Kingdom to
understand that material. Therein lies the conceptuali-
zation of the relationship between cognitive develop-
ment and lesson content as it relates to school
readiness: The cognitive demands of the formal cur-
riculum exceed the cognitive capacity of many stu-
dents who have been promoted into that new school
setting on the basis of some age-determined criterion.
Two alternate resolutions for this mismatch seem pos-
sible in order to address the readiness for learning
issue: reduce, reorganize, or reschedule the cognitive
demands of the curriculum for all/many/some lear-
ners; or promote the students on the basis of cognitive
readiness for learning rather than by age. In the face
of intransigence of curriculum experts, or, in the U.K.
situation, the demands of university entrance exams,
a third, much more radical, solution seemed appropri-
ate to Shayer’s team. They developed the Thinking
Science intervention to maximize the development
of formal operational thinking structures in middle
school and junior high school students. Really Raising
Standards reported that not only were cognitive devel-
opment rates improved, but students who received the
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special thought-provoking lessons later outperformed
controls in science, mathematics, and language on the
national public examinations used to decide access to
universities. Lorna Endler found similar results for
her replication of the project in Australia, which
prompted a district-wide Goals 2000 implementation
in Oregon in the United States. Stanbridge’s research
on her own radical constructivist science teaching
over almost a decade revealed that understanding of
core physical science concepts was constrained by the
level of cognitive development of the learner; a
cognitive ceiling on achievement was implied by
Panizzon’s research with high school, college, and
university students.

Readiness for Year One

Birthday-related entrance into formal, year one learning
is almost ubiquitous in Western schooling systems.
Cognitive developmentally informed investigations into
school performance in the early years yield three
results that are quite consistent with the findings
from the high school research above. The summaries
provided in Bond derive from a sequence of studies
in which research students measured both students’
levels of cognitive development and their school
achievement using either mandated or teacher-made
assessments. First, cognitive development is remark-
ably heterogeneous for any school group selected
by age or year of schooling. Second, curriculum
requirements are out of the grasp of many students
based on their Piagetian level of cognitive develop-
ment. Finally, academic success at grade/primary
school clearly is related to that development. The
general findings are that academic success is appar-
ently more dependent on cognitive development than
on the age (or year level) of the child. This implies
a consequently smaller role for curriculum and learn-
ing experiences in school achievement. The wide
range of achievement for any age cohort is consistent
with the huge variability in stage of cognitive devel-
opment in any age-determined class group.

These generally consistent results prompted Maley
to address directly the question of the preschool to
year one transition and the roles played by cognitive
development and the social/psychomotor indicators
often recorded by preschool teachers. Predictably, chil-
dren at the end of their preschool year found it much
more difficult to provide conservation of number
judgments with appropriate operational justifications

than they did to fulfill the requirements of their tea-
chers’ readiness checklist. Moreover, year one teach-
ers were measurably less likely to judge children in
the newly arrived year one cohort as “nearly ready”
or “ready” for formal learning than were their pre-
school teachers just before the summer break. Tell-
ingly, from the point of this encyclopedia entry, the
indicators of concrete operational thinking were
closely aligned to the readiness judgments of the year
one teachers, suggesting a key role for considering
cognitive development when assessing readiness,
along with a need for preschool and year one teachers
to construct a shared understanding about the “readi-
ness” construct.

At the level of preschool education, Rheta DeVries
and Betty Zan also propose important consequences
for children’s moral development that derive from
a constructivist account of education derived from the
theory and research of Piaget. They argue against
more traditional approaches for the moral education
of young children.

Trevor G. Bond

See also Measurement of Cognitive Development; Piaget’s
Theory of Cognitive Development

Further Readings

Adey, P., & Shayer, M. (1994). Really raising standards:
Cognitive intervention and academic achievement.
London: Routledge.

Bond, T. G. (2001). Ready for school? Ready for learning?
An empirical contribution to a perennial debate.
Australian Educational and Developmental Psychologist,
18(1), 77-80.

Bond, T. G. (2003). Relationships between cognitive
development and school achievement: A Rasch
measurement approach. In R. F. Waugh (Ed.), On the
forefront of educational psychology (pp. 37-46). New
York: Nova Science.

DeVries, R. (1984). Developmental stages in Piagetian
theory and educational practice. Teacher Education
Quarterly, 11(4), 78-94.

DeVries, R., Zan, B., & Hildebrandt, C. (2002). Issues in
constructivist early moral education. Early Education and
Development, 13(3), 313-344.

Kamii, C. (1982). Number in preschool and kindergarten:
Educational implications of Piaget’s theory. Washington,
DC: National Association for the Education of Young
Children.

Lawson, A. E., Karplus, R., & Adi, H. (1978). The
acquisition of propositional logic and formal operational



164 Cognitive View of Learning

schemata during the secondary school years. Journal of
Research in Science Teaching, 15(6), 465-478.

Shayer, M., & Adey, P. (1981). Towards a science of science
teaching. London: Heinemann.

Wollman, W. T., & Lawson, A. E. (1978). The influence
of instruction on proportional reasoning in seventh
graders. Journal of Research in Science Teaching,
15(3), 227-232.

CoGNITIVE VIEW OF LEARNING

Cognition refers to thinking and the mental processes
humans use to solve problems, make decisions, under-
stand new information or experiences, and learn new
things. Cognitive views of learning focus on cognitive
variables affecting learning—what goes on in people’s
minds before, during, and after learning. For example,
when students are preparing to read a textbook chapter,
they might think about what types of learning strategies
they want to use to learn the important material in the
chapter. They might decide to take notes and organize
the material as they are reading, or to paraphrase each
section as they read to see if they understood the mate-
rial. Thinking about what learning strategies to use
before starting to read may help students to read and
learn more effectively. During the time they are read-
ing, students can use the learning strategies they picked
and check to make sure their strategies are working
and that they are learning the material. After reading
the text, students could think about what they did and
decide if this was a good way to learn the material in
this textbook. If it was, they might decide to use these
methods again. If not, they may want to try something
new when they read another chapter in this text. This
example captures the essence of the cognitive view of
learning—the most important part of learning goes on
in the learner’s mind. Studying these cognitive pro-
cesses and fostering their development in children and
adults is a major focus of educational psychology.
Cognitive views of learning have expanded both
the breadth and depth of how people understand
learning and the interactions among learners, teachers,
and instructors; the learning environment; and learn-
ing materials. Not all students learn the same way,
use the same methods, or interpret the environment
identically. These individual differences or prefer-
ences for ways of thinking and learning have led edu-
cators to modify their teaching methods so that they
are better able to provide support for individual

students. Research on individual differences has led
to the development of models of learning that focus
on different types of cognitive processes and how
they interact to produce meaningful learning rather
than simple memorization. The focus of meaningful
learning is on understanding and creating relatively
long-term clusters of related knowledge and skills.

Models of how students process new information
and experiences have evolved over time into complex,
interactive cognitive models of learning. These mod-
els focus on goal-directed learning that involves the
intentional use of cognitive, metacognitive, motiva-
tional, emotional, and self-management strategies and
methods to reach learning and achievement goals.
Successful learners think about and set goals for what
they want to achieve, which helps them target and
direct their use of learning strategies and methods.
Setting and thinking about goals can also enhance
motivation and commitment to learning. Using cogni-
tive learning strategies involves building bridges
between what the student already knows or has expe-
rienced and what he or she is trying to learn. For
example, comparing and contrasting the political and
economic causes of the Vietnam war with the Iraqi
war can help students understand the Iraqi war.
Thinking about what they experienced when they flew
on an airplane can help students understand the phys-
ics of flight.

Metacognition refers to thinking about thinking. It
is a metaprocess, that is, a process that goes along
with another process to support it in some way. For
example, solving a math problem involves cognition.
Thinking about which cognitive processes to use
to solve the math problem involves metacognition.
Because educational psychologists know how critical
it is to use effective cognitive strategies for learning,
the importance of metacognition for learning is
widely recognized. Motivation and emotion also have
a significant impact on learning and have strong cog-
nitive components. Thinking about how an individual
can use something he or she is learning now or in the
future can increase his or her motivation for learning.
Keeping a positive attitude toward learning can also
help students stay on task and not procrastinate.

The last area, self-management, involves planning,
monitoring, regulating, and evaluating how one goes
about learning. Students can benefit from using a sys-
tematic approach to learning. Basically, this involves
setting a goal; selecting the cognitive learning strate-
gies and other methods to use to learn the material;
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implementing the methods selected; monitoring and
evaluating the learning process to make sure prog-
ress is being made toward the goal; modifying or
replacing strategies if they are not contributing to
goal progress; and, at the end, evaluating the entire
process to see if it is reasonable to try to complete
a learning task like this the same way in the future
or if it would make more sense to try different strate-
gies and methods. Using a strategic approach to
learning helps students build up a set of routines—
sequences of thoughts and actions—that is effective
for them so that they do not have to ‘“reinvent the
wheel”” every time they try to learn something. For
example, many people have established routines for
how they read a favorite magazine and do not have to
think about their goal or what learning strategies to
use each time they read a new issue. In the same
way, students who are being strategic should not
have to think about how to read a chapter of text
every time they read the same textbook, or when they
are taking notes in class or completing a multiple-
choice test.

Building on cognitive views of learning, educa-
tional interventions have been developed to help stu-
dents succeed at all levels of formal education,
industrial education and training, and everyday learn-
ing. This is a key area of research and work for many
educational psychologists.

Claire Ellen Weinstein and Taylor W. Acee
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COMMUNICATION DISORDERS

The ability to communicate using speech is one of the
most effortless, taken-for-granted human faculties. Its
importance, however, becomes readily apparent when

an individual fails to acquire the skill, loses the skill,
or cannot use it effectively. Hearing and speech are
inextricably connected: Development of language and
speech depends on the exposure to spoken language
during the early years of life. The range of speech
communication disorders that arise during a lifespan
are many, and they fall in the province of the field of
speech-language pathology and audiology. Speech
communication is the major focus of these fields.
However, speech-language pathologists also give due
importance to other modalities of expression—writing
and signing—in their work.

Speech communication can be viewed as transmis-
sion of a message from a speaker to a listener. The lin-
guistic encoding and transmission of a message by
a speaker is a complex process; the reception and
recovery of the message by a listener is an equally
complex process. The field of communication sciences
(speech and hearing sciences) provides empirical and
theoretical underpinnings for the field of communica-
tion disorders. These fields are truly interdisciplinary in
nature, drawing on wide-ranging fields in the physical,
biological, and psychosocial sciences. Speech-language
pathologists (SLPs) and audiologists diagnose and treat
(manage) a variety of speech communication disorders
in multiple settings, such as hospitals, schools, and
nursing homes. To get a brief introduction to a sample
of communication disorders that a certified SLP and
audiologist is called upon to diagnose and treat (man-
age), the communication process must be considered in
some detail.

Speech Production Process

Generally, three stages in the central brain processes
are posited prior to production of speech. Each stage
can be conceived of as a neural activation pattern that
evolves and morphs at a fast pace into a pattern
associated with the succeeding stage. The foregoing
description suggests that the stages are organized seri-
ally, that is, processing in one stage is completed
before the processing in the succeeding stage begins.
However, there is evidence to suggest that processes
in the stages and within each stage are part serial and
part parallel. Thus, for example, fitting words in
proper grammatical slots in a sentence does not occur
one word at a time from beginning to the end but in
parallel. This view is supported by a variety of slips
of tongue data (e.g., Intended: The map is in the car.
Produced: The car is in the map).
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The first stage is thought processes leading to mes-
sage formulation. Thought is language-neutral and, by
symbolically representing thought using the vehicle of
language, the message is made available to the con-
scious mind. This prelinguistic stage is generally con-
ceived to be beyond the purview of communication
sciences.

In the second stage, the message undergoes lin-
guistic formulation. Linguistic formulation involves
multiple processes such as selection of language to
be used (if a speaker knows more than one language
and the listener is equally competent in that lan-
guage), the retrieval of words from the lexicon—
long-term storage—to be fitted in a preselected
sentence structure (syntactic frame) that specifies the
linear order of parts of speech (grammatical cate-
gories) and phonological structure (i.e., how the
sentence will sound).

The third stage is conceived to be motor planning
of the linguistically formulated message. Motor
planning is specification of timing and extent of
muscle group contraction-relaxation in the peripheral
organs involved in speech production. These organs,
collectively referred to as the speech production sys-
tem, compose the respiratory system, the laryngeal
system, and the oro-nasal-pharyngeal system. The
patterned muscular contraction-relaxations result in
movement of ribs, lungs, vocal folds, velum (soft
palate), jaw, tongue, and lips, all geared toward con-
trolled expulsion of air and generation of sound
using vocal folds, which in turn are shaped into
a nearly concatenated series of overlapping sounds
called speech. The motor plan reflects the sound-
and word-specific movement requirements. Addi-
tionally, the motor plan also encodes for the effects
the speaker intends the message to have on the lis-
tener. Thus, a speaker may state, persuade, seek to
clarify, or seek clarification. These goals change the
movement underlying a word sequence and hence
the sound output. These changes are called prosodic
changes. Prosodic changes can be illustrated by an
example. A speaker may state ‘“This book is interest-
ing” or stress the word “This” to emphasize that
this book, and not some other book, is interesting. In
addition, the speaker may want to communicate
enthusiasm, disgust, anger, irony, or approval. These
affective components also contribute to changes in
global and local acoustic features of the produced
sentence. These changes are collectively referred to
as paralinguistic changes.

A message repeated twice might not involve
exactly the same motor plan. Motor plans are altered
to respond to the current constraints on the speech
mechanism. To take a simple example, to produce /p/
in the word “pat,” the instructions to approximate the
lips would differ depending on the current position of
the lips. If the mouth is currently open, the muscles of
the jaw as well as the lips will be involved in lip
approximation. On the other hand, if the mouth is
closed, the same target sound is achieved without the
activity of jaw muscles. Peripheral sensory or afferent
inputs inform central motor planning mechanisms
about the existing constraints. In normal speech pro-
duction, a rapid contextual adjustment is the rule
rather than the exception. The use of different muscle
groups to achieve the same acoustic/perceptual target
is called motor equivalence. Motor equivalence
underscores the principle that the brain uses variable
means to achieve invariant ends.

The most important sensory signals arise from tac-
tile (sense of touch) and proprioceptive mechanisms
in the speech production system. They inform the
motor planner about the constraints prior to initiation
of speech. These feedback signals are supplemented
with auditory feedback signals once speech begins.

Peripheral feedback is crucial during the early
years of speech and language acquisition; their role in
adult skilled speakers is still a matter that needs to be
settled. Do skilled speakers depend on them all the
time to monitor the progress of an utterance? There is
ample evidence to show that they play a role in get-
ting the production back on track if there is a sudden,
unexpected perturbation to the speech production sys-
tem. The relative importance of the type of feedback
signal—auditory, tactile, or kinesthetic—is also an
open question.

Respiratory, laryngeal, and oro-naso-pharyngeal
structures have dual life-supporting functions: breath-
ing and eating. Quiet breathing is automatic and
governed by the respiratory centers in the medulla
oblongata. During quiet breathing, durations of inspira-
tion and expiration are nearly equal. While speaking,
however, the duration of expiration is considerably
increased in relation to the duration of inspiration. This
change represents an active modification of expiratory
muscle activity to generate a steady expiratory stream
as a power source for speech.

The vocal folds in the larynx (commonly referred
to as voice box) move to the midline to impede the
expiratory breath stream. When the air pressure below
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the folds exceeds air pressure above the folds in the
vocal tract (pharynx, oral and nasal cavities), the folds
are forcefully opened and set in a periodic to-and-
fro movement, generating a voice. By changing the
degree of vocal fold approximation (or degree of
impediment to the flow of air) and the folds’ length and
tension, a speaker can generate degrees of emphasis
(stress) and pitch to achieve linguistic, prosodic, and
paralinguistic goals.

The voice (sound) is transmitted and modified by
changing configuration of the vocal tract. The various
cavities of the vocal tract act as acoustic resonators.
Continuous speech involves rapid changes in vocal
tract configuration, which in turn engenders rapid
changes in resonating characteristics. The changes in
resonating characteristics, in large measure, underlie
the distinction between serially organized speech
sounds produced during continuous speech. Changes
in vocal tract configuration are achieved by the move-
ment of lips, jaw, tongue, and velum.

Language Processing and the Brain

It has been known that the left hemisphere of the
brain is dominant for language processing in most
individuals ever since Paul Broca’s description of
a patient with a lesion in the left inferior frontal cor-
tex region of the brain. The patient had effortful
speech with relative preservation of comprehension
skills. The clinical data from patients with lesions in
the left hemisphere show that there is a degree of
modularity—the frontal lesions generally affecting
flow of speech while preserving comprehension,
whereas posterior lesions in the parietal lobe affect
comprehension skills while preserving flow of speech.
There have been considerable attempts to relate symp-
toms with sites of lesions, with some degree of suc-
cess. However, correlating symptoms with sites does
not reveal how a brain functions in a healthy individ-
ual when engaged in various language tasks. The
glimpses of complexity of neural activity when the
brain is engaged in such simple language processing
tasks as naming pictures and matching an appropriate
verb with a stimulus noun are being highlighted by
modern neuroimaging techniques such as functional
magnetic resonance imaging, positron emission tomog-
raphy, and magneto-encephalography. Such techniques
reveal that there are multiple regions of activations
within the left language hemisphere and the nondomi-
nant right hemisphere.

Disorders arising during linguistic formulation
are collectively termed aphasia or dysphasia. Thus,
a patient may have a problem in retrieving lexical
items or words (anomia) from the lexicon, a problem
with syntactic processing (syntactic aphasia), or
a problem in sequencing the phonemes (apraxia) that
constitute individual words. Aphasia typically results
from cerebrovascular accidents such as hemorrhage,
embolism, and ischemia in the left hemisphere. Chil-
dren may exhibit language formulation issues even
without brain lesions.

Hearing and Speech Perception

The process of recovery of encoded messages starts
in the peripheral hearing mechanism (ear). The ear
has three distinct parts: external, middle, and inner.
The acoustic energy in the ear canal is converted
into mechanical energy of the intricate motion of
the ear drum and the three middle ear ossicles
(bones). This motion in turn produces vibration of
fluid in the inner ear. The motion of the inner ear
fluid results in the motion of the basilar membrane.
The end organs (hair cells) of the auditory nerve are
located on the basilar membrane. Different regions
of the basilar membrane are responsive (resonate) to
different frequencies. Hence, the inner ear activity
results in spectral (frequency by intensity) analysis
of speech in terms of patterned excitation in the
auditory nerve. The patterned excitation reaches the
primary auditory cortex in the temporal lobe of the
brain where sound is sensed. The secondary auditory
cortex surrounding the primary auditory cortex is
involved in putting the analyzed signal back (fusion)
to recover the literal message and then the intended
message.

The aforementioned thumbnail sketch of the hear-
ing process provides a strictly serial view of hearing
and speech perception. However, speech perception,
defined as recovery of the sequence of phonemes con-
stituting an utterance, is anything but serial. At any
given point in time, a listener is not only analyzing
the speech but also bringing to bear on the analysis
contextual and knowledge constraints to arrive at
a decision regarding sound and word identity. Thus,
speech perception involves both bottom-up processes
(acoustic input analysis) and top-down processes
(contextual and knowledge constraint inputs to the
analysis). There is considerable evidence supporting
the idea that as a listener begins processing a spoken
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word, the initial input (beginning of the word) acti-
vates a cohort of candidate words with that beginning.
But as more and more of the spoken word unfolds, all
the words are rejected (deactivated) in favor of the
one the speaker intended. This is the idea behind
Internet search engines with a search history—as an
individual types a few beginning letters of a word, the
system presents multiple candidate words beginning
with the letter sequence. As the individual types more
letters, more and more candidate words are rejected in
favor of one the individual had used previously.

Ccommunication Disorders
in Educational Settings

Hearing Loss, Speech,
and Language Development

Communication disorders can arise at any level of
the communication process outlined above. An addi-
tional complication arises when communication disor-
ders in educational settings are considered. Preschool
and elementary school years are the years when chil-
dren grow at a rapid pace physically, cognitively, and
linguistically. There is a strong reason to believe that
human children are biologically equipped to extract
language from speech to which they are exposed. In
essence, growing children implicitly acquire a system
of rules (grammar) that will enable them, in Noam
Chomsky’s words, to understand and produce sen-
tences that they have never heard before or produced
before. However, there seems to be a critical period—
roughly between birth and preadolescent years, and
particularly between birth and 5 years—in which
a child needs to be exposed to a language. A child’s
growth in other departments—cognitive, affective,
and neuromuscular—must go hand in hand for a child
to be an age-appropriate communicator.

The acquisition of language may be delayed in an
otherwise normal child because of frequent middle-
ear infections that result in temporary or permanent
loss of hearing. The effect of frequent infections
depends on whether the condition is unilateral or
bilateral. Unilateral conditions typically do not affect
language development; bilateral conditions do. The
degree of hearing loss will have a direct impact on
the phonological development—mastery of language-
specific sound distinctions and word-specific changes
that signify tense, number, and so on. A serious defi-
cit in the middle-ear transmission function can result

in a 30- to 50-decibel (dB) sound pressure level
(SPL) loss in the speech signal strength. Normal
face-to-face conversation is typically around 60dB
SPL. In this condition, the child is barely hearing
speech and is missing most of the consonants, which
are shorter and less intense than vowels. These pho-
nological problems can be remediated effectively by
addressing the hearing problem—using a hearing aid
to amplify sounds—and with speech therapy that cre-
ates awareness of sound distinctions and direct
speech therapy.

The extreme case is children who do not hear at all
due to diseases—congenital or acquired—that affect
the inner-ear processing. There are degrees of sensori-
neural hearing losses, and accordingly, one can expect
degrees of language delays and impairment. A severe
inner-ear impairment is generally recognized by par-
ents or a caregiver; less severe conditions may receive
delayed identification. In these conditions, early diag-
nosis has a direct impact on the effectiveness of reha-
bilitative procedures. Teachers and caregivers must
seek professional help if they suspect hearing loss. An
ear, nose, and throat specialist or an audiologist is the
most appropriate person to contact. Early identifica-
tion is so critical for the development of speech and
language that there is a need for infant hearing screen-
ing programs.

Specific Language Impairment

Specific language impairment (SLI) is a condition
in which children are normal in all respects and have
adequate exposure and opportunity for learning a lan-
guage but still fall significantly behind their peers.
The prevalence of SLI in the general population is
around 7%. An SLI child scores normal or above nor-
mal on nonverbal intelligence tests and does not have
hearing loss, brain damage, or any other physical
abnormality that can explain significantly low perfor-
mance on language tests. A few recover, but many
continue to suffer. SLI is significantly correlated with
reading impairment.

Most English-speaking SLI individuals exhibit
a deficit in using bound morphemes that indicate past
tense (walk-walked), more than one (book-books),
and done by someone (climb-climbs). Some investi-
gators have suggested that an SLI child has difficulty
processing brief, rapidly unfolding sounds as an expla-
nation for language impairment. This explanation sug-
gests that, at its roots, it is a perceptual problem.
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Several lines of evidence suggest a genetic basis
for the disorder: More males than females have SLI,
there is aggregation of SLI in families at a rate
beyond the general population rate, and there is
greater concordance (i.e., both suffer) among identical
twins rather than fraternal twins.

There has been an in-depth investigation of a fam-
ily (KE family) that had significant aggregation of
individuals with SLI. The aggregation pattern in
a three-generation pedigree indicates a strong autoso-
mal dominance pattern. The genes responsible for
this particular family’s disorders have been mapped
to a particular area on chromosome 7, and genetic
analysis of an unrelated patient who exhibited similar
language problems revealed a mutation in this same
region. Although further studies are necessary, it
may be that this mutation leads to a lack of a particu-
lar protein that affects the development of neural
structures important for speech and language, the
way similar proteins have been shown to influence
neuronal development in other organisms. Subse-
quent study using neuroimaging techniques con-
firmed anatomical abnormalities in certain localized
regions of the brain. The imaging study involved
comparisons of brain anatomy of impaired and unim-
paired members of the family. The overall genetic
pattern exhibited by the KE family, especially with
the discovery of the gene deletion, strongly suggests
that a gene, or a small set of genes, has a major
impact on language development.

Current studies are attempting to classify SLI
patients into distinct subgroups based on the details of
their impairment so that testing can determine more
precisely the causes of the impairment.

Fluency Disorders

There are a host of disorders that affect the smooth
flow of speech during early childhood. The most nota-
ble among them is developmental stuttering (DS). DS
is a perplexing problem generally considered to be
triggered in postlinguistic formulation stages.

Developmental stuttering, as the name suggests,
manifests itself during the early years of rapid phys-
ical, cognitive, and language development. It is
characterized by involuntary intermittent disruptions
that take the form of fragmentation and repetitions
of the beginning of words, prolongation of the initial
sound of the word, or inappropriate silence or
blocks. The onset is typically gradual and usually

occurs when children start putting words together in
sentences. The lifetime incidence of the disorder is
estimated to be 5%, with a 1% prevalence rate in
the population. Because the incidence of stuttering
decreases precipitously from 2 to 10 years, the dis-
parity in lifetime incidence and prevalence suggests
that many children (around 80%) recover spontane-
ously, and a few continue to stutter into adolescence
and adulthood.

The current understanding of the disorder is that it
is etiologically complex, that is, both nature (genetics)
and nurture (environment) play a role. The arguments
in favor of a genetic basis are that it is more prevalent
in boys than girls, the prevalence of stuttering in fami-
lies of stutterers is significantly more than in the gen-
eral population, and the concordance for stuttering
among identical twins is very high compared to frater-
nal twins. Recent studies have shown that an autoso-
mal dominance model, influenced by the gender of
the affected individual and the affection status of the
parents, is the best fit for the aggregation pattern in
families. Recent neuroimaging studies have shown sig-
nificant anatomical and functional differences between
the brains of adult stutterers and normal speakers. The
studies are still preliminary.

For a long time, stuttering was considered to be
caused by anxiety, or it was considered to be some-
thing a person could overcome if only he or she tried.
As a disorder, it was imitated, with negative conse-
quences for individuals who were being imitated. The
current understanding is that at its inception, it is
purely a speech motor problem, and that anxiety as
a factor starts having an impact on the basic problem
once the disorder develops. Many researchers are
focused on finding how children who spontaneously
recover differ from those who do not.

Stuttering in school-age children is a big concern.
The effect of this disorder on self-concept, coupled
with generally negative reactions from others in the
child’s immediate environment, alters the child’s psy-
chosocial life. Later, it may compel him or her to
limit his or her choices in terms of vocation and avo-
cation. It is essential that teachers seek an SLP’s help,
and the child should be helped in the context of a team
involving an SLP, teacher, and parents.

Dysarthrias

There is a large group of disorders that results from
neuromuscular impairment that may affect the speed,
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range, direction, strength, and timing of movements.
These are due to either congenital or acquired lesions
of the central nervous system. The speech symptoms
can be mild or severe depending on the site and extent
of the lesion. Children with dysarthrias exhibit impre-
cise articulation (sound production), an inability to
control voice parameters such as loudness and pitch,
and mis-timed speech movements. Dysarthrias occur
independent of language processing disorders. Because
the degree of impairment varies considerably, a thor-
ough speech mechanism evaluation is a must to iden-
tify the problem and define the subtype of dysarthria
before intervention can be planned.

Professional Training

This entry has highlighted a few communication dis-
orders from a vast list. The field is enormous, and
each disorder has an area of specialization. Diagnosis
and treatment of communication disorders requires
extensive training (a 4-year undergraduate program
with communication sciences and disorders as
a major) and a 2-year master’s program followed by
a year of clinical externship. Speech and language
pathologists and audiologists must be certified by the
American Speech-Language and Hearing Association
before beginning to practice.

Nagalapura S. Viswanath
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COMPETITION

Competition constitutes a primary facet of life, as indi-
viduals within any species strive to satisfy their needs
for survival, reproduction, and successful rearing of
offspring. For humans, social competition between
genetically unrelated individuals of similar age is par-
ticularly salient in cultures with formal schooling and
public institutions where individuals cooperate apart
from families. Drawing on the child development and
animal behavior literatures, this entry discusses the
influences of biology, sex, culture, social structure, and
age on competition between unrelated peers.

Biological substrates of competitive behavior in
humans that have been identified include testosterone,
cortisol, and alpha-amlyase. For example, in human
males, testosterone increases in response to a competi-
tive challenge. Winners’ testosterone levels increase,
whereas losers’ levels decrease. Higher testosterone
levels then promote positive expectations of future
success.

Biological sex as well as gender identity, whether
one feels male or female, relate systematically to
competitive behavior. Most peer competition occurs
between individuals of the same sex who compete for
the same goals. Cross-culturally, beginning in the first
years of life, females utilize more polite speech and
nonverbal communication, such as smiling and behaving
modestly, which serve to diminish retaliatory responses
from potential competitors. In contrast, males more fre-
quently exhibit behavior that invites retaliation, such as
physically provocative behavior and verbal attempts to
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dominate others through boasts, commands, threats,
name-calling, and derisive jokes.

By middle childhood, males display more interfer-
ence competition in which one individual must overtly
prevent another individual from obtaining a desired
outcome. In contrast, females find interference compe-
tition aversive and prefer to compete through more
indirect or subtle means. Improving personal perfor-
mance without reference to others; denigrating an
absent competitor’s reputation; or employing discreet
nonverbal signals of competition, such as negative
facial expressions, constitute female forms of compet-
ing. By middle childhood and increasingly in adoles-
cence and adulthood, in their interests and leisure
activities, males are more likely than females to engage
in overt interference competition, frequently in the
form of playing or observing competitive sports, often
between unfamiliar players. In contrast, females derive
more pleasure and relaxation from engaging in conver-
sations with friends and relatives about comparisons of
familiar individuals’ levels of performance.

Results fit squarely within an evolutionary frame-
work in which female mammals, who bear greater
responsibility than males for their offsprings’ survival,
must avoid physical harm and maintain loyal social
contacts in order to enhance their reproductive success.
Those females who engage in competitive behavior
risk retaliation which could endanger nearby offspring
as well as their own ability to produce future offspring.
By contrast, males, who vary more than females in
reproductive success, benefit more from direct compe-
tition for mating opportunities. A male who continually
attempts to outperform his male peers will hold a repro-
ductive advantage and sire more offspring.

Local cultural norms also exert a powerful influence
on absolute levels of competitiveness. Although few
differences exist in early childhood, by middle child-
hood, children from differing countries and from vary-
ing cultural backgrounds within the same country differ
in degree and form of competitive behavior. These
same differences apply to cooperative behavior, and
willingness to compete and cooperate frequently corre-
late positively, not negatively. Although scarcity of
resources increases competition, when resources are
plentiful but easily monopolized, this also enhances
competitiveness.

Social structure also affects competitiveness. Mam-
malian species differ in the forms of social structures
they create, such as large groups, smaller cliques,
pairs, or solitary formations. Groups clearly enhance

competitive behavior not only because the proportion
of resources per individual declines, but also because
the intensity of conflicts between individuals within
a group can be regulated by third-party mediators,
allies, the presence of alternate partners, and loyalty
to the larger group. By contrast, conflicts between two
individuals are marked by higher intensity, greater
probability of harm, and enhanced likelihood of disin-
tegration of the relationship.

Generally, human males more than females interact
in larger groups, whereas females prefer one-on-one
relationships. For both sexes, higher levels of competi-
tion occur in groups and lower levels between individ-
uals. Males become engaged in intergroup competition,
which intensifies as the number of individuals in each
group increases. Groups likely accentuate males’ com-
petitiveness, whereas females’ preference for one-on-
one relationships diminish it.

Development also influences competitive behavior
as children become more explicitly conscious of their
own interests and better able to assimilate local cultural
norms dictating levels and domains of competitiveness.
Beginning in early childhood, implicit dominance hier-
archies become established based on individual differ-
ences in physical prowess and social skills. Dominance
is defined as access to resources, territory, and power
over others. By middle childhood, skills that facilitate
dominance expand to incorporate achievements in
diverse domains unique to humans, such as intellectual,
musical, artistic, or athletic performance. Individuals
also become increasingly conscious of their relative
positions within the hierarchy.

In adolescence, competition heightens as individ-
uals begin to compete for reproductively attractive
mates. Males compete with other males for physical
and symbolic status, which attracts females, because
high status can be converted into resources to support
females and children. Females compete with other
females on physical attractiveness and sociability,
which attract potential stable marital partners. Coali-
tions form that permit individuals to increase jointly
their positions in the hierarchy.

An established dominance hierarchy reduces over-
all competition within the social group and confines
competition to individuals close in status. High-
versus low-status positions in a hierarchy provide
individuals with varying expectations and levels of
confidence regarding success in achieving personal
goals. Varying the social and physical environment
modifies relative dominance position and concomitant
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cognitive expectations, levels of confidence, and bio-
logical substrates.

Joyce Benenson
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CoNbpucT DISORDERS

Conduct disorders are characterized as the more
severe, chronic, and pervasive forms of behavioral
problems. They include a range of inappropriate,
destructive, and sometimes malicious actions that
constitute psychopathology. There are several clini-
cally diagnosed mental health syndromes among con-
duct disorders. These are based on the constellation of
maladaptive personality traits exhibited. This chapter
will review the more common forms: oppositional
defiant disorder, conduct disorder, and antisocial per-
sonality disorder. In addition, an overview of risk fac-
tors and intervention methods will be discussed.
Conduct disorders have the potential to significantly
diminish the quality of life and long-term achievement
for individuals with these behaviors. In addition, there
are substantial emotional and financial costs to educa-
tors, families, and communities resulting from aggres-
sive and destructive acts. Fortunately, a variety of
interventions are available that can improve prognosis,
especially when applied early, before behaviors become
habitual. A number of contributing risk factors have been
identified; however, much research is still needed to bet-
ter understand causal agents. Multifaceted intervention
plans that target a variety of risk factors are noted to be

most successful. Additional research on treatment effi-
cacy is also needed.

Understanding and
Identifying Conduct Disorders

An understanding of conduct disorders is important to
researchers, educators, and policymakers in several
ways. Researchers require knowledge of conduct disor-
ders in order to investigate diagnostic measures and
treatment efficacies that improve educational outcomes
for these students. Teachers need to understand class-
room behavioral management strategies for conduct
disorders to assist students with their academic
achievement. School administrators must also under-
stand behavior needs to ensure appropriate teacher
training, empirically based service models, and sys-
temic structures that support positive learning environ-
ments. Policymakers in government agencies and
business provide a crucial role in designing curriculum
materials, establishing regulations, and providing infra-
structure for school systems. Therefore, policymakers
also require an understanding of risk factors and treat-
ments for students with conduct disorders.

Formulating decisions regarding the identification or
treatment of maladaptive behavior requires appropriate
expertise. The clinical skills of diagnosis can appear
deceptively succinct, even simplistic, if symptoms are
treated as a checklist of manifest items. However, diag-
nosis is a multifaceted and complex process, requiring
substantial professional training. Although the clinician
is provided a list of symptoms to identify, this informa-
tion must be juxtaposed with a broader and more
sophisticated understanding of normal development.
Understanding the normal developmental trajectory of
behavioral stages provides a good comparison bench-
mark for identifying abnormal behaviors. As they
mature, typically developing children follow a predict-
able sequence when acquiring skills for self-regulation
of their emotions and actions, stronger impulse inhibi-
tion, and self-awareness. A professional mental health
provider will know the ages at which children and
youth typically exhibit behaviors, even negative ones
such as biting or rebellion. The same behaviors may be
considered maladaptive for one child and not another
based on age-appropriateness. For example, a 2-year-
old child who threatens another child on the play-
ground to secure a toy is viewed differently from an
adolescent exhibiting the same behavior. Frequency
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and chronicity of behaviors also are hallmarks. Criteria
for conduct disorders will often require a specific num-
ber of incidents of a particular type over a period of
time for diagnosis.

A number of additional issues warrant consider-
ation in understanding the function of behaviors and
conduct disorders. Clinicians must establish the level
of impairment resulting from the conduct disorder.
This can range from someone who is in imminent
danger of harming others to no current impairment.
The impairment range will help determine the level of
services required for the individual, and often the
Global Assessment of Functioning Scale codes are
used to document this. Consideration must also be
given for possible comorbid disorders and differentiat-
ing between disorders with similar features.

Knowledge of the dominant culture of the individ-
ual also may provide contextual information for behav-
iors that provides additional insight. For recent
immigrants, societal norms and expectations may be
considerably different, especially for persons escaping
war or violent circumstances. A history of aggression
only for self-defense would not constitute a conduct
disorder. Even within the U.S. mainstream culture,
there are urban settings where gang activity in neigh-
borhoods can result in different adaptive behavioral
expectations. For persons subject to these circum-
stances, a behavioral bravado or highly assertive
stance may have adaptive value as it can lessen vul-
nerability to victimization.

A number of interpersonal situations also can create
temporary states of inappropriate behaviors that are not
pathological. Adults and children who experience mul-
tiple life stressors such as divorce, death, or trauma can
exhibit negative behavioral changes. These can mani-
fest as irritability, agitation, anger, or negative moods
similar to conduct disorder features. However, negative
behaviors usually subside quickly. Because of the sud-
den onset and temporary nature, these symptoms may
be more consistent with adjustment disorders rather
than conduct disorders. Some medication side effects
can also mimic behavioral symptoms.

Oppositional Defiant Disorder

The Diagnostic and Statistical Manual of Mental
Disorders (Fourth Edition, Text Revision) (DSM—-IV—-
TR), published by the American Psychiatric Association,
provides the symptom criteria professionals use for
mental health diagnoses. Oppositional defiant disorder

(ODD) presents as a pattern of antagonistic and defiant
behaviors. Youth may exhibit a variety of angry, argu-
mentative, and vengeful behaviors. Although symptoms
can be verbally aggressive and hurtful to others, ODD
is not characterized by physical violence or criminal
acts. Persons with ODD often lack self-evaluative
insight or acceptance of responsibility and will blame
others for their own inappropriate behaviors.

Conduct Disorder

The DSM-IV-TR diagnosis of conduct disorder
(CD) differs from ODD in that behaviors violate the
rights of others and generally accepted rules. Behaviors
may include physical aggression or criminal acts (e.g.,
burglary, vandalism, rape, arson). The perpetrators can
be cunning, purposeful, and deceptive in their attempts
to manipulate others. When considering long-term out-
comes, youth who first exhibit CD in adolescence,
rather than early childhood, have a better prognosis.

Antisocial Personality Disorder

Based on criteria in the DSM—IV-TR, if a pattern
of chronic disregard for the rights of others and com-
pliance with the law persists at age 18, a diagnosis of
antisocial personality disorder (APD) may be appro-
priate. The diagnosis requires CD symptomology
since age 15. Behavioral features of this diagnosis
include lacking empathy or guilt when harming
others, manipulative interactions with others, gross
irresponsibility, and criminal activity.

Risk Factors and
Potential Causal Pathways

Within the literature, a number of potential risk fac-
tors for conduct disorders have been identified. They
are thought to represent an interaction of multiple fac-
tors, including vulnerability, predispositions, environ-
mental elements, and poor personal choices, that
increase the risk for severe behavior problems. These
include dysfunctional communication patterns, nega-
tive familial behavioral patterns, difficult tempera-
ments, and poor emotional self-regulation. Additional
factors include poverty, deviant peer associations,
lower intelligence (especially verbal), presence of
multiple sociocultural stressors, and comorbidity for
other mental health diagnoses.
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Emotional Self-Regulation

Persons with conduct disorders often engage in
high-risk behaviors without consideration for conse-
quences or the effects on others. They can be highly
reactive to emotional situations or perceived injus-
tices. They may also report impulsive actions that
happen with little premeditation. Based on these
behavioral patterns, some researchers suggest that
conduct disorders may be the result of poor emotional
self-regulation. As children mature, they typically
learn to self-monitor their own feelings, inhibit first
responses, and select reactions. However, youth with
conduct disorders do not display these qualities.
Therefore, emotional self-control is hypothesized to
be either delayed or poorly developed. In addition,
a significant number of persons with conduct dis-
orders are also diagnosed with attention deficit hyper-
activity disorder (ADHD). Diagnostic features can
include notable impulsivity and hyperactivity as found
in ADHD combined type.

Dysfunctional Communication

There is evidence through the work of researchers
such as George Patterson that dysfunctional communi-
cation patterns may contribute to some behaviors in
conduct disorders. Parents who exhibit an authoritarian
discipline style that is coercive in nature can escalate
hostility. The cycle can be perpetuated if parents
respond to or make demands in a threatening manner,
the child then becomes defiant, and the parent in turn
raises the level of threat or anger in the commands.
This process serves to increase the potential for physi-
cal altercations as well as teach coercive interaction
patterns. Other researchers, including Kenneth Dodge,
have identified the propensity of students with conduct
disorders to misinterpret social cues that are ambigu-
ous. These cognitive distortions can lead to inappropri-
ate hostile interpretations of interactions with others.

Negative Familial Behavior Patterns

As noted with many other mental health diagnoses,
conduct disorders are more frequent when there is
a family history of similar disorders. This suggests pos-
sible biological vulnerabilities as well as a number of
social learning and environmental hypotheses. Parents
who also have a history of conduct disorders or are
experiencing other mental health issues (e.g., depres-
sion, schizophrenia) are likely to model behaviors that

reinforce negative interaction patterns. There is evi-
dence that mothers with severe depression may not
form critical early attachments with their children. In
the case of parents with APD, their daily life skills can
be significantly diminished. This can result in a lack of
basic parenting skills that can lead to sickness, neglect,
or abuse of their children. The marital relationship and
financial stability are often jeopardized because par-
ents’ irresponsible and callous actions create a less sta-
ble home environment for children. It is also likely
parents with APD will have a history of prosecution
and perhaps incarceration that further diminishes home
stability for the child.

Temperament

Temperament traits are described as relatively sta-
ble personality characteristics that influence behaviors
in a predictable manner. Early theory by Carl Jung
explained temperament in terms of dichotomies such
as the widely acknowledge premise of extroversion
and introversion. He described two preferences for
learning new information, sensing with an emphasis
on facts and intuition with an emphasis on concepts.
Jung also noted that when his patients had a strong
preference for one temperament dimension, the
opposing dimension could be underdeveloped. He
noted that the pathology of his psychiatric patients
was often expressed in ways consistent with their
temperament. For example, extroverted patients were
more likely to act out or show aggression.

In studies of students with ODD and CD by Diana
Joyce and Thomas Oakland, preferences have been
noted for extroversion, sensing, and thinking func-
tions. Of particular note, the students with ODD were
significantly more likely than the general population
or students with CD to prefer new information pre-
sented in sensing styles. This includes explicit, direct
instruction presented in sequential steps that utilize
concrete, applied examples and detailed facts. These
characteristics may explain the propensity of children
with ODD to argue about rules and not generalizing
behavioral expectations across circumstances.

In their work with very young children using a
physiological-based temperament model, Alexander
Thomas and Stella Chess described the concept of
goodness of fit. This concept postulates that when par-
ent and child temperament styles are dramatically dif-
ferent, there can be less understanding and tolerance
for the child’s behaviors. This lack of compatible
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behavioral patterns has the potential to increase con-
flict. Their research found that children with difficult or
irritable temperaments had poorer long-term outcomes.

Educational Institution Services

Public schools from kindergarten through twelfth
grade provide a wide range of general and special edu-
cation services, programs, and accommodations for
children with special needs. Historically, referrals for
these types of services have been made by teachers,
although parents may also request evaluations. Services
were primarily accessed following an evaluation and
classification within the exceptional student educa-
tion (ESE) system. If the student qualified, conduct dis-
orders were often served under an Emotional Disturbance
classification. Students could receive services ranging
from in-class consultation to small group pull-out
sessions or self-contained classrooms. In severe cases,
students may be served through inpatient hospital or
residential treatment programs.

Based on U.S. Department of Education statistics
for 2002, the Emotionally Disturbed category serves
the fourth largest number of special needs students.
The criteria for ESE categories are established in the
Individuals with Disabilities Education Act of 2004
and do not require specific mental health diagnoses.
State departments of education also provide more nar-
row statutes that describe specific evaluation compo-
nents. If schools are compliant with federal mandates,
additional funding is provided for these services.

More recently, the provision of services within
school systems has changed to include a response-to-
intervention (RtI) model. This model is based on sev-
eral premises. First, an emphasis on prevention and
early intervention is required. Second, in-class and
small group services may be accessed prior to a full
evaluation or placement as Emotionally Disturbed. The
goal is to address student difficulties before they
become chronic or more complex. Third, each level of
student service requires monitoring and review of out-
come data to determine the efficacy of the intervention.

The concept of Rtl is still evolving, and predominant
models conceptualize three or four tiers. The first tier,
as applied to behavioral disorders, includes school-wide
screening for behavioral or socioemotional risk factors.
This is a procedure that has not been commonly prac-
ticed in the past and may identify student needs earlier
as well as some students who were not noticed by
teachers in the past. The second tier is often in-class or

small group intervention with an emphasis on collecting
data to demonstrate the effectiveness of the remediation
strategies. If significant improvement in behaviors is
not noted, the final tier involves a more comprehensive
psychoeducational evaluation. Based on results, school
personnel may advocate more intensive, frequent, and
multimodal services. With the advent of Rtl, a new set
of skills that includes single-subject design, treatment
protocol studies, and systemic personnel curriculum
training will be required of educators.

Intervention Strategies

Numerous negative outcomes have been associated
with conduct disorders. These include considerable
financial costs to schools and communities as well as
emotional distress for individuals. Students with con-
duct disorders receiving services for Emotional
Disturbance require additional funding support and
school personnel resources. They experience more
discipline referrals that consume the time of behav-
ioral deans, in-school suspension personnel, other sup-
port personnel, and expulsion proceedings. In some
cases, considerable additional cost is incurred to con-
tract with outside agencies for specialized services
such as counseling therapy. Data indicate higher
school failure, higher dropout rates, lower incomes,
and more frequent incarceration. These factors bear
substantial emotional and mental health cost for indi-
viduals with conduct disorders who do not meet their
full academic potential. In lieu of both the personal
and systemic costs, early intervention is crucial.

When considering interventions, it is important to
note that the incidence of conduct disorders is higher
for males than females, especially early childhood
onset. This is an important distinction because early
onset of conduct disorders is associated with poorer
outcomes. There also are gender differences in symp-
toms, suggesting that differing interventions may be
required. Girls have greater risk for prostitution, alco-
hol or drug use, skipping school, lying, and running
away from home. Boys have greater risk for physi-
cal altercations, theft, and destruction of property.
Acquiring thorough background and evaluation data
for individuals can provide considerable guidance for
specific needs when selecting interventions.

Socioemotional Evaluation

The initial step toward evaluation may result from
school-wide screenings for risk factors or teacher/parent
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recommendations. Teacher and parent clinical inter-
views are conducted to determine the areas of con-
cern. The goals of interviews include documenting
medical and educational history, gathering pertinent
familial history, recording a temporal sequence of
prior events, establishing age of symptom onset, and
noting any extenuating circumstances. Topics are
guided by the clinician and may include issues of
family dynamics, peer relationships, and juvenile
delinquency incidents. Prior remediation strategies
used for the student and their effectiveness, as well
as student strengths, are solicited to inform later
intervention choices. Consideration for student
strengths and interests is particularly important to
fostering early successes during intervention and
identifying reinforcers for behavioral modification
plans. Behaviors of concern are noted in clear, objec-
tive descriptions that can be measured later.

With objective and measurable descriptions of tar-
get behaviors, direct observations can be conducted.
These data have many formats, including anecdotal
records that indicate antecedents and consequences,
as well as frequency and duration measures. Data col-
lected prior to intervention can serve as the baseline
for treatment. They may also be analyzed to indicate
patterns, such as time of day, particular tasks that
prompt behaviors, or specific locations in which behav-
iors escalate.

Several nationally recognized omnibus rating
scales are available that sample a broad range of
externalizing and maladaptive behaviors. These scales
may be administered to teachers, parents, and the stu-
dents themselves. They provide a cross-informant anal-
ysis to identify patterns of concern. Norm-referenced
T scores are calculated to indicate average, at-risk, and
clinically significant range behaviors in comparison to
other individuals their own age. Numerous single-
construct measures are also available to explore more
narrow issues (e.g., opposition) with a greater number
of items and specificity.

Because conduct disorders are often associated
with poor adaptive skills, particularly interpersonal
relations and communication, an adaptive measure
may be used. Adaptive rating scales measure social,
conceptual, and everyday practical skills. In addition,
there are temperament, social skills, study habit, and
self-concept measures that will help provide a more
comprehensive review of the student’s skills. Intelli-
gence and academic measures can identify general cog-
nitive abilities and specific academic skills. Addressing

academic needs is particularly important to a multi-
modal intervention design because learning has an
impact on task frustration, school motivation, and long-
term achievement.

Systemic Interventions
for Conduct Disorders

Systemic interventions can be applied when
school-wide changes in behavior are needed because
problems affect many students. These procedures may
be most useful when there are frequent behavioral dis-
cipline incidents within a particular school or several
students are engaging in behaviors that victimize
others routinely, such as bullying.

Positive Behavioral Support

Positive behavioral support is a systematic inter-
vention that focuses on ensuring that the school envi-
ronment provides a positive, nurturing climate that
reinforces appropriate actions. The focus is on lower-
ing behavioral referrals and preventing discipline
incidents rather than reacting after misconduct has
occurred. It is recommended that strategies be imple-
mented school-wide across classrooms and grades. This
provides a clear, consistent structure where students
know the expectations for behaviors. Desired behaviors
are stated in prosocial terms (e.g., personal responsibil-
ity, sharing, respect, cooperation) and emphasize the
well-being of all students, as well as school pride. Some
programs include public reinforcement or rewards that
provide recognition for appropriate behaviors (e.g.,
good citizen prizes). Expectations for positive behav-
iors are clearly communicated throughout the school.
This can be accomplished through posters, banners,
school slogans, and even morning announcement slo-
gans. Because these strategies are comprehensive, the
participation of administrators and teachers is crucial.
This can require some initial training to ensure that
all school personnel understand and reinforce the
concepts.

Environmental Structure Changes

Another systemic intervention within schools to
control disorderly conduct is the strategy of incidence
mapping with structural modification. The goal is to
prevent or lower disruptive incidents by limiting the
opportunities for covert actions. A review of the cam-
pus grounds is conducted with an analysis of all the
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schools behavioral discipline referrals. The objective
is to identify patterns of incidences related to envi-
ronmental routines or structures. Examples include
frequent incidents in isolated areas, unsupervised
areas, or areas that are not well lit (e.g., bullying in
bathrooms). Easy preventive measures to lower these
incidents include better lighting, ensuring that adult
supervision is nearby, and sometimes changing struc-
tures. Incidents may also cluster around certain activ-
ities, times of day, or locations that are overcrowded.
Examples include busy cafeterias, too many student
lines passing simultaneously in crowded halls, or
rowdiness during bus loading. Easy remedies include
changing travel routes, staggering access to areas, or
increased supervision.

Social Learning Curriculum

A number of published curriculum packages are
available to schools that incorporate prosocial themes.
These may be integrated into academic curricula to
reinforce concepts of altruism, self-control for emo-
tions, good problem-solving skills, and even social
skills. They may also be introduced periodically, often
through school counselors, as special sessions to
remind students of appropriate behaviors and reasons
for those choices.

Small Group and Individual
Interventions for Conduct Disorders

A number of small group and individual interven-
tions have demonstrated positive effects for diminish-
ing conduct problems. Small group interventions are
often limited to a few weeks and target a specific
common need that several students may have. Exam-
ples include social skills training, anger management,
conflict resolution, grief counseling, or test anxiety/
frustration. A number of small group curricula are
available, and they generally have the following com-
ponents: opening exercises for rapport, identification
of feelings, teaching of three to five new coping strat-
egies, practice to generalize the new skill, and a
follow-up or booster session.

Behavioral Modification

Operant conditioning principles are the basis for
behavioral modification. This technique typically tar-
gets specific, individual behavioral goals. Reinforcers

and punishment can be used to promote desired behav-
iors or lower inappropriate behaviors. Reinforcers
may include verbal praise, tangible prizes, token
economies, and the opportunity to engage in preferred
tasks. Punishments may include time-out and overcor-
rection techniques. Once specific behaviors are tar-
geted, baseline data on the frequency of the behavior
are collected. As the behavioral modification plan is
applied and appropriate behaviors are reinforced, data
are collected to determine the effectiveness of the
intervention.

Cognitive Behavioral Therapy

Cognitive behavioral therapy is based on the prem-
ise that distorted or dysfunctional thinking patterns
can result in maladaptive behaviors. Therefore, the
target of intervention is to identify and change exist-
ing thinking patterns to new, more adaptive patterns.
Methods include teaching relaxation training, gradual
exposure to a feared situation, learning replacement
thoughts, and biofeedback to control physiological
reactions. Applications to conduct disorders include
teaching students to recognize the precursors to explo-
sive anger, providing self-calming strategies to lower
arousal states, and modeling alternative problem-
solving solutions.

Parent Training

Parent training can be an effective intervention for
conduct disorders. In some cases, school personnel
and parents may collaborate to provide a consistent
behavioral modification plan across the two settings.
Parenting programs often stress noticing the positive
behaviors of children, using reinforcement to shape
behaviors, and providing clear expectations for behav-
ior. Authors such as Russell Barkley have designed
training modules that teach parents of defiant children
how to implement successful behavioral strategies at
home. Techniques include the use of a token economy
and time-out methods.

Psychopharmacology

There are a number of medications used to treat
behavioral symptoms for some persons with conduct
disorders. Stimulants may be prescribed when conduct
problems are related to ADHD, impulsiveness, or
hyperactivity. These include Adderall, Concerta, Cylert,
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Dexedrine, and Ritalin. A class of medications called
selective serotonin reuptake inhibitors (SSRIs) is
often used to treat depression and panic syndromes.
Paxil, Prozac, and Zoloft are common SSRIs. Well-
butrin, Effexor, Risperdal, and Depakote may lessen
behavioral symptoms related to anxiety, severe mood
changes, and bipolar disorder. The use of medica-
tions for children is controversial because limited
research studies demonstrating treatment efficacy are
available for some age groups. In addition, there are
few studies on the possible long-term side effects of
drug usage for children.

Diana Joyce
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CONFIDENCE INTERVAL

Quantitative research in educational psychology bene-
fits from using sample data to describe the wider
population of interest. A confidence interval (CI) is
a statistical approach that uses sample data to deter-
mine a range of values on a particular statistic (e.g.,
mean) for a sample from the population. In theory,
a confidence interval is based on an infinite number
of random samples from the population. For each of
these random samples, a statistic of interest, such as
the mean, could be calculated. Of course, it is highly
unlikely that each of these means will be equal to one
another, and even more unlikely that any or all of the
means will equal the population mean. Thus, it is gen-
erally safe to assume that error will be present when
estimating a population parameter with a statistic
based on a random sample. Comparing the CI to the
sample mean provides the researcher a means for
determining the magnitude of error.

A CI consists of two numbers, often referred to as
lower and upper bounds, between which the value of
a population parameter is expected to fall. For ins-
tance, the CI for a population mean is typically repor-
ted in the following format:

Clp; = LowerBound < p < UpperBound,

where Clp; indicates the probability factor for the
respective confidence interval, and p represents the
population mean. In general, probability factors of
90, 95, and 99 are used to construct Cls. For inter-
pretation purposes, these probability factors are
converted to percentages. For instance, using a proba-
bility factor of 95 results in a 95% CI, which indi-
cates that the researcher can be 95% confident that
the population mean falls within the lower and upper
bounds of the interval. As another example, consider
a 95% CI for mean scores on a standardized mathe-
matics assessment for seventh graders at Jayhawk
Middle School:

C195 =70< n< 90.

This CI indicates that 95% of random samples
taken from seventh graders at Jayhawk Middle School
will yield a mean math score greater than 70 and less
than 90.
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The latter example can also be used to illustrate
the role of measurement error in estimating popula-
tion parameters. Begin by assuming that the CI for
seventh graders at Jayhawk Middle School was
based on a sample mean that equals the population
mean of 80. Furthermore, suppose a random sample
of seventh graders from Jayhawk Middle School
yielded a mean mathematics assessment score of 81.
An additional, independent, random sample taken
from the same population of seventh graders at
Jayhawk Middle School yielded a mean mathematics
assessment score of 77. In both cases, the sample
means do not equal the population mean, nor do they
equal one another.

The amount of measurement error is used to con-
struct a CI around a particular parameter. This mea-
surement error is referred to as the standard error. The
standard error provides a measure of the variability of
the sample statistic around the population parameter.
For instance, the standard error of the mean is calcu-
lated using the following formula:

N
Oy = —F—=

Nk

where oy is the standard error of the mean, s is the
standard deviation of the sample, and N is the sample
size. The distribution of an infinite number of ran-
domly sampled means is known to be normal and can
be converted to a standard normal distribution. Values
can be taken from the standard normal distribution to
construct CIs. For instance, a 95% CI requires the use
of a standard value of 1.96. This value is multiplied by
the standard error of the mean in order to convert the
CI to the original unit of measurement. Therefore, the
equation for constructing a 95% confidence interval is

X —1.9605 <p <X+ 1.9603.

As seen in the equation, the product of the standard
value and the standard error are subtracted and added
to the sample mean to create the lower and upper
bounds for the CIL.

CIs can also be used to test research hypotheses.
The most straightforward hypotheses involve deter-
mining if a sample mean is representative of the
population. The hypothesized value of the population
mean is considered tenable if it falls within the
bounds of the CI created by the randomly sampled
mean. However, if the hypothesized population mean

does not fall in the CI, the researcher has obtained
evidence that the population mean is different from
the hypothesized value.

To illustrate this concept, reconsider the example
using students from Jayhawk Middle School, where
two random samples yielded sample means of 81 and
77, respectively. In addition, suppose a researcher
hypothesizes that the population mean score for
seventh-grade students from Jayhawk Middle School
is 80. For simplicity, assume s =2 and N =4 for both
samples, which results in a standard error of 1 for
both samples. Using this information, a 95% CI can
be constructed for each sample. The 95% CI for Sam-
ple 1 and Sample 2 are, respectively,

79.04 < < 82.96
75.04 < < 78.96.

The ClIs result in different interpretations regarding
the hypothesis. In Sample 1, the hypothesized value is
contained in the CI, indicating that a mean score of
80 for seventh-grade students from Jayhawk Middle
School is tenable. On the other hand, the CI constructed
from Sample 2 data does not contain the hypothesized
value of 80. Therefore, based on this sample, the mean
score for seventh-grade students from Jayhawk Middle
School is not equal to 80. In fact, the researcher could
state with 95% confidence that the mean score instead
falls between 75.04 and 78.96.

In summary, CIs are one of the most prevalent
forms of interval estimation used in the behavioral
sciences. The width of a confidence interval can give
the researcher an idea about the uncertainty in the pre-
cision of the parameter that he or she is trying to esti-
mate. For example, a “wide” CI indicates that there
is error in the measurement and further data collection
should be employed. In addition, Cls are considered
more informative than hypothesis tests because they
provide a probable range for the unknown parameter.

Greg W. Welch and Chris S. Meiers

See also Inferential Statistics; Scientific Method; Statistical
Significance

Further Readings

Smithson, M. (2003). Confidence intervals. Sage University
Paper series on Quantitative Applications in the Social
Sciences, 07—140. Thousand Oaks, CA: Sage.



180 Conflict

CONFLICT

Conflict is a disagreement between two or more inter-
dependent parties about goals and/or methods for
achieving goals. Although some scholars use the term
conflict to refer to an internal tension or confusion
(for example, a mother has “role conflict” when she
is torn between competing demands on her time and
attention due to her role as a parent and as a working
professional), conflict is a social phenomenon con-
cerning disagreements between parties.

A party to a conflict can be a person, a group, an
organization, a state, or a nation. Often, conflicts are
between two parties who are individuals. But conflict
can involve many parties. The more parties to a con-
flict, the more difficult it is to manage the conflict pro-
cess and to come to a decision or settlement that is
acceptable to all parties.

All parties to a conflict are interdependent; they
depend on each other for some action or resource nec-
essary to manage or resolve the conflict. The more one
party is needed by the other parties, the more power
and influence that party has to define the conflict, deter-
mine when and how the conflict is managed, and influ-
ence the final outcome or solution for the conflict.

What types of disagreements lead to conflict? Con-
flicts may be caused by disagreements over scarce
resources and how they should be distributed. Scarce
resources may be economic, such as money, equip-
ment, and capital; or they can be relational resources,
such as status, respect, information, and time. Some-
times, conflicts are disagreements about perceptions
that one party is exercising unwanted control over
other parties. Conflicts are often disagreements about
goals—questions about what should be accomplished
and why. Even if parties agree on goals or desired
outcomes, they may disagree on the best methods to
achieve the outcomes. For example, office managers
may agree that they need to upgrade their computer
systems, but they disagree about which computer sys-
tem is the best for their organization.

Conflict can be functional or dysfunctional depend-
ing on how the conflict is managed. In functional con-
flicts, parties are satisfied with both the process used to
manage the conflict and the resolution to the conflict.
Learning functional conflict management is important
for social development and relational development.
From early childhood, people learn how to be in
peaceful relationships by understanding how to manage

conflicts constructively. Many developmental psychol-
ogists identify learning to manage conflict construc-
tively as an important skill, and perhaps the most
important social skill, of childhood. Educators who
work to develop children’s emotional intelligence and
emotional competence also see constructive conflict
management as a key skill for the emotionally compe-
tent person. When a conflict is functional, the parties
are open and willing to honestly share information,
there is a sense of calm and respect, parties are coop-
erating to try to solve the problem together, and they
are flexible in looking at options for solutions.
Dysfunctional conflict happens when a party is dis-
satisfied with the process or outcome of the conflict. For
example, one party may be upset that the other party is
unwilling to go to a third party (for example, a mediator)
for help with the conflict, or feels the solution to the
conflict is unfair. When conflicts become dysfunc-
tional, they escalate in terms of increasingly negative
behaviors. Dysfunctional conflicts are characterized by
distrust, unwillingness to share information openly and
honestly, tension, and the adoption of an “us versus
them” attitude that leads to competitive and aggressive
behavior. Dysfunctional conflicts often lose focus, and
the parties start arguing about issues other than those
that initially triggered the conflict. Consider a husband
and wife who begin arguing about money and are sud-
denly arguing about in-laws, parenting, and household
chores as well. When conflict becomes dysfunctional, it
affects future conflicts. If a person feels he or she was
treated unfairly, the person is likely to be defensive and
aggressive in the next conflict with the same party.
There are five ways to manage conflicts without the
aid of a third party: competition, cooperation, compro-
mise, accommodation, and avoidance. If used in the
right situation, all of these techniques or styles can lead
to functional conflict. Competition is a win-lose
approach, and the goal is to get as much for your side
as possible. Competition does not have to be violent or
aggressive; for example, buying a car is usually done
through bargaining, which is a competitive approach to
managing conflict. Cooperation, also called collabora-
tion, is a win-win approach in which parties problem
solve and generate solutions that meet everyone’s
needs. Cooperation is best when there are creative
approaches to maximizing gain and when parties must
be committed to implementing solutions. Compromise
is a give-and-take approach that works well when there
are limited resources. However, resources may not
be that limited, and cooperation may be the better



Conservation 181

approach. Accommodation is letting the other party get
what he or she wants in the conflict; this strategy is
effective if relational harmony is most important. The
danger is establishing expectations that one will usually
accommodate. Avoidance is physically and/or psycho-
logically withdrawing from the conflict. For unimpor-
tant or short-term conflict, avoidance is a feasible
option, but it is counterproductive when the conflict
will become worse if not addressed.

Conflict management can also depend on third-
party processes such as mediation, arbitration, and
adjudication to solve the conflict. Conflict resolution
education programs help teach youth and adults con-
structive ways of managing conflict.

Tricia S. Jones
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CONSERVATION

Conservation refers to the feature of constancy or
invariance of an object. It is the notion that a quantity
stays the same despite changes in form or appearance.
Educational psychologists study the concept of con-
servation in children as an important developmental
milestone that is reached when a shift in cognitive
thinking occurs. One of Jean Piaget’s earliest and
most important discoveries was that young children
lacked the principle of conservation. Much research
has been conducted to prove or disprove Piaget’s the-
ory of conservation.

While studying how children develop intelli-
gence, Piaget discovered that young children do not

understand that quantity, length, or number of items is
unrelated to the arrangement or appearance of the
items. He developed different tasks to further under-
stand the concept of how children develop the principle
of conservation. He looked at mass, number, volume,
and area.

For the task of mass, the examiner presents a child
with two round balls of clay equal in weight, size,
and shape. The child is asked if the two balls are the
same weight. The child is allowed to use a balance to
assure the weight is equal if needed. The examiner
then transforms one ball of clay into a flat pancake or
a thin rope. The child is asked again if the two quanti-
ties of clay have the same weight and to give and
explanation of why or why not.

For the task of number, the examiner presents the
child with two equal rows of counters. The rows of
counters are arranged side by side in one-to-one cor-
respondence. The child is asked if the two rows are
equal. The examiner then spreads one row of coins
apart, and again asks the child if the two rows have
equal amounts of coins.

The task to assess conservation of volume begins
with showing the child two identical containers filled
with the same amounts of liquid and asking the child
if the amount of liquid is equal. Then, the liquid from
one container is poured into a container that is taller
and thinner than the other. The child is again asked if
the amount of liquid is the same in both containers.

A fourth, less used, and less researched task used
by Piaget was the “cows on a farm™ test for conserva-
tion of area. In this task, two identical farms were pre-
sented, each with a cow placed on it. The children
were asked if each cow had the same amount of grass
to eat. Then, Piaget would add little cubic farmhouses
to each farm. On one farm he would line up the farm-
houses in a tidy row, on the other farm, he would
scatter the farms about on the grass. The child is then
asked again if the cows have the same amount of
grass to eat.

In each of the above tasks, the child’s ability to
recognize that certain physical properties do not
change, or are conserved, even though they may
undergo a physical transformation, is tested. Children
who do not understand the principle of conservation
will say that the quantity of mass, number, volume, or
area has changed.

The ability to recognize the principle of conser-
vation is the dividing line between Piaget’s pre-
operational stage and concrete operations stage. Most
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children move from one stage to the next between the
ages of 6 and 8.

Piaget believed that children who were unable to
conserve mistook a perceptual change for a quantitative
change. This confusion could arise from the pre-
operational child’s tendency to focus or center on only
one characteristic of an object to the exclusion of all other
characteristics. Additionally, the child’s inability to men-
tally reverse actions is characteristic of pre-operational
thought. For example, the pre-operational child cannot
mentally reverse the clay-rolling process to determine if
the balls of clay are still the same size. A child in the
concrete operational stage can understand that nothing
has been added or subtracted to the ball of clay. This
child can understand that the two dimensions of height
and weight are related. The development from pre-
operational to concrete operational is a gradual one.
A child may be able to achieve number conservation
before liquid or mass conservation.

Research regarding Piaget’s theory of the principle
of conservation has presented information that chil-
dren may have difficulty with the discourse of the
interview that accompanies the conservation tasks.
These studies indicate that children may display an
understanding of conservation principles earlier than
previously thought but misunderstand what is being
asked of them by the experimenter. Additionally,
some research has shown that with minimal training,
competence for the tasks increases.

Other research has pointed that Piaget’s tasks are,
in fact, testing two different forms of conservation:
identity and equivalence. The conservation of identity
must be inferred from the child’s responses, and the
conservation of equivalence can be evidenced in the
child’s judgments. This means that a child is actually
concerned with identity conservation, or how the item
looks different but is still the same, but in reality, the
child is making an equivalence judgment. But chil-
dren at this age do not verbalize the actual psycholog-
ical processes involved in their judgments; instead,
they apply logical reasoning.

Conservation is learned through experiences and
interactions. The process is gradual and involves devel-
oping the ability to focus on more than one attribute of
an object at one time, the understanding of reversibil-
ity, and the ability to mentally represent objects.

Lori Jackson
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CONSTRUCTIVISM

Constructivism is a learning theory based on the
notion that students actively construct knowledge.
This view of learning calls for a dramatic lessening of
reliance on a didactic, textbook-based, “transmission”
of knowledge approach to teaching and learning in
the classroom. It also challenges popular views about
the nature of knowledge. The fact that constructivism
rejects commonplace views about knowledge, however,
does not mean that it embraces a relativistic or any-
thing-goes approach. What is also clear is that construc-
tivists who endorse views that oppose the mainstream
view—who argue, in other words, that worthwhile
knowledge tends to be complex rather than simple,
open to question rather than certain—are more likely
than acknowledged to promote disagreement among
experts about how best to conceptualize knowledge.
Research shows that these core beliefs about
knowledge relate to teacher practice, albeit imper-
fectly, because of the pressures teachers face to cover
the curriculum and improve standardized test perfor-
mance. Another factor that affects teachers as they
seek to convert theories of knowledge into classroom
practice is that constructivists who argue for a more
open approach to teaching and learning disagree about
the particulars of the openness. Some constructivists,
for example, maintain that the curriculum should be
problem based; others argue that it should be based
on the students’ interest and level of development.
The same disagreement arises about the nature of the
pedagogy. Some constructivists believe that it should
be peer centered; others maintain that it should be
individually oriented. A similar disagreement exists
with regard to assessment. Some argue that it should
be performance based, which is to say, out in the open
and judged against a common standard; others believe
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that it should be based primarily on each child’s prog-
ress, best assessed using individual portfolios.

These disagreements about practice among con-
structivists mirror other, sometimes subtle, theoretical
disagreements between different “camps™ of con-
structivists. The disagreements turn largely on the
question of what kind of knowledge is most important
and how that knowledge is best acquired. Although
this may be an oversimplification, one camp of con-
structivists, the social constructivists, want to move
knowledge out of the head and into the open. In this
view, knowledge is a community and not an individ-
ual possession, a notion that has implications for how
members of this constructivist camp define the nature
of knowledge. For one, if it really is between people,
it has to be overt or observable, which means that
knowledge can take two possible forms: It can consist
of strategies or routines, or, favored by those social
constructivists who consider themselves ‘“‘postmod-
ern,” knowledge can be defined as language.

The two groups of social constructivists, because
they define knowledge in two different ways, also
hold up different models of learning as being ideal for
the classroom. The group that focuses on strategies,
strongly influenced by a Russian psychologist named
Lev Vygotsky, advances apprenticeship learning as
the ideal. The intellectual version of apprenticeship
learning can involve a relatively simple strategy such
as a mnemonic code (e.g., “one-bun, two-shoe ...”),
which enables one to visualize an ordered set of
objects; or it can involve a complex strategy that
encompasses ‘“‘metacognition” (e.g., planning, moni-
toring, checking, and revising). Like a veteran tailor,
the teacher using this approach is expected to first
model the practice, gradually turning over control to
the novice as he or she becomes more skillful in
implementing the practice.

The second group of social constructivists views
knowledge as language, as modes of discourse
acquired by participating in what might be considered
different types of disciplinary ‘“language games.”
Language, in this approach, does not hold knowledge;
rather, it helps manage or coordinate different kinds
of cultural activity (e.g., “doing math”). There is both
a process and a content aspect to this coordination.
An example of the former might be a teacher who,
because she wants her students to discuss ideas in
mathematics, models language that depersonalizes the
process and thus protects the self (e.g., learns to say,
“It is possible that ...” vs. “I think that ...”). An

example of talking content at the elementary level
would be students who, when they are engaged in
solving math problems, consistently describe numbers
as consisting of units of 10.

The third group of -constructivists traces its
approach back to John Dewey and, more recently, the
Swiss psychologist Jean Piaget. The basic notion here
is that children, and adults for that matter, are natu-
rally driven to order or make more coherent the
diverse, often fragmentary experiences they encounter
each and every minute of their lives. Piaget believed
that children develop increasingly complex structures
or “operations” over time that allow them to create
this coherence. One of the early operations, typically
evident in 6-year-olds, allows them to conserve
quantity—to understand, for example, that when one
compares the amount of liquid in two containers,
height can be offset by greater dispersion so that,
although the quantity may look different, it may actu-
ally be the same. Piaget’s view has fallen out of favor,
replaced by Dewey’s brand of inductionist construc-
tivism. Unlike the traditional didactic approach, often
characterized as “the sage (wise person) on the stage”
approach, Dewey favors ‘“the guide on the side”
approach. The assumption here is that a student can
create meaning only by working in his or her own expe-
riential workspace, the 4 or 5 inches of brain between
the ears. The role of the teacher is to quietly nudge the
process along, to point out in a gentle way any pro-
blems the student may be encountering in figuring out
how to construe a new experience, to bring to the fore
the most important aspects of that experience, and so
forth. The type of pedagogy that best fits this view of
learning is problem-based, project-based, or inquiry-
based pedagogy.

Richard S. Prawat
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CoNTINGENCY CONTRACTS

A contingency contract, or “behavioral” contract, is
a clearly written document specifying available
rewards or consequences that are contingent upon the
performance of a certain behavior. The use of a contin-
gency contract is a behavioral management technique
that is effective in modifying a multitude of behaviors
performed in a variety of settings. A contract is based
on simple behavioral principles but provides a complex
intervention package. Implementing the key compo-
nents and procedures outlined in this entry will
enhance the effectiveness of a contingency contract.

Contingency contracts have been used in a variety
of situations to increase the occurrence of appropriate/
desired behavior, healthy behavior, or compliance.
These types of contracts are effective in a variety of
settings, including classrooms, schools, households,
and clinic settings. Many individuals can partake in
a contract; however, most contracts include two parties:
one party who performs the targeted behavior and one
party that grants access to the contingent reward.

Heward and Martin and Pear identify several advan-
tages for using a contingency contract. First, developing
and implementing a contract is a fairly simple proce-
dure that is easy to learn and can be completed by non-
professionals. Second, a contract provides a socially
acceptable and positive behavior management strategy
that is individualized for a child or a group of children.
Third, a contract directly involves all participating indi-
viduals in the behavioral plan and development of the
contract. Fourth, using a contract ensures that all partici-
pants agree with the behavior and contingent rewards
specified in the document. Finally, the act of signing
a contract is a powerful stimulus in our society that
increases one’s commitment to the agreement, thereby
enhancing the integrity of implementation and consis-
tency of delivering consequences.

Key Components for Effectiveness

Heward also outlines three major components that
should be included in a contingency contract for it to
be effective: (1) the task, (2) the reward, and (3) a task
record. The task portion of the contract includes
a description of the task, who is to perform the task
(e.g., the role of each participant), when it is to be
performed, and how well it needs to be performed in

order to receive the reward. The reward section
includes a description of the reward, who delivers the
reward, when it will be delivered, and how much of it
will be delivered. A task record provides a location
on the document where the progress of a contract is
recorded. This section for data collection includes
records of task completion and reward delivery. Moni-
toring the progress of a contract serves two purposes:
(1) it ensures that all participants are regularly reminded
of the contract, and (2) it helps remind the student to
continue working toward task completion.

Key Procedures for Effectiveness

A contingency contract is a complex intervention
package consisting of both positive and negative rein-
forcement. Contingency contracts are based on rule-
governed behavior, where a specific behavior results
in a specific consequence. Heward and Martin and
Pear have identified several procedures that make
contracts more effective: (a) All participants should
have equal parts in the development of the contract.
(b) The contract needs to be as clear as possible so
there is no confusion about what is required from both
parties. (c) The target behavior needs to be clearly
defined, observable, and recordable. (d) The parties
should identify possible rewards that will motivate the
child. (e) Data collection procedures used to evaluate
the effectiveness of the contract should be determined,
including how, when, and who will collect the data.
(f) The relationship between the behavior and the
reward should be fair. (g) Each participant must fol-
low the rules set up by the contract. (h) The contract
needs to be honest; all participants will comply with
the agreement. (i) The contract should be displayed
publicly, reminding each participant of the agreement
and his or her responsibilities within the contract.
() Once a clear contract is written and implemented,
data should be evaluated for effectiveness. (k) The
contract should be altered and rewritten until there is
an improvement in behavior. It is necessary to rene-
gotiate the contract after a certain period, even if it
was successful.

Contracts in Educational Settings

Contingency contracts have been used effectively in
classrooms and school settings. Typically involving
a teacher—student contract, these formal agreements
have been demonstrated to increase appropriate social
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and academic behaviors. As an intervention, contracts
between teachers and students have increased student
adherence to classroom rules, compliance with teacher
directions, work completion, and attendance. A con-
tract is an extremely flexible behavioral management
technique: Those established in classroom or school
settings can be applied to individual students, small
groups, whole classes, or entire schools. Furthermore,
rewards can be provided based on individual or group-
oriented contingent behavior.

Behavioral interventions using home-school notes
are essentially contingency contracts between a child,
a teacher, and a parent. They have been used to effec-
tively modify classroom (i.e., on-task behavior) and
home behavior (i.e., homework completion). There are
several advantages to contingency contracts that
involve individuals from both home and school. First,
they allow teachers to utilize reinforcers not typically
present in classrooms. Second, they enhance consis-
tency between the two most important settings (i.e.,
home and school) in a child’s environment. Third, they
facilitate the development of home-school partnerships
that are beneficial for the academic, behavioral, and
social development of children.

Another type of contracting that is useful with chil-
dren in educational settings is a self-contract. Self-
contracting is a way to teach children self-management
strategies. It is a self-directed method of problem
solving, one that offers an opportunity for the students
to take responsibility for their behavior. Included
in self-contracting are the following steps: (a) self-
identification of target behavior, (b) self-monitoring of
behavioral performance, (c) self-evaluation of perfor-
mance, and (d) self-administered consequences based on
contingency.

Limitations of Contracts

Contingency contracts operate within a delayed
reward framework; the reward can be perceived as far
removed from the behavior targeted. Thus, contracts
may be less effective when used with students who
are very young or who have extremely little motiva-
tion. This is especially true when the contract requires
the performance of a behavior over a period of
sequential days in order to earn a reward. Other limita-
tions include teacher and parent perceptions of using
contracts. First, teachers and parents may view con-
tracts as requiring too much time to implement or as
being too complex. Additionally, they may perceive

a contingency contract as a behavioral modification
technique that reduces the degree of responsibility
children have for their own behavior.

John Warren Eagle and Christopher R. Niileksela
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CONTINUITY AND
DISCONTINUITY IN LEARNING

Continuity and discontinuity in learning refer to the
problem of whether there are qualitative changes in
the fundamental mechanisms that govern learning.
This question has been examined in the literature
in two separate but related ways. The first approach
examines whether qualitative breaks occur with
increasing expertise or additional learning, and it was
conducted mostly prior to the 1980s using animal
learning paradigms and human learning of simple ver-
bal materials. The second approach evaluates whether
there are developmental changes in learning that are
qualitative in nature.

The historical debate was inspired in part by the
observation of seemingly contradictory phenomena.
On one hand, much research in learning, including
the seminal results from Hermann Ebbinghaus,
revealed canonical smooth learning curves, in which
performance could be plotted as a negatively acceler-
ating approach to an asymptote. On the other hand,
research by Robert Yerkes and Wolfgang Kohler
using primates appeared to reveal “insight” in basic
problem-solving tasks. Complementing these reports
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were results from learning in rodents in which learn-
ing appeared to hover quite stably around chance
levels of accuracy prior to rising rapidly to an asymp-
tote. Even in tasks in which learning appears con-
tinuous, theorists such as William Estes and Randy
Gallistel have shown that the learning functions for
individual subjects may exhibit a more abrupt rise
in performance than is comfortably accommodated
within a view of learning that is purely continuous.

This dilemma motivated empirical and theoretical
demonstrations from notable researchers like Ken-
neth Spence and Isadore Krechevsky (later David
Krech) that continuous and gradual learning pro-
cesses could underlie the apparently discontinuous
learning curves that appeared to imply underlying
learning processes that were more all-or-none than
continuous. Such considerations probably played
a large role in the sea-change in American psy-
chology from stimulus-response theories to the men-
talistic types of theorizing characterized by the work
of Edward Tolman—theories that included previ-
ously taboo terms such as hypothesis generation and
testing and insight, and that eventually became
known as the cognitive revolution from the 1950s to
the 1970s.

During that latter period, questions of continuity
inspired one of the first widespread applications of
basic mathematical models of psychological processes
to questions about learning. The burgeoning set of
researchers who pioneered the application of Markov
processes to cognition, including William Estes, Patrick
Suppes, James Greeno, and Gordon Bower, found
that smooth learning curves could be produced by
all-or-none learning functions, and that those all-or-
none models accounted well for verbal learning data
in humans. Two related empirical outcomes are
central to the claim of supremacy for all-or-none
models.

First, Estes showed that people tend not to recall
items correctly on a second test when they have not
correctly recalled them on a previous test. If discon-
tinuous learning actually arose from variable levels of
underlying learning, rather than the pure absence of
learning, then an above-chance rate of recovery for
previously unrecalled items would be expected. Sec-
ond, there is no increase in memory performance with
additional learning when only those trials prior to the
final error for a particular item are examined. This,
too, is consistent with the idea that those items reside
in an as-yet unlearned state, rather than a state of

gradually increasing learning that is nonetheless insuf-
ficient to support accurate performance.

However, the validity of these data and of the all-
or-none models was questioned, and other data
appeared to contradict the central results. For exam-
ple, giving subjects an opportunity to guess again
when they have made an error leads to a violation of
the “stationarity” principle represented by the second
finding described above. The lack of a clear resolution
can be best understood in light of the insights of
Frank Restle, who pointed out that numerous versions
of the continuous/discontinuous debate were in play,
and that theorists were debating on incompatible
terms. A summary of the literature prior to the mid-
1960s revealed that, although it is quite clear that
much learning is incremental, it is also evident that
some learning is more likely of an all-or-none flavor.
Given the many ways in which discontinuous pro-
cesses can mimic continuous ones, and vice versa, it
is not evident that a deep theoretical resolution to this
issue is forthcoming. However, from an educational
perspective, it is worth remembering that the progres-
sion of learning may have as much to do with the
nature of the task as with the nature of the learning
process: Tasks in which information can be acquired
incrementally are more likely to yield continuous
learning functions than are tasks for which mastery
hinges on the acquisition of a single principle or rule.

A related issue of continuity has been evaluated
within developmental or lifespan approaches to under-
standing cognition: Does maturity induce qualitative
changes in the mechanisms of learning? Indeed, much
of the work in cognitive development and geriatric
cognition can be characterized as a debate over which
learning processes develop when, and which ones
selectively decline with age. What is not in dispute is
that there are qualitative changes in the patterns of
results seen on tests of learning and memory. The
elderly exhibit, for example, a much greater deficit
relative to young learners on tests of recall than
on tests of recognition. Fergus Craik has proposed
that elderly learners will show, in general, deficient
performance on tests that require them to self-initiate
processing and relatively intact performance on tests
that place little demand on such self-initiation. Tests
of recall, which require the subject to develop and
execute a systematic plan for addressing memory,
retrieving relevant information, and outputting it
successfully, play to the weaknesses of the elderly.
Tests of recognition, which elicit only small deficits,
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do not place a premium on self-directed processes but
rather emphasize simple, presumably automatic,
mechanisms.

Despite these results, it is not clear whether
the underlying learning mechanisms actually differ
between people of different ages, or if the apparent
discontinuities arise epiphenomenally. Older learners
may suffer more from proactive interference than
younger learners, not because fundamental mechan-
isms differ, but rather because they have many more
years of experience to interfere with learning and
memory. If a constant amount of proactive interfer-
ence affects different tests or tests for different types
of information differentially, then empirical test disso-
ciations can appear between age groups without
a change in the underlying cognitive processes.

Aaron S. Benjamin
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COOPERATIVE LEARNING

Cooperative learning is an instructional process that
engages students in collaborative discussions about
the content to promote learning. The discussions may
involve teaching, explaining, asking questions, quiz-
zing, or checking, in an instructional activity where
students actively share in the responsibility for learn-
ing. Cooperative learning processes significantly
restructure classrooms from passive learning environ-
ments, with the teacher dominating the instructional
conversation, into engaging environments where stu-
dents actively participate in the learning environment.

Cooperative learning also attempts to change the
social and motivational environment in the classroom
to promote positive and supportive peer interactions
and a positive orientation toward achievement and
learning. This selection on cooperative learning will
describe the philosophical and historical roots of
cooperative learning. It will describe the theory
behind the positive effects of cooperative learning and
finally discuss some of the common cooperative
learning methods used in elementary, secondary, and
college instruction.

In many forms of cooperative learning, teachers
initially lead instruction as a way to communicate
new information or skills to students. As the students
practice the new learning, the teacher guides them to
develop more proficiency. Gradually, the students
take the instructional lead as they interact with peers
practicing collaboratively. This type of transfer of
responsibility for learning, from the teacher increasing
gradually to the students, is characteristic of most
forms of cooperative learning.

There is an important distinction between cooper-
ative learning and more traditional group work.
Cooperative learning has structural features that are
important to determining how the students work
within the group and the effects that cooperative
learning has on both academic and social outcomes.
Most researchers believe it is important for well-
structured cooperative learning to have a group goal
and individual accountability. The group goal is
the reason for the group members to collaborate; it
motivates the students to work together and creates
the interdependence necessary for a well-function-
ing group. Some examples of group goals include
a written report, a product for a project, or an aver-
age test score for the group. The individual account-
ability is the reason for each group member to learn,
and it is critical for the positive academic benefits
found in cooperative learning research. The individ-
ual accountability ensures that each member of
the group does his or her share of the work. Well-
structured cooperative learning differs greatly from
traditional group learning in large part because
group work did not necessarily include individual
accountability. For example, it is possible for one
person in the group to write the whole report or to
do most of the problems in the group activity. This
kind of group work is less likely to lead to the kind
of positive social and academic effects found in the
research on cooperative learning.
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Historical Background

Cooperative learning is not a new idea in education.
Certainly, one of the early uses of cooperative learn-
ing occurred in the one-room schoolhouse, where one
teacher was forced to teach students with a very wide
range of abilities and ages. It is likely that teachers
used collaboration among students as a pragmatic
response to a challenging teaching situation. The phil-
osophical notion of learning through peer collabora-
tion is seen much earlier, in the writing of Quintilian
(1st century) and Comenius (17th century), up to
more recent work by John Dewey (20th century). All
discuss the potential benefits of students teaching and
learning from one another, yet it is unclear whether
any of these earlier conceptions of cooperative learn-
ing took hold in the educational settings of the day.

Current applications of cooperative learning trace
its development to sociology and social psychology in
the mid-20th century, specifically to Gordon Allport’s
Social Contact Theory and Morton Deutsch’s studies
of group dynamics. While studying racial prejudice in
social settings, Allport found that prejudice was
reduced in settings where racially diverse people had
close, substantive contact while working to achieve
a common goal. The quality and depth of the racial
interaction was an important factor in reducing racial
prejudice. This became an important issue as public
schools in the United States began the long task of
desegregating, and overtly prejudiced behavior and
poor peer relations were typical in newly desegre-
gated schools.

Similarly, Deutsch’s work provided social psycho-
logical support to this theory. In his work on competi-
tion versus cooperation, Deutsch found that in
cooperative settings, where an individual’s success
was dependent on the success of others, individuals
engaged in more positive communication with one
another. These positive and supportive communica-
tion patterns led to groups with higher productivity
and significantly more positive peer relations. This
contrasted with the findings that competitive environ-
ments led to less group cohesion, fewer facilitative
interactions, and generally less positive peer relations.

Social outcomes of Cooperative Learning

These social psychological developments became
of particular interest to educational psychologists in
the 1960s and 1970s as research in desegregated

schools found that racial prejudice and segregation
within the schools were prevalent. Researchers
applied social contact theory to the problem of
diminishing prejudice and poor peer relations in
newly desegregated schools. Early work on coopera-
tive learning models such as Jigsaw and Teams
Game Tournament attempted to put students together
in groups to collaborate on common goals in an
attempt to engage them in the kind of substantive
contact that Allport had noted reduces prejudice.
The research by Elliott Aronson, David DeVries,
Robert Slavin, and David Johnson found that cooper-
ative activities that engaged students of different
races and backgrounds in substantive, academically
oriented dialogue decreased prejudice and increased
the quality of peer relations. The effects of coopera-
tive learning on improving peer relations were found
to transfer to relations outside the classroom, and
positive peer relations remained during the school
year even after the cooperative learning activities
Were over.

Academic Outcomes of
Cooperative Learning

As cooperative learning research became more
prevalent in schools, researchers noticed significant
increases in academic performance among the cooper-
ative groups. This was a natural extension of
Deutsch’s previous work on group dynamics as the
group’s positive and supportive communications led
to higher productivity. Initially, the research on aca-
demic benefits used generic models of cooperative
learning like Student Teams Achievement Division
(STAD), Jigsaw, Learning Together, and Group
Investigation (all described below). These models
engage students in cooperative learning processes
where they interact collaboratively on academic con-
tent. The models are not content specific and can be
used with almost any instructional content. Typically,
teachers use them as periodic activities to facilitate
learning the content, often as an interactive way to
practice the content or skills.

Similar research on student learning in university
settings has also found academic benefits of coopera-
tive learning. Researchers such as Alison King,
Donald Dansereau, and Angela O’Donnell have found
that peer collaboration during lecture and while read-
ing textbooks can improve students’ learning and
retention of the content being presented.
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Over time, some cooperative learning models
became closely connected with specific content,
becoming an instructional process integrated into
daily instruction rather than an add-on activity that
students engaged in periodically (e.g., weekly). Con-
tent-specific models of cooperative learning include
Reciprocal Teaching and Cooperative Integrated
Reading and Composition in reading and language
arts, and Team Accelerated Instruction in mathemat-
ics. These content-specific models were found to have
similar advantages for student learning.

The Nature of Cooperative Dialogue

For cooperative learning to be effective in pro-
moting achievement, the cooperative dialogue must
go beyond the “facilitative communication™ first
described by Deutsch. Research has found that not all
student help is effective in increasing the achievement
of both members of the dyad. Peer communications
that result in terminal responses, where one student
simply tells the answer to the other student, do little to
increase the learning of either the student who gives
the response or the student who receives the response.
On the other hand, when a student provides an expla-
nation as a response, like telling how to find the correct
answer or explaining why an answer is correct, both
students are likely to benefit from the experience.
Receiving an explanatory response helps a student
learn or encode something he or she previously did not
know. More importantly, giving an explanation helps
the other member of the dyad to process what he or
she has learned in his or her own words, making more
connections between the new information and his
or her prior knowledge and enhancing understanding.
Some research has suggested that the students who
provide elaborative explanations actually experience
greater achievement benefits than their peers who
receive the elaborative explanations.

Multiple Theoretical Rationales
for Cooperative Learning

A number of theoretical rationales have been used to
develop and explain cooperative learning activities.
As described above, the earliest rationale was based
upon sociological theory relating to social contact and
social psychological theory relating to group dynam-
ics. These theories predicted and explained the
positive social outcomes found in early cooperative

learning research; however, the theories did little to
explain the learning outcomes.

Generative Learning Theory

Perhaps the most prevalent theory for explaining
cooperative learning’s academic effects is generative
learning theory. Generative learning suggests that when
learners explain something to someone else in their
own words, they increase their understanding of what
they explain. Generative learning is situated within
the information processing model of cognitive learn-
ing theory and specifically focuses on the processes
involved in the activation of prior knowledge so that
new knowledge is integrated with previously learned
knowledge, thus increasing the probability of compre-
hension and recall of the new knowledge. This theoret-
ical view explains the importance of giving elaborative
explanations during cooperative learning to promote
learning for not only the student who receives the
explanation, but also for the student who gives the
explanation. Generative theory provides a rationale for
the evidence that high-ability students gain as much or
more academically from cooperative learning as do
average- or lower-ability students. Although common
knowledge would cause one to expect lower-ability
students to have the greatest benefits from cooperative
learning processes, generative learning theory helps to
explain why this is not necessarily the case.

The generative learning benefits during cooperative
learning depend on students explaining or elaborating
to one another; thus, teachers must monitor the interac-
tions to make sure students provide explanations and
do not provide terminal responses. Teachers also need
to ensure that all students, regardless of ability, have an
opportunity to provide elaborative explanations. To
some extent, research has found that scripting interac-
tions where students alternate roles in the elaborative
dialogue can remedy the issue of equal opportunity to
engage in the generation of explanations.

Sociocultural Learning Theory

Other cooperative learning research uses sociocul-
tural theory and Lev Vygotsky’s work to explain the
academic effects of cooperation. Vygotsky suggests that
development and learning occur as individuals internal-
ize new information and skills, those within the proximal
zone of development. In particular, Vygotskian theory
states that for complex cognitive tasks, learners benefit



190 Cooperative Learning

from interactions with more competent peers, like those
interactions in cooperative learning. The theory suggests
that interaction facilitates the internalization of newly
learned skills. This type of interaction has also been
called a cognitive apprenticeship, where learning occurs
while engaging in academic interactions with a more
competent peer or adult. The theory offers an under-
standing of the broader sociocultural context of coopera-
tive learning, yet it may not fully explain the learning
processes involved.

Sociocultural theory revolves around the ability of
peers to provide guidance and feedback to one another
during the collaborative dialogue, and their ability to do
this effectively may depend on the age and sophistication
of the students. Researchers have found that directly
teaching, guiding, and monitoring students in how to
engage in collaborative dialogue increases students’
capability of providing these kinds of interactions.

Piagetian Learning Theory

Piagetian theory has also been applied to understand-
ing the effects of cooperative learning, specifically
through the concepts of construction of knowledge and
cognitive conflict. The theory suggests that contradic-
tory views, such as those that might occur in cooperation
with a peer, create cognitive conflict. Piagetian theory
suggests that cognitive conflict results in disequilibration
that drives the learner to attempt to solve the internal
conflict and hence construct meaning. Cooperative
learning creates social interactions in which cognitive
conflict occurs, and where continued collaborative dia-
logue (e.g., elaborative explanations) leads to conflict
resolution and cognitive re-equilibration. The theory
suggests that in cooperative learning, the interactions
with peers stimulate this cognitive process that in turn
increases learning of new information and skills.

This type of cooperative learning puts a premium
on students learning how to work together in attempts
to solve problems and resolve disagreements. Team-
building activities are essential in order for groups to
have sufficient cohesion and conflict resolution skills
to work through their disagreements and collaborate
in their investigations. The teacher’s role is to pro-
mote team building and to act as a facilitator in guid-
ing learning through investigation.

Sociocognitive Learning Theory

Albert Bandura’s sociocognitive theory has also
been used to explain the impact of cooperative

learning processes on students’ learning. Sociocogni-
tive theory suggests that the learner will benefit from
models in the environment, such as interacting with
peers to promote both learning and motivation. At the
same time, the theory suggests that the learner will
reciprocally influence the group in the process,
through goal setting, self-efficacy, and self-regulation
during the cooperative processes. The reciprocal
influence in this theory helps to explain many of the
influences in peer collaboration; however, the inter-
nalization of learning, although mentioned, is not
explicated.

To a great extent, these theories are not incompati-
ble with one another, nor do they contradict one
another in attempting to explain and describe the
effects of cooperative learning on learning. Instead,
they offer different foci in attempts to explain the
nature of cooperative learning processes and the
learning processes they promote. Because of their dif-
ferent foci, no single theory seems to capture all that
is important about learning during cooperative inter-
actions. Each offers a somewhat different insight into
cooperative learning processes.

Selected Cooperative
Learning Methods

There are a variety of methods for integrating coopera-
tive learning into classroom instruction. The methods
reflect differences in theoretical perspective, student
population, or the nature of the instructional content.
This list is by no means all inclusive; it is only
intended to provide descriptions of methods to show
the variety of different ways cooperative learning has
been applied to classroom instruction. The initial mod-
els will be generic models that are cooperative learning
processes that can be applied to a wide range of con-
tent. The latter models will be content-specific models
specifically designed for use in one content area.

Jigsaw

Jigsaw is one of the earliest models of cooperative
learning processes, and it was developed by Elliott
Aronson. Jigsaw is best used with students in elemen-
tary school through college for learning narrative con-
tent (e.g., learning from a chapter in a text, doing
a research report) and when the goal is content knowl-
edge rather than skills. Teams are typically made up of
four members. Members are assigned a portion of the
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content that they are to research and learn so they can
teach it to the other students in the team. In essence,
they become the experts in that content. All of the stu-
dents who are to become experts in the same content
meet and work together on the important information
for their area. After they have gathered the information,
each expert returns to his or her team and teaches the
content to the other students. In this way, each student
has an opportunity to teach and elaborate on a portion
of the content to his or her peers.

Student Team Achievement Division (STAD)

STAD is a cooperative learning method developed
by Robert Slavin that is used in learning factual con-
tent (e.g., vocabulary, social studies or science infor-
mation) as well as discrete skills (e.g., spelling, math
computation, or language mechanics skills) for stu-
dents in second through twelfth grade. Typically, it is
used near the end of a unit of instruction and is used
to promote active student practice in preparation for
a test on the content. In STAD, the students are
assigned to heterogeneous teams composed of four or
five students. Initially, the teacher computes a base
score in the content for each student, using a previous
test(s) or a pretest. As students begin preparing for the
end-of-the-unit test, they quiz one another about the
material they are learning. Students then take the test,
which is used to determine their grade and to deter-
mine their improvement points. Improvement points
are based on the amount by which the student’s per-
formance increases above his or her previously com-
puted base score. Improvement points are then used
to calculate team scores for use in recognizing teams
with good overall improvement. A large quantity of
research on STAD consistently shows its positive
effects on achievement and peer relations.

Teams Game Tournament

Like STAD, Teams Game Tournament (TGT) is
used to promote students’ learning of factual content or
discrete skills, and is typically used near the end of
a unit of instruction. In TGT, students from heteroge-
neous teams play an academic game, or tournament,
that involves answering questions about the content,
competing against three students of similar ability from
other teams. The tournament involves students taking
turns answering questions on the content. The other
two students in the tournament can challenge the

student if they think he or she is incorrect. For every
question the student answers correctly, the student gets
a point. The points are used to calculate team scores,
which, like STAD, are used for team recognition.

Group Investigation

Group Investigation is a cooperative learning
method developed by Shlomo Sharan and Rachel
Hertz-Lazarowitz in Israel that focuses on developing
social skills and positive peer relations while learning
academic content. The method is essentially coopera-
tive inquiry, where students acquire, analyze, and syn-
thesize information to solve a problem (e.g., write
a research report, develop a plan of action). The
groups work together to use resources such as texts,
reference materials, and technology resources to col-
lect relevant information. They then discuss how to
organize the information for use in solving their spe-
cific problem. The teacher acts as a facilitator and
guide, directing students to various information
resources and asking them questions to guide their
problem solving. At the end, each group presents
a report of its work to the entire class. Research
has shown that Group Investigation is particularly
effective in increasing peer relations and developing
students’ interpersonal skills.

Learning Together

The Learning Together cooperative method devel-
oped by David Johnson and Roger Johnson is used
in elementary and secondary school. The method
emphasizes face-to-face interaction, positive interde-
pendence, individual accountability, and interpersonal
skills. Typically, Learning Together involves team
building and teaching students appropriate interper-
sonal skills to facilitate the cooperative learning pro-
cess. Some of the Learning Together methods have
students study content together and quiz each other in
preparation for individual tests. Other Learning
Together methods involve students working together
to complete a group test. Research on Learning
Together has consistently indicated improved inter-
personal relations and acceptance of peers.

Guided Reciprocal Peer Questioning

Guided Reciprocal Peer Questioning (GRPQ) is
a cooperative learning method developed by Alison
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King that was used initially with college-age students.
Subsequent research has shown it can also be used
effectively with children in the upper primary grades.
GRPQ is used to help students actively process con-
tent presented in a narrative fashion, either in a text-
book or from a lecture. Students are taught to ask
questions about the content based upon question star-
ters like “What does mean?” “Describe ___ in
your own words.” “Explain why . Students
ask a question to a partner, who attempts to answer it
and then reciprocates by asking another question. This
process can be used as students read a section of
a textbook, or during a lecture when the instructor
periodically stops to allow students to ask questions
of a peer. Research has shown that students who use
this method retain more information they read or hear
in lecture, and it promotes metacognitive skills as stu-
dents learn to ask themselves questions either during
reading or when listening to a lecture.

Cooperative Integrated
Reading and Composition

Cooperative Integrated Reading and Composition
(CIRC) is a cooperative learning approach to teaching
reading and language arts developed by Robert Slavin
and Robert Stevens. CIRC has been used with stu-
dents in second through fifth grade, and a companion
model, Student Team Reading and Writing (STRW),
has been used in middle school literacy instruction.
CIRC is a multifaceted approach that involves stu-
dents in learning both factual content (e.g., new
vocabulary) and skills (e.g., reading comprehension
and writing). The teacher provides initial instruction
that is followed by students practicing collaboratively
to complete tasks such as developing vocabulary
knowledge, developing comprehension of the story,
extending story comprehension through writing about
the story, and engaging in the writing process for cre-
ative writing activities. Students check factual knowl-
edge, make and elaborate on predictions, and provide
clarifying explanations to one another about what
they are reading. At the end of the instructional cycle
(e.g., weekly), the students take tests, and the points
earned on the test are used for team scores that are
used for team recognition like that described above
in STAD. Research studies have shown that CIRC
and STRW have significant, long-term, positive
effects on students’ achievement, attitudes, and peer
relations.

Reciprocal Teaching

Reciprocal Teaching is a cooperative learning
method developed by Annamarie Palincsar to
improve reading comprehension skills for students in
elementary and middle school. Reciprocal Teaching
begins with the teacher providing explicit instruction
on comprehension strategies related to questioning,
clarifying, summarizing, and predicting as students
read. The teachers follow the initial instruction by
guiding students as they practice using the strategies
by prompting them with questions that they answer.
Over time, the students take more responsibility by
using questions to prompt one another; the questions
are followed by answers in a reciprocal dialogue. The
teachers monitor and guide the dialogue, helping
the students increase their accuracy and proficiency
in using the comprehension-fostering strategies.
Research provides evidence of the efficacy of Recip-
rocal Teaching for students from third grade through
middle school, with particular emphasis on struggling
readers. Students also maintain the benefits of Recip-
rocal Teaching after the conclusion of its use in
instruction.

Team Accelerated Instruction

Team Accelerated Instruction (TAI) is a cooperative
learning approach to mathematics instruction devel-
oped by Robert Slavin for use in elementary and early
middle grades. TAI focuses primarily on teaching math
computation skills in a way that allows students to
move at their own pace as they master each skill. The
teacher begins the instructional cycle with an ad hoc
instructional group based on those students beginning
that particular unit. Following the initial instruction, the
students engage in practice activities to develop mas-
tery of the new skills. Students work in heterogeneous
teams, allowing team members to give feedback and
explanations to one another as they practice. There is
ongoing progress monitoring as students take periodic
tests to assess mastery. Students also earn points for
their team by the number of instructional units they
master and their level of performance on the mastery
tests. Team points are used in determining team recog-
nition like that in STAD, described above. Research
indicates that TAI improves students’ mathematics
achievement and interpersonal relations for students of
all abilities in second through sixth grades, and reme-
dial secondary mathematics.
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Across cooperative learning methods, there is
remarkable consistency in how cooperative learning
can positively influence academic and social out-
comes in instruction across a variety of grade levels.

Robert J. Stevens

See also Cognitive View of Learning; Peer-Assisted
Learning; Social Learning Theory; Vygotsky’s Cultural-
Historical Theory of Development
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CORRELATION

Correlation is a descriptive statistical technique whereby
the relationship between pairs of variables is assessed.
The strength of the association between two variables
can be determined either qualitatively, with a scatterplot,
and/or quantitatively, with a correlation coefficient. A
scatterplot is a two-dimensional graph with one variable
plotted on each axis, whereby the slope of the least
squares regression line (i.e., a linear “fit” through the
maximum point cluster) indicates the overall direction
and strength of the association. If the linear trend of
ordered pairs is sloped upward (downward) from the
origin and toward the right, the correlation between the
two variables is positive (negative); no slope indicates

a neutral relationship, and the variables are unrelated.
The closer the data points cluster to this line, the stron-
ger the association between the two variables.

The most common quantitative measure of correla-
tion is the Pearson product-moment correlation coeffi-
cient, or simply Pearson’s correlation (r), expressed
as the ratio of the covariance between two variables
to the product of their individual standard deviations.
Pearson’s correlation assumes a linear relationship for
the variables under consideration and that the data are
of ordinal or ratio scale and normally distributed. Cor-
relation values range between —1.00 and 1.00, with
more positive (negative) values indicating a stronger,
direct (inverse) relationship and those values closer to
zero signifying that the variables are not linked. The
categorization of the strength of correlation coefficient
values varies by discipline and inquiry. Typically,
meaningful r values in the behavioral sciences are in
the order of |0.60 — 1.00| for strong, |0.59 — 0.40| for
moderate, and |0.2 — 0.39]| for weak associations. The
researcher must evaluate the correlation coefficients
with caution as an association between two variables
does not equate with causation, and, in some cases,
spurious relationships may be found between vari-
ables that defy logical explanation.

To test whether or not a correlation coefficient is
significant, the #-test statistic is the most common
measure used, especially for sample sizes smaller than
30. The #-test is the ratio of the Pearson’s correlation
coefficient (r) to the standard error of the estimate,
a measurement of the variability of sample means.
The t-test scores are often converted to probability
values (p values), which identifies the probability of
erroneously rejecting the null hypothesis if it is, in
fact, true (i.e., a Type I error). Significant p values are
typically those that are less than 0.05, indicating a 95%
(or greater) confidence interval and, thus, the probabil-
ity of making a Type I error less than 5%. In the case
of a significant ¢-test, the null hypothesis that the two
variables are independent (i.e., not correlated) must be
rejected and the alternate hypothesis that the variables
are related should be accepted. Based on the tail of the
probability distribution, the alternate hypothesis is des-
ignated as either one-tailed (directional) or two-tailed
(nondirectional), the latter being more appropriate if
there is no a priori knowledge on the direction of the
correlation between the two variables.

The use of Pearson’s product-moment correlation
coefficient in educational psychology is illustrated in
the following example. Suppose a researcher wanted
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to examine the relationship between the verbal test
score portion on a standardized college entrance exam
and number of hours spent in preparation for a group
of students (n=50). To interpret the correlation co-
efficient examining this relationship, the researcher
should inspect both the sign (i.e., positive or negative)
and the magnitude of the correlation. If the correlation
coefficient is high and positive (e.g., .78), that means
that those students who score high on the verbal sec-
tion of the test are very likely to have spent more
hours in preparation than other students. If the corre-
lation is close to zero (e.g., .08), then there seems to
be no direct relationship between the test score and
how long the students prepared. Finally, if the correla-
tion is high and negative (e.g., —.62), then the stu-
dents who prepared more are not likely to do as well
on the test as those who prepared less.

If the association between two variables is consid-
ered to be influenced by a third or more other vari-
ables, then partial correlation is employed. This
technique is used to clarify bivariate relationships by
removing (or partialling out) the confounding effects
of other, possibly related variables. If the correlation
coefficient between two variables remains unchanged
while holding all other variables constant, then the
control variables do not have any influence on the
relationship. Conversely, large differences between
the original Pearson’s correlation and the partial cor-
relation indicate that the relationship between the
two variables is spurious and they are not directly
linked, thus associated only by mediatory variables.
In the previous example, the relationship between
verbal test scores and study hours may be influenced
by a third variable, such as whether or not English is
the student’s native language.

If the assumptions of Pearson’s correlation are vio-
lated (i.e., not normally distributed, nonlinear relation-
ship), a nonparametric correlation statistic, such as
Spearman’s rank [or Spearman’s rho (p)] or Kendall’s
tau (1) correlation coefficients, may be a more suitable
alternative. Spearman’s rho, the more common of the
two methods, measures the strength of the association
of ordinal (or reduced to ordinal) data by examining
the ratio of the sum of the squared differences in the
ranks of the paired data values to the number of vari-
able pairs. Alternatively, Kendal’s tau evaluates the
linkage by examining the proportion of discordant pairs
in a sample, where pairs are considered discordant if
the product of the bivariate observations is negative.
As with Pearson’s correlation, coefficient values range

from —1.00 to 1.00 and are interpreted similarly, with
larger values indicating a stronger relationship between
the two variables.

In large samples, the coefficient values of both of
these nonparametric test statistics are nearly identical;
however, in the case of smaller sample sizes, Ken-
dal’s tau is usually the more efficient test.

Jill S. M. Coleman

See also Normal Curve; Statistical Significance
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CREATIVITY

Creativity is among the most valued yet least understood
of educational psychology constructs. For the purposes
of this entry, creativity is defined as the interaction
among aptitude, process, and environment by which an
individual or group is able to produce original (unique,
novel, unusual) and adaptive (useful, appropriate, mean-
ingful) interpretations, ideas, behaviors, solutions, or
products. Although most people view creativity and
originality as synonymous, creativity scholars have
emphasized the importance of including the additional
criterion of adaptiveness in definitions of creativity.
Without this added criterion, anything merely unusual
would also pass as creative. Confounding creativity with
uniqueness has, in part, resulted in the perpetuation of
various misconceptions of creativity (e.g., creativity
requires elimination of constraints and rejection of stan-
dards and conventions) and negative associations with
those who are creative (e.g., creative individuals suffer
from psychological disorders).

The Adaptiveness Criterion

Creativity researchers have demonstrated—in case
studies of eminent creators and investigations of every-
day forms of creative expression—the importance of
including the criterion of adaptiveness in definitions
of creativity. The adaptiveness criterion distinguishes
creativity from novelty and provides a context for
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evaluating particular contributions. Consider the every-
day creativity of developing a new recipe. No matter
how novel the combination of ingredients (e.g., oxtail,
dandelion stem, maple syrup) or the technique
(flambé)—if the resulting meal is inedible, then the
recipe would hardly be considered creative. Rather, in
order for the meal to be considered a form of creative
expression, it would need to be original and useful.
The importance of adaptiveness is also illustrated
in eminent forms of creative expression. Creativity
scholars have documented that the highest forms of
creativity typically require a deep understanding of the
conventions and traditions of a particular domain: usu-
ally 10 or more years of formal study or apprenticeship.
For example, eminent, creative jazz musicians (e.g.,
John Coltrane, Charlie Parker, Miles Davis) not only
had an amazing ability to create highly original compo-
sitions, arrangements, and improvisations, but they were
able to do so because of their deep knowledge and mas-
tery of musical standards and instrumental techniques.

Sociocultural Context

In addition to recognizing the combined importance
of originality and adaptiveness, creativity scholars
also have stressed the importance of the sociocultural
context in their definitions of creativity. This empha-
sis on the role of context has moved conceptions of
creativity beyond traditional individualistic perspec-
tives, which represent creativity as a static, genetically
predetermined trait. Rather, most contemporary defi-
nitions of creativity emphasize the role that the socio-
cultural (and, at times, historical) context plays in
determining what is considered original and adaptive.
This is particularly the case with the most eminent
creators. For example, case studies of great creators
(e.g., Johann Sebastian Bach) highlight the role that
the sociocultural context (e.g., the judgment of histor-
ians, critics, connoisseurs, and subsequent musicians)
has played in determining the originality and adap-
tiveness of some creative body of work (e.g., Bach’s
musical compositions posthumously deemed highly
creative).

The sociocultural context also plays a key role in
more ubiquitous examples of creative expression. For
example, in order for an architectural design to be
considered creative, it must be judged to be not only
original by the gatekeepers of the domain of architec-
ture (i.e., professors of architecture, professional
architectural societies and associations, historians,

fellow architects), but also adaptive (i.e., fit in with
the standards and conventions of that domain, be
structurally sound). Similarly, although a high school
student’s spoken-word poem may not be considered
sufficiently original or adaptive to be included in the
Norton Anthology of Modern Poetry, the student’s
poem might very well be considered creative within
the context of her high school classroom, after-school
poetry club, or local poetry event.

Common Misconceptions
About Creativity

Like any construct that has wide appeal, popular beliefs
about creativity have resulted in the development and
persistence of several misconceptions. Three common
misconceptions with particularly important implications
for educators have resulted from confounding creativity
with negative deviance, the arts, and eminence.

Creativity and Negative Deviance

The myth that creativity involves some degree of
socially negative deviance is the upshot of believing
that creativity represents a form of unconstrained
novelty. In a classroom context, this misconception
typically is represented in teachers’ believing that if
they encourage students’ creative expression, they
will ultimately take their class off topic by deviating
from curricular standards, which will likely result in
confusion or other classroom disruptions. It is not
that teachers fail to see value in student creativity
(in fact, most view creativity as important); rather,
they struggle with how they can legitimately justify
the incorporation of something in their standard cur-
riculum that they believe will take instructional time
away from learning the content. Not surprisingly,
then, many teachers come to view creativity as
extracurricular and not appropriate for their regular
classroom instruction.

Creativity and the Arts

When most people think about creative expression,
they often think of the visual or performing arts, and
teachers are no exception. Consequently, teachers
may struggle with the idea that creativity should be
a common feature of their curriculum. If teachers
believe that the visual or performing arts are the only
form of creative expression, then it is easy to imagine
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how creativity would come to be viewed as a rare,
extracurricular luxury (e.g., having the students don
costumes and perform the key elements from a histori-
cal description of the Salem Witch Trials, or having
students write Haikus while studying the seasons).
Although likely entertaining (and perhaps engaging),
such representations of creativity have little to do with
“creativity” as modern scholars conceptualize it.
Rather, many researchers highlight the importance
of teachers helping students recognize and develop
their creativity in various academic domains (e.g., sci-
entific creativity, creative writing, artistic creativity).
Incorporating creativity in the curriculum, from this
broader perspective, would involve emphasizing the
importance of developing novel ideas and products
within the context and conventions of a particular aca-
demic domain. For example, a seventh-grade science
teacher might support and encourage the development
of scientific creativity in students’ conceptualizations
of their science fair projects. In order to do so, the
teacher might require his or her students to develop
a novel project idea (meeting the originality criterion
of creativity) as well as adhere to the conventions and
standards of scientific inquiry (meeting the appropri-
ateness criterion of creativity). The creativity of such
projects would then be judged within the sociocultural
context of that particular science fair (by teachers,
peers, guest judges, and other relevant stakeholders).

Creativity and Eminence

Finally, a common and damaging misconception is
that only certain people can be creative. This belief is
reinforced by the attention given to the revolutionary
breakthroughs often attributed to a few creators (e.g.,
Wolfgang Amadeus Mozart, Mohandas Gandhi,
Albert Einstein). It is true that the odds of a teacher
having a classroom full of potential Martha Grahams
or Martin Luther King, Juniors are slim to none.
However, it does not then follow that teachers need
not be concerned about supporting and enhancing
students’ creative potentials. As most researchers
now recognize, all students have creative potential
(although not necessarily on the level of magnitude of
the rare, eminent creator). And although a few stu-
dents will always demonstrate unusually high poten-
tial and creative ability and likely would benefit from
additional curricular enrichment and acceleration, all
students stand to benefit from having their creative
potential recognized and supported.

Viewing creativity from a developmental perspec-
tive (with various degrees of creative magnitude) may
help teachers recognize that all students have creative
potential. For instance, creativity scholars have demon-
strated how the creative life typically follows a trajec-
tory starting with intrapersonal creative interpretations
(referred to as mini-c creativity) moving to socially
recognized forms of creative expression (little-c crea-
tivity), and, in very rare instances, going on to make
revolutionary contributions that have lasting, historical,
and cultural significance (Big-C Creativity). Big-C Cre-
ativity represents the highest forms of creative expres-
sion, whereas little-c represents the more ubiquitous,
everyday forms of creativity. A great deal of scholar-
ship has been focused on the Big-C level of creative
magnitude and has yielded important and compelling
insights. For instance, scholars who have conducted
research on Big-C Creativity have demonstrated
through case studies (i.e., in-depth studies of eminent
creators) and histrometric methods (i.e., the quantita-
tive, historical studies of general trends in creativity
across time) that eminent levels of creativity result
from a confluence of factors (e.g., motivation and skill,
past and present environmental supports and con-
straints, the current and future sociocultural-historical
context, and even luck).

The scholarship on Big-C Creativity provides an
important backdrop for understanding the extremely
rare and revolutionary impact that creativity can have
on the development and advancement of science,
technology, the arts, and societies as a whole. How-
ever, little-c creativity is often more relevant and
important for educators to understand as it refers to
the everyday forms of creative expression thought to
be accessible to almost anyone (e.g., students design-
ing a unique and accurate solution to an everyday sci-
ence problem; students expressing their frustration
about some life situation in poetry; students represent-
ing their understanding of some event of cultural
significance in a unique and historically accurate nar-
rative account, and so on). Indeed, nearly all students
have a shot at producing what their teachers, peers,
parents, and they themselves would consider to be
novel and adaptive ideas, solutions, behaviors, and
products. Research on this more everyday form of
creativity has identified important cognitive strategies
(e.g., divergent and evaluative thinking techniques)
and environmental supports (e.g., creating engaging,
intrinsically motivating environments) necessary for
supporting students’ creative potential.
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The developmental perspective of creativity (which
includes the various levels of creative magnitude)
helps to dispel the myth that only certain people can
be creative. At the same time, the developmental per-
spective acknowledges that although there will always
be a few rare individuals (or groups) who have the
capacity, environmental supports, and luck to attain
creative eminence, the more everyday forms of crea-
tive expression are still important and attainable by
almost anyone. For teachers, then, the goal becomes
helping students to recognize and realize their creative
potential within the various academic domains.

Theories of Creativity

Space limitations prevent a comprehensive review of
creativity theories, but the trajectory of theoretical
development can be characterized as moving from
relatively focused, psychometric theories to multifac-
eted, relatively complex systems theories.

Psychometric Conceptions

The growth of creativity research in the second
half of the 20th century was initiated by researchers
studying creativity from a psychometric perspective.
The work of J. P. Guilford and Paul Torrance was
seminal in this regard. Guilford conceptualized crea-
tivity as a facet of his Structure of the Intellect model
of human intelligence and developed a range of cog-
nitive measures of creativity. Torrance, focusing more
tightly on divergent thinking, developed the Torrance
Tests of Creative Thinking, which remains one of the
most popular creativity assessments and is used in
several countries. Torrance’s work popularized the
conceptualization of divergent thinking in terms of
fluency (total number of responses), flexibility (num-
ber of different kinds of responses), originality (the
uniqueness and rarity of responses), and elaboration
(the detail of responses).

Systems Theories

Starting in the 1980s—and mirroring theoretical
developments in other fields—creativity researchers
began to question the utility of psychometric concep-
tions of creativity. These scholars noted that creativity
was a broad construct with multiple, diverse influ-
ences and outcomes (as opposed to the more narrow
cognitive conceptions of the traditional psychometric

approach). This changing attitude resulted in part
from the broadening of the field to include researchers
with wide-ranging interests and backgrounds. The
result was a flurry of systems theories of creativity from
the late 1980s to the mid-1990s. Mihaly Csikszent-
mihalyi’s systems theory, for example, emphasizes the
interaction between an individual, the domain, and
the field in which creativity occurs. The systems per-
spective, common in most systems theories, focuses
on the confluence of events that occurs when creativ-
ity happens rather than considering creativity to be
a trait of an individual. For example, most people do
not understand Einstein’s Theory of Relativity, but
accept it as true because the gatekeepers in the field
accept it. A domain is the cultural or symbolic portion
relevant to creativity. Creativity “happens” when an
individual changes a domain. Other popular and influ-
ential systems theories include Teresa Amabile’s Social
Psychology of Creativity, Robert Sternberg and Todd
Lubart’s Investment Theory of Creativity, and Mark
Runco’s Psychoeconomic Theory of Creativity, among
others.

Types of Creativity Research

Scholars representing multiple disciplines (e.g.,
psychology, education, history, the arts, sociology,
anthropology, and business) have contributed to the
development of creativity theory, research, and prac-
tice. The upshot of this multidisciplinary effort has
resulted in the broadening of the field and the emer-
gence of multiple avenues and venues for creativity
research. For instance, the broadening of the field
is evinced in a steady stream of new creativity
handbooks and edited volumes, the sustainability of
multidisciplinary creativity research journals (e.g.,
Creativity Research Journal, Journal of Creative
Behavior), and the emergence of new scholarly jour-
nals (e.g., Journal of Thinking Skills and Creativity;
Psychology of Aesthetics, Creativity, and the Arts).
Several distinct approaches are used to examine cre-
ative phenomena, with a majority of research histori-
cally relying on psychometric methods—the direct
measurement of creativity and its perceived correlates
in individuals. Practically all current work on creativity
is based upon methodologies that are psychometric or
were developed in response to perceived weaknesses
of creativity measurement. Work by Guilford and
Torrance, which, as mentioned earlier, focused on
cognitive assessment, formed the foundation for
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psychometric approaches, and much of their work
remains in wide use among creativity researchers. But
psychometric methods have been extended to the study
of attitudes, personality, motivation, and other noncog-
nitive aspects of creativity. The advantages of psycho-
metric approaches include the existence of a number of
refined instruments, which promotes comparison of
results across studies; disadvantages include the often
narrow lens through which creativity is viewed and the
lack of psychometric advances to match the consider-
able theoretical advances in recent decades.

The experimental approach is quite similar to the
psychometric approach in that experimental research-
ers use many of the same instruments used by psycho-
metricians to measure creativity. Perhaps the best
known line of research in this area involves Ama-
bile’s studies of the impact of reward and evaluation
conditions on creative production. Although experi-
mental designs include added logistical and financial
costs (as compared to nonexperimental designs), the
advantages of the experimental approach include the
confidence with which conclusions can be made about
intervention effectiveness. Still, as some scholars have
noted, because experimental designs require direct
intervention and manipulation (as opposed to natural-
istic observations and case studies), they may pre-
clude the ability for documenting how creativity
develops (more naturally) in a given sociocultural
context.

The historiometric approach involves the analysis
of quantitative data drawn almost exclusively from
historical documentation. Although studies of emi-
nence have relied on historiometric techniques at least
as early as the 1950s, this empirical approach is best
exemplified by the prolific works of Dean Keith
Simonton, who has both created and refined the meth-
odologies and used these techniques to study creativ-
ity exhaustively. Historiometric methods have been
used to study the relationships between creativity and
leadership, age, productivity, invention, and emi-
nence, among many other areas. An advantage of this
approach is the ability to consider creativity within its
proper historical context, which proves to be difficult
using other empirical approaches. On the downside,
this approach relies almost exclusively on the study of
Big-C Creativity, potentially limiting its application
to everyday creativity.

The biographical or case study approach is similar
to the historiometric approach in its focus on eminent
creators and their work. However, the case study

approach strongly favors qualitative research method-
ologies, with the attendant advantages regarding depth
of analysis and limitations regarding generalizability.
For both historiometricians and biographers, their
focus on Big-C Creativity (i.e., indisputable instances
of creativity) helps researchers avoid the problems
and issues surrounding the definition of creativity
faced by investigators adhering to most other method-
ological approaches. But again, applicability of results
to everyday creativity may be an issue.

Although the use of biometric methods to study
creativity, such as functional magnetic resonance
imaging (fMRI), has significant potential, their appli-
cation to the study of creativity has been highly lim-
ited. The ability to study brain function during
creativity problem solving has clear advantages, but
the use of fMRI in this context has been limited
because of the high cost of such research, the infancy
of the technology, and a lack of interest among neu-
ropsychologists. As these issues change—and evi-
dence suggests that this is happening—biometric
approaches should become more common.

Although the various approaches to the study of
creativity share many features, fundamental differ-
ences distinguish them from one another. The most
significant differences involve the research designs
commonly used, specific areas focused upon by
researchers, and the time frame in which data are
collected.

Major Empirical Themes

Two lines of inquiry are important for educators and
educational psychologists to understand: the issue of
domain specificity versus domain generality, and
issues surrounding the enhancement of creativity.

Generality Versus Specificity

Whether creativity is domain general or domain
specific is one of the hottest—yet most enduring—
debates among creativity researchers. In essence, the
debate boils down to whether people who are crea-
tively productive in one domain are likely to be simi-
larly productive in a different domain (or domains).
Such distinctions are important because the generality
position implies that general skills can be used to
enhance creativity. But if creativity is domain spe-
cific, general creativity training would be highly
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unlikely to promote transfer across domains and
would, in effect, be pointless.

The specificity position, which is currently the
dominant perspective, is supported by recent research
on situated cognition and other areas within cognitive
science. For instance, domain-specific creative tasks
tend to have low correlations with each other, and
task-specific training typically yields task-specific cre-
ative performance. However, other researchers argue
that a domain-specific conception fails to account for
theoretical and methodological issues. For example,
a systems approach to creativity takes the view that
creativity cannot be determined entirely within
a domain. Implicit theories of creativity (i.e., layper-
son or folk definitions) also support a domain-general
perspective.

A more fruitful question focuses on which aspects
of creativity are domain or content general and which
are domain or content specific, with the answer chang-
ing as a person develops and matures. As people age,
they are forced to make choices, related to both their
careers and their personal lives, that necessarily limit
their ability to work productively in multiple, distinct
domains. Some creative individuals do work in multi-
ple domains, but they tend to be the rare exceptions
that prove the rule. The implications of this perspective
for practice are that some aspects are domain general,
some are domain specific, and enhancement efforts
should focus on helping individuals develop their crea-
tive abilities in whichever areas they choose—keeping
in mind that some of the skills and attitudes will trans-
fer to other domains and tasks.

Enhancement

Research on the effectiveness of efforts to enhance
creativity is controversial, conflicting, and often disap-
pointing. For example, many studies provide evidence
of the ability of divergent thinking techniques to
increase divergent thinking test scores, but these gains
are often short-lived, and the skills prove difficult to
apply to other contexts. Another example involves
group problem solving. The work of Alex Osborn, Tor-
rance, and many others suggests that groups generate
more ideas than individuals working under otherwise
similar conditions, and that group participants rate the
creative performance more favorably than individuals
working on similar problems. At the same time, many
researchers have found that group problem-solving
strategies, such as brainstorming, produce fewer and

less original ideas than do individuals. The creativity
enhancement literature is rife with such contradictions.

Several researchers have suggested possible rea-
sons for the lack of clear effectiveness information
regarding creativity enhancement: the lack of appre-
ciably new enhancement strategies at the same time
that our theoretical understanding of creativity has
advanced exponentially; widely held misconceptions
and myths about creativity (often created by an over-
reliance on Big-C Creativity), which most “classic”
enhancement efforts fail to address; negative effects
of the numerous pop psychology and commercialized
approaches (many of which are merely repackaged
versions of early divergent thinking strategies); early
work conducted in relative isolation from mainstream
psychology; reliance on strategies and programs that
assume a strong domain-general position; and con-
flicting or vaguely implied definitions of creativity.
This last point is very important—if researchers
studying creativity enhancement fail to define creativ-
ity or define it imprecisely, conflicting results should
be expected.

Looking at creativity enhancement through the lens
of the definition of creativity described earlier, a prom-
ising avenue for enhancing creativity is to optimize
the time an individual spends in ideal aptitude-
process-environment contexts. This may be similar to
Csikszentmihalyi’s concept of flow and Sternberg’s
emphasis on contextual awareness in his t