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Preface by the editors

Evolutionary Epistemology, Language and Culture was the title and the theme
of a conference held at the Vrije Universiteit Brussel, Brussels, Belgium,
in May 2004. The conference was organized by the Centre for Logic and
Philosophy of Science (http://www.vub.ac.be/CLWF) and the Leo Apostel
Centre (http://www.vub.ac.be/CLEA).

For the first time in history, scholars working on language and culture from
within an evolutionary epistemological framework, and thereby emphasizing
complementary or deviating theories of the Modern Synthesis, were brought
together. Of course there have been excellent conferences on evolutionary
epistemology in the past, as well as numerous conferences on the topics of lan-
guage and culture. However, until now these disciplines had not been brought
together into one all-encompassing conference. Moreover, previously there
never had been such stress on alternative and complementary theories of the
Modern Synthesis.

As this volume will make clear and as did the conference itself, this specific
inter- and transdisciplinary approach is one of the next crucial steps that needs
to be taken, if we ever want to unravel the secrets of phenomena such as
language and culture.

Evolutionary epistemology (EE), a term coined by Donald T. Campbell, is
an academic discipline that grew out of naturalized philosophy and philosophy
of science. For a long time, EE has been made equivalent to the sloganesque
one-liner introduced by Michael Ruse, who stated that evolutionary episte-
mology is about taking Darwin seriously. By this he meant that whenever
we seek to understand phenomena such as language, culture, science, human
creativity, cognition, or indeed, all other phenomena of life, we need to use
the theory of Natural Selection, as first introduced by Charles Darwin.

This scientific statement was of enormous import, for it defined for the
first time very clearly what the goal of evolutionary epistemology is: it is
about accepting that all of life’s phenomena and behaviours, be they human
or non-human, are the result of an evolutionary process, and, even more im-
portantly, that we can understand and explain these phenomena by studying
this evolutionary process.

This means that the primary goal of all the sciences and of all scientific
thinking concerned with the study of living phenomena or the behaviours ex-
pressed by various organisms, is to find explanations for these phenomena and

X
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behaviours from within a naturalistic approach. And this in turn implies that we
should not only implement evolutionary and biological thinking within human
or exact sciences, but that we should also naturalize the methodologies used.

The biological sciences in general and more specifically, evolutionary think-
ing have progressed enormously over the past decades, making it quite clear
that evolution is a phenomenon that can occur in many different ways, some-
times even different from natural selection. Today we know that natural se-
lection and evolution are far from synonymous and that they do not explain
isomorphic phenomena in the world.

‘Taking Darwin seriously’ is the way to go, but today the time has come to
take alternative and complementary theories that developed after the Modern
Synthesis, equally seriously, and, furthermore, to examine how language and
culture can merit from these diverse disciplines.

At the EELC conference, Franz Wuketits, one of the leading figures within
EE, made two important observations. The first remark was that within the last
few years, it seemed as if EE had vanished from the scientific agenda: all the
commotion the discipline had brought about when it was first launched in the
mid-20th century, seemed to have been fading away, along with the discipline
itself. Wuketits was quite right in adding that it would be an enormous loss
for the scientific enterprise if the latter were to happen.

His second observation was that he was very happy to see that, with the
EELC conference, the research topic was being put back on the scientific
agenda, and he stressed that the theme should have emphasized even more the
relevance of EE for the study of languages and cultures, in the plural.

These two points were very well taken, indeed, and we would like to add that
EELC is very much about applying evolutionary epistemology to the study
of languages and cultures, even more so, it is about bringing evolutionary
epistemologies to bear on languages and cultures, all written in the plural.
For today, EE is a discipline that has many facets and, therefore, the time has
come not only to take Darwin seriously, but to take the different evolutionary
epistemologies seriously.

This book is the first attempt to reinstate EE as one of the top-five priorities
of the scientific endeavour, and it is with great confidence that we say, that if
we take evolutionary epistemology seriously—for the tremendous importance
of'this discipline is yet to be felt in varying disciplines—the scientific research
fields of language and culture will flourish even more.

CHAPTER OUTLINE

In the introduction, Nathalie Gontier gives a general account of what evo-
lutionary epistemology, language and culture is all about, providing a short
historical overview of how evolutionary epistemology became a topic on the
scientific agenda of epistemologists.
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In the first part, she examines how, through the history of philosophy, the
idea of a first philosophy that would explain how we can acquire, describe and
explain knowledge was adhered to by different scholars. She then sets out to
demonstrate how this idea of a first philosophy was overthrown by the natu-
ralistic approach, first introduced by Quine. Gontier explains how, contrary
to a sociology of science or post-modern thinking, evolutionary epistemol-
ogy can give scientific explanations of how knowledge is acquired and how
we can examine its validity, by accepting the very fact that knowledge itself
is a biological product and that it hence needs to be explained from within
evolutionary biology.

In the second part of the article, the author compares various universal
evolutionary frameworks that are put forward by different scholars within
EE. Here, Gontier distinguishes between traditional EE and new EE, where
adherents of the former develop universal selectionist accounts. The former
take an adaptationist point of departure, and hence emphasize the active role
of the environment, while the latter subscribe to an organismic point of view,
based more on system-theoretical approaches to evolution.

In the third part, she examines why anthropologists in general find a nat-
uralistic approach to culture appalling. She then explains how the study of
culture can nevertheless benefit from an evolutionary epistemological stance,
without loosing the specificity of the subject matters.

Finally, Gontier hints at how evolutionary epistemology can be imple-
mented in the study of language, its origin and evolution.

The book is divided into four parts, where different theories of evolution-
ary epistemology are first discussed on their own, and later implemented
in language and culture. The contributions in the final part show how EE,
implemented in language and/or culture can benefit from various modelling
techniques. In the preparation of the book there was no attempt made to har-
monize the varying views put forward and defended by the different authors.
On the contrary, our main goal has been to demonstrate just how heterogynous
the field of EE (and evolutionary studies in general) is. Indeed, this diversity of
opinions is a property that we understand to be absolutely vital and necessary
for the development of the discipline. Therefore, we have chosen to juxtapose
these different views, and, hopefully, in the process encourage others to share
our opinion that all these complementary and alternative views are equally
important. Indeed, they could well cast new light upon old problems in an
extremely relevant way.

PART 1: EVOLUTIONARY EPISTEMOLOGY

In the first part, different evolutionary epistemologies are analyzed and com-
pared. Questions that are raised are whether EE always needs to be based
on adaptationist accounts; how EE poses itself as a genuine alternative to
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essentialist thinking; whether EE differs from constructivist accounts; and
whether the selection schemes that are proposed to be at work in different
phenomena, such as the evolution of life, science or culture, have been suc-
cessful in bringing about the abandonment of essentialist thinking.

Contrary to earlier versions of evolutionary epistemology, where adapta-
tionists accounts are taken as starting point to develop these theories, Franz
Wauketits explores the possibilities of a non-adaptationist approach within
EE. Earlier versions understand organisms as passive elements that are or
are not adapted to the environment. This view somehow gives the impression
that organisms are passive objects, shaped by the active environment they live
in. Wuketits refutes this idea, and pleads for the adoption of an organismic
perspective in evolutionary thinking. Based upon the systems-theoretical ap-
proach, he argues that inner processes of internal selection, self-regulation and
inner order need to be taken into account when examining an organism. And
this idea, together with the fact that there is a constant interaction between an
organism and its surroundings, makes Wuketits defend that adaptability (as
opposed to adaptation) is not defined by the environment, but by the organism
itself. This view also has serious epistemological consequences: instead of
assuming that the perceiving apparatus of different organisms needs to corre-
spond (in a realistic sense of the word) to the outer world, the author argues
that this notion needs to be replaced by the notion of a functional coherence.

The contribution of Alexander Riegler is a highly ambitious undertaking.
He considers on the one hand ‘evolutionary epistemology’ and, on the other,
‘radical constructivism’, proposing a theory to bridge the gap between the two
approaches. He characterizes the former as an approach that focuses on exter-
nal behaviour, while the latter emphasizes the perspective from within. This
bridging attempt leads to a critical evaluation of the concept of hypothetical
realism.

Olaf Diettrich searches for the biological boundary conditions for our clas-
sical physical world-view. He shows that the laws of nature are not objective
properties of the world, rather they can be derived as invariants of human acting
operators—from locomotion bringing about the classical conservation laws,
as shown by Emmy Noether, up to the inborn cognitive operators bringing
about the symmetries and regularities which constitute our classical world-
view. Our organic phenotype, therefore, provides the boundary condition for
our cognitive phenotype. Modern physical facilities that do not commute with
the inborn operators require non-classical world-views.

Whether the real world is something more than the world of our expe-
rience is a question also raised by Adrianna Wozniak. Relations between
Neo-Darwinism, transcendental philosophy and cognitive sciences are exam-
ined, and the nature of the phylogenetically acquired knowledge and the basic
assumptions of evolutionary epistemology are analyzed. The speculations of
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constructivism and of subjective or transcendental idealism are criticized from
the perspective of the suppositions of evolutionary epistemology. Finally, the
ontological status of logic and mathematics are discussed from an evolutionary
point of view.

We end the first part with Derek Turner’s contribution. Contrary to
the statement that Universal Darwinists undermine traditional essentialism,
Turner argues that these scientists still adhere to a certain form of what he
calls “process essentialism’ that, in essence, resembles Aristotelian thinking.
After giving a general overview of the universal selection schemes as for-
mulated by David Hull and Daniel Dennett, he examines how these selection
principles are implemented in the study of science and culture. The basic idea,
developed by Universal Darwinists is that phenomena like science and culture
show an analogy regarding the specific kinds of evolutionary processes they
can undergo, and this analogy, according to Turner, is based upon the idea
that these similar evolutionary processes share essential features. Contrary
to Universal Darwinists, the author proposes that we should not distinguish
between accidental and essential properties of the evolutionary process, rather
we should treat the different features of the evolutionary process as sharing a
Wittgensteinian family resemblance.

PART 2: EVOLUTIONARY EPISTEMOLOGY AND LANGUAGE

The second part focuses on how evolutionary epistemology can be applied to
language and vice versa. Questions raised include on the one hand, whether
linguistics in itself suffices to understand language; and on the other hand the
applicability of natural selection and modularity theory are being questioned
and complemented with dynamical systems theories. The search for an ad-
equate unit and level of selection is examined and authors ask whether it is
fruitful or not to compare languages with biological species and/or organisms.

Mario Alinei forms a bridge with the first part, because he too questions
essentialist thinking, as it applies to the field of linguistics. He attacks the
mystifying view that language is a living organism, governed by an organic
law. He sketches the historical setting that created this misunderstanding and
in its stead he proposes a new theory—the ‘Palaeolithic Continuity Theory
(PCT)’—that holds that language is a social artefact with an interface with
nature, governed by a law of conservation and only exceptionally prone to
change. Furthermore he believes that PCT should be applicable to all cultural
phenomena expressible in language, thereby making the connection with evo-
lutionary epistemology.

The origin of language is re-examined from within the ‘extended mind
model’, a theoretical framework developed by Robert Logan. He posits that
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language emerged to deal with the increasing complexity of hominid life. The
author demonstrates how complexity theory and chaos theory can contribute to
a better understanding of how language evolved. The emergence of language,
according to Logan, represented a bifurcation from percept-based thinking to
concept-based thinking. Our first concepts were our first words, which acted
as strange attractors for all the percepts associated with these concepts.

Jean-Philippe Magué sets out to deal with the problem of the evolution
of the lexicon in a changing environment. The basic metaphor, accredited to
Salikoko Mufwene, is to see languages as species and idiolects as individuals.
A multi-agent model is presented that models evolution of languages and is
based upon the Roschian insights about categorization. A series of simulations
shows the model at work demonstrating its strengths and shortcomings.

Besides the fact that we should take Darwin seriously, Nathalie Gontier
pleads for an implementation of a universal symbiogenesis principle in the
study of the origin and evolution of language. Therefore, she distinguishes
between a vertical evolution concept, that is typical in Neo-Darwinian expla-
nations of evolution by means of natural selection, and a horizontal evolution
concept, characteristic of symbiogenesis, plant hybridization and the epidemi-
ology of viruses. Gontier argues that the language-as-species metaphor is mis-
leading in more than one way, because it essentializes language, making an
abrupt distinction between the language-using-organisms and language itself,
leaving scholars with the problem of combining these two element again. Fi-
nally, the author explores how a principle of universal symbiogenesis can be
implemented in ideas about language variation and language change, language
genes and conceptual blending.

Annemarie Peltzer-Karpf deals with past and present accounts of mod-
ularity in both neural and cognitive organizations. The discussion is placed
within and against the framework of dynamic systems theory applied to the
language acquisition of mono- and bilingual children. Data drawn from a
large-scale long-term study of bilingual development in Turkish and Bosnian/
Croatian/Serbian immigrant children provide evidence for the interplay of
non-linear processes and the influence of environmental conditions on lan-
guage and linguistic behaviour.

PART 3: EVOLUTIONARY EPISTEMOLOGY AND CULTURE

In the third part which focuses on how evolutionary epistemology can be
implemented in culture, we again encounter criticisms directed towards es-
sentialist thinking. This is most apparent in the nature/nurture debate on the
one hand, and in the presumed dualistic interactions that occur between the
organism and the environment on the other hand. The contributors of this part
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examine how we can overcome these dichotomous barriers. Based on alterna-
tive and complementary theories of the Modern Synthesis, all mainly inspired
by system theoretical frameworks, the authors propose new levels and units
of selection that are just as much present in the biological as in the cultural
sphere.

A critical analysis of the concept ‘human nature’, is given by Tim Ingold,
for he argues that this concept is a Western construal that impacts on a
fundamental dichotomy at the heart of evolutionary thinking: namely the
nature/culture divide. He argues that it is evolutionary science itself that
continues this dichotomy, although researchers claim to do the contrary, be-
cause early hominids and even contemporary hunter-gatherers are conceived
as standing at the crossroad between biological evolution on the one hand, and
history and culture on the other. In his article, Ingold demonstrates that this di-
chotomous relationship is founded upon essentialist notions of ‘human nature’
and the author sets out to examine the presence of this notion in the biological
species concept, ideas of a universal reason as defended by adherents of the
doctrine of psychic unity, and within the idea of a genetic blueprint.

An extremely ambitious attempt to formulate a new framework for evolu-
tionary epistemology, relying on Dynamic Systems Theory, is presented by
Eugenia Ramirez-Goicoechea. Her goal is to consider a human being as
a relational organism with its environment or, in other words, to emphasize
the role of the sociocultural. Non-linearity, non-determinism and non-duality
are core concepts in the formulation of this approach that also proposes a
model for the re-creation and embodiment of knowledge from generation to
generation.

Jean Lachapelle, Luc Faucher and Pierre Poirier revisit the Baldwin
effect (the idea that learning can influence the rate and direction of evolution
by natural selection). Inspired by a recent article from Godfrey-Smith, the
authors propose a new, extended version of the Baldwin effect that leans
on and incorporates the concept of ‘niche construction’. Following Deacon’s
ideas on cultural niche construction, Lachapelle, Faucher and Poirrier then
set out to demonstrate that the Baldwin effect, understood along these lines,
played a fundamental role in the evolution and development of social norms.

Kathleen Coessens understands the evolutionary process that human be-
ings underwent and their cultural creativity, as both depending on what she
calls ‘evolutionary flexibility’. Starting off with a phenomenological approach
of the human body, Coessens then goes on to examine how evolutionary con-
cepts such as adaptation, exaptation and affordances could bring about the
possibility of introducing creative flexibility within evolutionary biology. Fi-
nally, she investigates how these forms of evolutionary flexibility at the bio-
logical level could lie at the basis of cultural creativity and vice versa, because
she emphasizes that both processes are intertwined.
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We end the third part with the contribution of Hugo Mercier. He takes on
the challenging problem of explaining the status of mathematical knowledge
from within an evolutionary epistemological framework. Usually the diffi-
culty is to succeed in bringing about the transition from innate mathematical
knowledge, modular or not, e.g., ‘the number sense’, to formal mathematics
as we know it today. If Mercier’s analysis holds good, it offers at the same time
an explanation of the famous ‘unreasonable effectiveness of mathematics’.

PART 4: EVOLUTIONARY EPISTEMOLOGY AND MODELLING

In the final part, we focus on how EE can be implemented in modelling tech-
niques and vice versa. Modelling techniques as introduced by scholars work-
ing in Artificial Intelligence, Game Theory and even Quantum Mechanics,
are today becoming part and parcel of scientific undertakings. Yet a lot of sus-
picions are being raised with respect to their value and helpfulness in examin-
ing, introducing and testing various theories. In this part, different academics
working within different, sometimes non-neo-Darwinian fields, demonstrate
how their theories can be used as well, and in so doing, they tackle some
misunderstandings and confusions that are used to attack their models.

Bart de Boer gives us a general overview of how computer models can be
used to investigate language evolution. He argues that language has extremely
complex dynamics that can either be examined at the level of the individual, or
at the level of a population. Systems with complex interactions have complex
and difficult to predict dynamics, and computer simulations are, therefore,
useful in studying them. The author presents three different techniques for
building computer simulations on an accessible level: direct optimization, ge-
netic algorithms and agent-based models and illustrates them with a number
of examples. Finally, De Boer emphasizes the importance of correctly mea-
suring and interpreting the results obtained from computer simulations, and
shows how these models can be implemented in evolutionary epistemology
and vice versa.

The view that linguistic conceptual domains are partly conventional and
the result of a cultural evolution is the point of departure taken by Joachim
De Beule. Contrary to the idea that language can be understood as a system
of word-to-meaning mappings, he stresses the important role language users
play in the conventionalization of language in order to solve the problem of
efficient communication. He thereby focuses on the syntax and semantics of
linguistic constructions about time. After examining how this conventional-
ization process takes place in natural languages, De Beule presents a computer
model where a simulated population of autonomous language users evolve a
shared ontology and language to communicate temporal information.
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Ahti-Veikko Pietarinen discusses the distinction between semantic and
pragmatic components of language from the game-theoretic point of view, and
concludes that game-internal factors do not mark out the difference between
what is semantic and what is pragmatic in language. He further provides an
extension of game-theoretic semantics to evolutionary situations in order to
capture not only the static meaning relations between language and the world
but also semantic and pragmatic change.

The final article is contributed by Diederik Aerts, Marek Czachor and
Bart D’Hooghe. The authors show that in human language rather unexpect-
edly genuine quantum structures manifest themselves. It leads the authors to
reconsider the neo-Darwinian evolutionary scheme which they allege is too
‘classical’ in its conception, thus too limited to accommodate the quantum
world. Moreover, they propose a novel way of looking at conceptual change,
leading to new relations between biology and epistemology, EE in particular.

With this book we hope to make it clear to the reader that the specific
combination of evolutionary epistemology, language and culture, is a very
promising one. Indeed, for uni-directionally not only means that linguists and
anthropologists should implement EE in their studies, but also that evolution-
ary epistemologists should focus even more than they have in the past, on the
study of language and culture.
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Abstract

Evolutionary epistemology (EE) is about developing a normative framework, based upon evo-
lutionary thinking, that can explain all of an organism’s phylogenetic and ontogenetic evolution.
(1) EE is sketched as an inter- and transdisciplinary field that evolved out of naturalized epis-
temology as a reaction against logical empiricism and sociology of knowledge. (2) Different
schools of evolutionary epistemological thinking are examined and compared. (3) It is argued
that within EE today, the search for a normative evolutionary framework is narrowed down
to the development of a framework based upon Neo-Darwinian theory. Because of this, other
evolutionary theories that are very useful to explain certain phenomena are neglected. (4) These
theories are briefly discussed. (5) It is shown how EE can be implemented in the scientific study
of language and culture.

1. INTRODUCTION

Evolutionary epistemology (EE) is the most controversial, the most fascinating
and the most difficult discipline within philosophy today. It is controversial
because it declares all other philosophical disciplines bankrupt, and explains
itself as part of the sciences. At the same time, it is a fascinating and difficult
discipline because of its inter- and transdisciplinary character.

Philosophy can (amongst other distinctions) be divided into two domains:
an ontological domain that examines what exists; and an epistemological
domain that examines how we can gain knowledge of that what exists. EE
obviously is part of the latter domain.

This article is divided into four parts. First, a brief historical sketch is given
of how EE developed out of naturalized philosophies, the latter themselves
being a reaction against empiricist and rationalist traditions. EE is a scientific
discipline that evolved out of Quine’s Naturalized Philosophy and adheres
to the view that we can examine the knowledge-gaining-process from within
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evolutionary theory, because knowledge is a biological evolutionary product.
Because EE involves a naturalistic and positivistic approach, it stands opposed
to sociological frameworks of knowledge and post-modern thought.

In the second part of the article, different programmes that developed within
EE are examined. EE does not only examine human knowledge-gaining-
processes, it examines the knowledge-gaining-processes of all organisms
while at the same time it also studies the products of these knowledge-gaining-
processes, such as language, culture and science from within evolutionary
biology.

The main goal of EE is to develop a normative framework, based upon and
analogical to biological evolutionary thinking, that can explain not only all of
phylogenetic evolution (the origin and evolution of species), but also onfoge-
netic evolution (the development of an organism from conception until death).
This means, as will be demonstrated, that evolutionary theory is internalized,
thereby raising questions about the units and levels of selection.

The normative frameworks that are being developed today, however, only
make use of Neo-Darwinian theory and hence develop frameworks that are
analogous to the evolution of genes by natural selection. Evolution is the
phenomenon we want to explain; natural selection is only a theory that tries to
explain this phenomenon. Evolution can occur in many different forms, and,
therefore, it is necessary for us to broaden our perspective and look at other
evolutionary theories as well, to see how these can enhance our understanding
oflanguage and culture. In the third and fourth part of the article, we, therefore,
examine some peculiarities of languages and cultures and examine how EE can
be implemented in the scientific disciplines that study language and culture.

2. PHILOSOPHY IS DEAD, LONG LIVE PHILOSOPHY!

“In the middle of the 20th century, when it was realized that Bacon’s New
Atlantis had turned out to be Max Weber’s Iron Cage, inhabited by Ries-
man’s Lonely Crowd, and that the view that scientific theories have a par-
tial observational interpretation by means of correspondence rules should
never have become the Received View, philosophers started to move away
from the long tradition of modernism, which had stretched from Bacon and
Locke to the early Wittgenstein and to Carnap. Disillusioned with mod-
ernism, they turned a blind eye to the implications of biology and veered
instead towards the post-modern relativism of Kuhn, the post-modern post-
structuralism of Foucault, Derrida and Lyotard or to the post-modern prag-
matism of Rorty and are showing unending and increasing interest in the
obfuscations of Heidegger (Munz, 2001: vii).”



INTRODUCTION 3
2.1. Empiricism/Rationalism

Within classical philosophy, there has always been the idea that we can found
science upon something stronger than science itself: a first philosophy. Knowl-
edge, according to this view, was perceived as a relation between a knower
and something known (the rationalistic school, from which ideas about innate-
ness developed) or something knowable (the empiricist school, from which
ideas about nurture developed) (Munz, 2001: 28). This something known or
knowable was the world in itself (an sich).

Rationalists and empiricists conceive of this knowledge relation as a direct
relation: empiricists adhered to the view that they could perceive the world as it
is, through their sense organs and that these senses somehow immediately were
transformed into knowledge, knowledge that takes on the form of language;
rationalists adhered to the view that men possessed innate ideas, that also
took on the form of language, and that these ideas, because of a benign God,
immediately gave direct knowledge of the world out there. There is an imme-
diate correspondence between our words and the world in itself. So knowledge
gained through the senses or through thinking, was correct knowledge.

People then, knew how the objective world out there was, and furthermore:
this world was the precondition for all thinking and sensing. The knowers,
therefore, were also interchangeable: they were conceived of as a-historical,
unevolved or unchangeable individuals that were equipped with the same
sense apparatus or with the same universal reason (see also Lorenz, 1987).

2.2. Hume and Kant

Two philosophical thinkers, David Hume and Immanuel Kant, put an end
to this naive realism. Hume (1985) stated that we can only trust knowledge
that we receive from our senses. All knowledge that is not the result of,
or that cannot be reduced to, our impressions,! is suspicious. Therefore, he
distinguished between the world as we perceive it and the world as it is in itself.
We do not have direct knowledge of the world out there and, therefore, we
should not try to talk about that world, because we cannot make sense out of it.
Hence, the knowledge relation becomes indirect. The generalizations we make
regarding our incoming knowledge cannot be explained as being part of the
world, but only as being part of our psychology. When we conclude that the sun
will shine tomorrow, because she shined yesterday and the day before, and the

! Impressions in Hume’s view are literally im-pressions, imprints from the world upon us.
Locke’s concept of tabula rasa is in order here: we are blank slates that are written upon by
the world.
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day before . . . we are not telling truths about the world, rather we are expressing
our expectations towards that world, based upon previous experience. This,
however, implies that we need to study human (psychological) nature, to make
sense out of these statements.

Kant (1788, 1997) developed Hume’s theories further, synthesizing them
with rationalistic thought. We can only know the world as it appears to us,
which differs from how we perceive it. Kant, therefore, introduced what he
calls the Copernican turn in philosophy: it is not the world (an sich, in itself)
that presses its categories on the human brain, which leads to immediate and
correct knowledge of the world. It is us, who form the objects, through the
categories of our mind. These are a priori; they are part of us, before we
look upon the world or before we can even begin to gain knowledge about
the world. “In other words, our empirical ‘synthetic’ knowledge is infused
by elements that do not come from the external world, and that are thus ‘a
priori’”” (Ruse, 1991: 194). The knowledge relation between the knowing
subject and the world hence is interpreted as an indirect knowledge relation.
We perceive the world with our senses, however, only when we think the
incoming information with our mind (in a language-like fashion), can we gain
knowledge. Knowledge, therefore, is based upon experience, but interpreted
by the mind (Ruse, 1991:194).

2.3. Logical Empiricism

Logical empiricism (also known as Neopositivism) came along with its ad-
herents who argued that they knew that the world out there was structured in
an orderly fashion, and that we could formalize this natural order in the world
within a language-like system called logic (Gibson, 1998), from wherein we
could deduce eternal truths about that world. Developed out of nineteenth cen-
tury positivist thinking, Neopositivists adhered to the view that only science,
as the most enlightened stage in history, could develop truths. These truths
would be reducible and deducible from information gathered by our sense
organs and somehow we would be able to form Protokolsatze, observational
sentences as they called them: sentences that describe, no, correspond to ele-
mentary facts in the world, and this in an immediate fashion. Mathematics and
logic were conceived of as instruments: objective measurements used to gain
knowledge from the world. Simple observations somehow would immediately
transform into verbal expressions (Munz, 2001: 50).

Wittgenstein (1989), however, showed, that we cannot say that language
refers to a world out there. The early Wittgenstein, as Bertrand Russell, for
example, pointed out before him, adhered to the view that the structure of
the world and the structure of language are the same: language and the world
show a structural resemblance. More problematic, however, is the fact that,
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according to Wittgenstein, we cannot say (although it somehow shows) that
language refers to the world out there, that for instance the word ‘cat’ refers
to the animal we see and call a cat, so we would never be able to talk about
eternal truths out there. Thinking is always thinking based upon language, and
we cannot talk about this kind of thinking without using language. Hence, his
famous statement that the boundaries of my language are the boundaries of
my world (Wittgenstein, 1989: 5.6).

2.4. Language Games

The early Wittgenstein subscribed to the view that logic is an objective in-
strument, and, therefore, a universal language. The later Wittgenstein (1989)
stated in his /nvestigations that words do not straightforwardly or solely refer
to objects in an external world, instead words can have different functions
and different meanings. Language is not solely an instrument of knowledge
either, because we can use language for contact and communication between
members of the same language community, as well. Hence, the introduction
of the concept language games, in the plural: language can have many mani-
festations. Because of this he introduced the term ‘family resemblance’.

The meaning of words does not lie in their possible referential relation to
the world, but in their use. What matters is how these words are being put to
use, by members of the same community that partake in different language
games. Therefore, language has a social function: it enables social relations
between members of the same community that make use of the same language.
Meaning, therefore, also is explained as being intersubjective, excluding all
possible forms of a private (inner, non- or pre-linguistic)-language (Munz,
2001): meaning and language hence are externalized and are supposed to be
part of a (social or cultural) community.

The concept meaning is, therefore, introduced for the first time, and this
notion is distinguished from truth. Meaning is a secular concept and can
only be part of secular thinking, because meaning becomes relative to the
community, and what is comprehended as meaningful is dependent upon
and restricted to the language community in which we are born. One can
only talk about truth in a religious framework or from within naive realism,
because here a correspondence between language and the world is presumed
to exist.?

2 As we shall discuss later on, these ideas gave way to the idea that when studying language
(from an evolutionary view or otherwise), one is studying the social or the cultural (the Sapir-
Worf hypothesis) and the general relativistic accounts as defended by post-modern sociology
and anthropology, that conceive of subjects as determined by society, and knowledge as an
idealistic non-existing phenomenon.
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2.5. Strange Encounters

All of this might and should look strange to anthropologists, who conceive of
language as a medium through which people partly express their feelings, and
it might look strange to linguists as well, because they understand language
first and foremost as a communicative system,’ while biologists or neurologists
should also be surprised, because they know that impressions or information
coming from our sense organs does not get magically transformed into lan-
guage. Nonetheless, Western philosophers have always regarded language as
an instrument to gain knowledge about the world.

Within classical Western philosophy, beginning with the ancient Greeks,
language, reason and thinking were referred to synonymously as logos, a
principle that brought order into the world. Language, according to this view,
allows us to order the world in a logical way. The idea, therefore, has always
been that with language, we can develop true statements about the world,
because every knowledge relation and every form of thinking is conceived of
as a language relation.

With Wittgenstein, and the failures of positivism and logical-positivism,
philosophy is declared bankrupt: the reference problem (how our language
relates to the world) cannot be explained from within philosophy. Albeit the
fact that analytical philosophy, as a discipline within the field, still goes onin a
somewhat modified version, two reactions to this failure can be distinguished:
philosophy is dead and long live philosophy.

Those who respond that because of the failure of logical empiricism, ‘phi-
losophy is dead’, can be classified as post-modern thinkers. Those who re-
spond, ‘Long live philosophy!’, can be classified as Naturalized Philosophers
or Evolutionary Epistemologists.

2.6. Sociology of Knowledge

Sociology of knowledge (SoK) is part of post-modern thinking because it
regards knowledge, not as a relation between a knower and the world, but as
a relation between different knowers (Munz, 2001: 106). Knowledge hence,
becomes a sociological problem, instead of a philosophical one. Beginning
with Hegel, and culminating with Durkheim and Foucault, the only thing
relevant and real, becomes the social. And the social is reified as part of a
deeper lying structure or some superorganic structure. The social as an entity
can do things to people; it can work causally, thereby rejecting the possibility

3 These views, however, are the direct result of the secular philosophical traditions (discussed
in note 2). There is a reason why we nowadays emphasize the role of the social and the
cultural so strongly, when studying (the evolution of) language and culture.
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of any form of creativity or emancipation of the individual. Science can and
should only be explained from within society: science and scientific thinking
is the expression, they say, of cultural and social tastes, and those tastes are the
expressions of those groups within society who are the most powerful. Science,
however, has nothing to do with gaining knowledge about the world, and,
hence, we see the introduction of terms like regimes or epistémes (Rabinow,
1997: 31-34). All one needs to do, according to this view, is deconstruct
all scientific theories ever developed, see whose cultural and social ideas are
being promoted and answer the questions: who has got the power and why did
they want it in the first place.

What Foucault has called the regime, or game of truth and falsity is both
a component and a production of historical practices. [...] Truth is linked
in a circular relation with systems of power which produce and sustain it,
and to the effects of power which induce and which extend it. (Rabinow,
1997: 35-36)

Sociological systems theory was born and implemented within differ-
ent disciplines such as history, science, culture and language. These should
be comprehended as closed self-containing, self-explaining systems. These
systems develop in and from within themselves and can only be ex-
plained from within these systems, in a synchronic way (Munz, 2001: 122—
123). Wittgenstein’s language games, Malinowski’s (1949) social, functional
anthropology, Talcott Parsons’ functionalist sociology (1964), Foucault’s
regimes/epistemes/discourses, de Saussure’s linguistics and Kuhn’s paradigms
(1996) have the following in common: all turn away from evolution, all turn
away from diachronic studies, all defend synchronic studies, all reject bridge
laws or continuity between earlier and later or geographically distinct, sci-
ences, cultures or languages ... Why? Evidently because they wanted to ban
historicism, with its developmental laws. Meaning, language, science and cul-
ture are all understood as systems that need to be explained from within these
systems, because there exists nothing outside the system: there is no God’s
eye view, nor does there exist anything besides the social and/or cultural do-
main. Meaning becomes variant, and is defined by the time and place, the
community of which we are part, which eventually leads to the introduction
of concepts such as incommensurability.

2.7. Naturalized Epistemology

When interested in language or culture, neither analytical philosophy nor
SoK, taken on their own, can help us: we need to study evolution, biology,
embryology, child development . . . and here we need to be able to distinguish
scientific ideas from misfits.
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A much more optimistic view is, therefore, given by EE. EE grew out of
naturalized epistemology (NE), a term first introduced by Quine (1969). In-
stead of trying to ground science, outside of science, in a first philosophy, we
should ground science, in science itself. “/...] The quest for a foundation out-
side of science upon which science can be grounded (i.e. justified or rationally
reconstructed) is a will-o’-the wisp and, therefore, ought to be abandoned.”
(Gibson, 1998: 668). In other words, the foundations of scientific thinking
can and should be based upon scientific theories, and, therefore, epistemology
should get naturalized. This does not mean that philosophy is dead, according
to Quine’s view; it still goes on, as a part of the natural sciences (and natural
sciences here are conceived broadly, including physics, biology, psychology
and social sciences). NE is not merely a descriptive discipline that records
how we can gain knowledge using different sciences, it is also normative: it
adheres to the view that it is only by making use of sciences, that we can gain
insight into the knowledge relation and that knowledge can be founded.

[...] [A]t this point it may be more useful to say that epistemology still
goes on, though in a new setting and a clarified status. Epistemology, or
something like it, simply falls into place as a chapter of psychology and
hence of natural science. It studies a natural phenomenon, viz., a physical
human subject. This human subject is accorded a certain experimentally
controlled input—certain patterns of irradiation in asserted frequencies,
for instance—and in fullness of time the subject delivers as output a
description of the three-dimensional external world or its history. (Quine,
1969: 273-274)

Naturalizing epistemology for Quine meant that somehow psychology
would show us how our language which we use to gain scientific knowl-
edge about the world, relates to our brain which receives sensory information
from that world. Psychology would show us the relation between our neural
input and observational sentences, sentences that are associated in a direct
way with sensory stimuli. And the reason that we humans would all have the
same sensory stimuli is that we all evolved by natural selection and all human
beings share the same biological constitution. “... [T/he observation sentences
are the sentences on which all members of the community will agree under
uniform stimulation.” (Quine, 1969: 276).

This, however, still implies that all languages are commensurable with re-
gard to observational sentences, and that somehow the relation between sen-
sory input and language is direct.* Neurology today, however, has already

4 Indeed, there is a reason why linguists search for linguistic universals and that anthropologists
search for cultural universals.
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shown numerous times that our brains do not carry any language-like labels
(Changeaux, 1985; Edelman, 1987; Gazzaniga, 1994, 1998, 2000; Damasio,
1996, 1999; Ledoux, 1998). Regarding theoretical sentences, sentences that
are more complex and that cannot be reduced to observational sentences,
Quine subscribed to a relativistic view: these sentences are incommensurable
and hence a SoK or social constructivist position is taken by him. Any refer-
ence to the external world, however, is underdetermined according to Quine
(Levinson, 1998), for knowledge is about the relation between neural input
and observational sentences and the relation between observational sentences
and theoretical sentences. Therefore, all our knowledge of the world is fil-
tered by our sense organs that are the products of evolution (Gibson, 1998:
681).

3. EVOLUTIONARY EPISTEMOLOGY

“In short, evolutionary epistemology is an epistemological system which is
based upon the conjecture that cognitive activities are a product of evolution
and selection and that, vice versa, evolution itselfis a cognition and knowledge
process.” (Wuketits, 1984: 2).

EE, a term first coined by Donald T. Campbell (1974), developed out of
NE, but also goes further than NE. Whereas Quine still believed that the
natural sciences would somehow show the exact relation between the world,
humans and the language uttered by human beings, EE gave up on this idea.
The anthropocentrism of Quine cleared room for the idea that all organisms
re-present their environment, and that all organisms engage in a knowledge
relation with the environment because of the workings of natural selection. EE
not only examines the relation between human, language-like knowledge and
the world: it regards every relation between an organism and an environment
as a knowledge relation, irrespective of whether or not these organisms have
language. EE understands the knowledge relation not as a relation between a
knower and a knowable world, nor as a relation between different knowers, but
rather as a relation between an organism and its environment (Munz, 2001: 9).

3.1. Traditional EE

EE is a branch within NE that examines evolutionary processes that form the
basis of our knowledge-gaining-process. It searches for analogies between
biological evolutionary processes and the evolutionary processes of science,
culture and language. These evolutionary processes, however, are reduced
to the mechanisms of natural selection, as the standard definition given by
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Michael Bradie and William Harms in the Stanford Encyclopaedia of Philos-
ophy shows:

Evolutionary Epistemology is a naturalistic approach to epistemology,
which emphasizes the importance of natural selection in two important
roles. In the first role, selection is the generator and the maintainer of the
reliability of our senses and cognitive mechanisms, as well as the ‘fit’ be-
tween those mechanisms and the world. In the second role, trial and error
learning and the evolution of scientific theories are construed as selection
processes. (Bradie and Harms, 2001:1)

This means, first of all, that because of the mechanisms of natural selection
we can gain knowledge of the environment by studying the organisms that
live in it, and secondly, that all organisms are instruments, systems of knowl-
edge. Whether these organisms develop language or not, have a brain or not,
have sense organs or not is not relevant: all organisms represent and contain
knowledge about the world out there.

Since organisms evolved by natural selection and only those organisms
that are adaptive to the environment live long enough to reproduce, organisms
become representations of their environment. Organisms that fail to survive
long enough to reproduce, and, hence, are maladaptive to the environment,
are conceived of as hypotheses which got falsified in the Popperian sense of
the word (Popper, 1974).

Every relation that an organism engages in with its environment is regarded
as a cognitive relation, a knowledge relation, this knowledge itself being the
result of the workings of natural selection.

So knowledge-gaining-processes are not only understood as the products of
biological evolution or as a biological phenomenon, the knowledge-gaining-
mechanisms themselves are regarded as knowledge.

And the theoretical models from evolutionary biology are also implemented
to study the products of these knowledge-gaining-mechanisms.

3.1.1. The EEM- and EET-programme

EE is about developing a normative framework based upon evolutionary think-
ing. Natural selection strictu sensu, only focuses on the external relation be-
tween the phenotype and the environment: the /evel where natural selection
selects the adaptive ones, in an indirect way, by weeding out maladaptive
organisms.

However, because organisms, as a whole, are the product of evolution and
some organisms develop language and culture or science, the products of these
biological organisms are also proposed to be comprehensible and explainable
from within evolutionary theory.



INTRODUCTION 11

EE, therefore, no longer distinguishes between ontogeny and phylogeny, but
tries to explain organisms and also the cognitive products of these organisms,
from within evolutionary theory.

Michael Bradie and William Harms (2001), therefore, distinguish be-
tween the evolution of epistemological mechanisms (EEM) and the evolu-
tionary epistemology of theories (EET) programme. The EEM programme on
the one hand studies the development and evolution of knowledge-gaining-
mechanisms (broadly conceived as including the central nervous system, the
brain, the sensory-motor system...) of all living organisms. The EET pro-
gramme studies the evolution of ideas, theories, cultures. . .the products of
these knowledge-gaining-mechanisms, from within evolutionary models, by
analogy.

Especially within the EEM-programme, there is a general consensus that
the Modern Synthesis—Darwin’s theory of natural selection combined with
population genetics based on Mendel and mathematizised by Fischer, Wright
and Haldane (Schwartz, 1999)—is sufficient to explain the evolution of
knowledge-gaining-mechanisms. Within the EET-programme, there is more
discussion going on about whether selectionist models alone can suffice in
explaining the evolution of culture, language or science.

The Modern Synthesis (Ayala, 1978; Mayr, 1978, 1983; Maynard Smith,
1993) adheres to a strict distinction between ontogenesis (the development
of an individual from conception until death) and phylogenesis (the origin
and evolution of species). If this distinction is not made properly, one repeats
Haeckel’s biogenetic law which states that ontogeny recapitulates phylogeny:
during development, an individual passes through the evolution of the species.
Phylogeny is explained using natural selection, at the micro-level (the variation
and evolution within species) and the macro-level (the evolution of new species
by speciation). Ontogenesis is not explained by the Modern Synthesis: it only
subscribes to the view that a genotype lies at the basis of a phenotype (Gontier,
2004).

Natural selection, according to this view, works at the level of the interaction
between the phenotype and its environment, and here the environment selects
the organism, while the organism is comprehended as a passive element of
that evolution: either the organism is adapted to its environment, which means
that given its phenotype, the organism can survive long enough to reproduce;
or else it dies and does not get selected, because the genes of this organism
are not passed on to the next generation (Gontier, 2004).

3.1.2. Internalizing evolutionary theory and the units and levels

of selection debate

Deviations from this paradigm lead to a position in which the strict distinction
between ontogenesis and phylogenesis is no longer made. A new trend in
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biology states that selection does not only work at the level of interaction
between the organism and the environment, but that it can also work at other
levels, selecting units other than the phenotype as well.

Hence, with EE natural selection got internalized, thereby raising questions
about the units and levels of selection ( Brandon, 1982; Brandon and Burian,
1984).

Richard Dawkins (1983, 1984, 2000) for instance, was one of the first, to-
gether with George Williams (Schwartz, 1999), to state that the unit of selec-
tion is not the phenotype, but the individual gene, and that the level of selection
can be the environment, but it can also be other genes within the genome.

The ideas of neural Darwinism, as defended by Changeaux (1985), Edel-
man (1987), Gazzaniga (1994; 1998; 2000) or Sperber (2001), are indeed the
products of this kind of thinking: natural selection is internalized and is pro-
posed to work at the level of brain development, the unit of selection being
individual neurons or perhaps even modules.

This debate over the units and levels of selection, which more appropriately
should be called the discussion over the units and levels of evolution, results
in the search for a universal (selection) evolution mechanism, that can be
understood as a theoretical framework from wherein we can explain all of
evolution.

There are, however, numerous accounts already of what exactly this
universal mechanism consists of. There is the blind variation and selec-
tive retention-scheme of Donald Campbell (1959, 1960, 1974, 1977, 1987,
1996; Heyes and Hull, 2001), Universal Darwinism put forward by Richard
Dawkins (1983), Universal Selectionism introduced by Gary Cziko (1995),
the generate—test—regenerate-scheme of Henry Plotkin (1995, 1996) and the
replication—variation—environmental interaction-scheme, first introduced by
David Hull (2001). All these theories focus on the theory of natural selec-
tion as it is applicable to genes. The evolution of genes by natural selection
is of course the best reported kind of evolution and, therefore, extrapola-
tions start from here, thereby reducing this theory further to adaptationist
accounts.

3.1.3. Problems with universal selectionist accounts
“In all versions of EE, Panglossian adaptationism must be avoided. [...]
Selection Theory emphasizes the role of ‘retention’ (and hence tradition) fully
as much as variation and selection.” (Campbell, 1987: 140).

Evolution is the phenomenon we want to explain, natural selection is only
a theory that tries to explain the phenomenon of evolution.

The late Stephen J. Gould (1980, 1982, 1984, 1991) and Richard Lewontin
are amongst the most well known biologists who criticize these ideas: the
former, together with Niles Eldredge, developed the theory of punctuated
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equilibrium which states that natural selection does not work gradually, that
small random mutations do not slowly result in the evolution of new species,
but that we encounter long periods of stasis within evolution, and that these
periods get punctuated by short periods of rapid changes.

Lewontin (1978, 2000) is known for his ideas about niche construction:
organisms are not passive objects who are selected or do not get selected by
the environment. Organisms are actively engaged in their own development
and perhaps even their evolution, because they systematically form and reform
their environments in an active way.

The problem with universal Darwinism and universal selection accounts
is that it reduces evolutionary thinking to Neo-Darwinian thinking. For it
states that theories which mainly got developed by zoologists—people who
study animals, not bacteria, nor plants, fungi or protists—can get universal-
ized to explain all of evolution (Margulis and Sagan, 2002). The blind vari-
ation and selective retention scheme, the generate—test-regenerate-scheme,
all the proposed schemes, try to develop a normative scheme of evolution
which, in turn, is analogical to the evolution of genes by means of natural
selection.

And they want this scheme to work, not only in this world at all levels of
life ranging from unicellular organisms to the evolution of humans, but in all
possible worlds as well. They also want to explain the evolution of language
and culture using these schemes. They attempt to do this by implying that there
are elements such as genes which vary and mutate, are selected and evolve
within the evolution of language and culture. Hence, the success of modularity
theory (Sperber, 1996; Whitehouse, 2001) and memetics ( Blackmore, 1999).

These theorists oversimplify. They forget that there are two kinds of genes,
structural and regulatory (Gehring, 1998; Davidson, 2001), and that only
structural genes behave in a Mendelian fashion, while regulatory genes can
influence ontogeny and phylogeny, by switching structural genes on or off,
through the proteins they encode for, in a non-Mendelian fashion (Gontier,
this volume).

These zoologists forget that two-thirds of the evolution of life took place
within unicellular organisms, organisms that do not behave in manners expli-
cable by natural selection alone. The development of multicellular organisms
was the result of symbiotic mergers, as Lynn Margulis’s theory (Margulis,
1999; Margulis and Sagan, 2000, 2002) shows: bacteria merged, whole bodies
fused together and then developed into eukaryotic, multicellular organisms.
Species do not only develop as a result of speciation, they also can develop
as a result of horizontal mergers (Gontier, this volume).

And zoologists forget how physics can help the study of evolutionary pro-
cesses. As the mathematician lan Stewart (1999: 88) has said: “Nobod)y is silly
enough to think that an elephant will only fall under gravity if its genes tell
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it to do so, but the same underlying error can easily be made in less obvious
circumstances.”

The time that physics was about studying timeless universes, where un-
changeable laws determine everything that has happened, is, and ever shall
happen, is long gone. New physics, systems theory, chaos theory, complexity
theory, as developed by the late Ilya Prigogine (1995, 1996), René Thom, Stu-
art Kauffman (1996) and Freeman Dyson (1990), are about trying to develop
a framework that can be put to use to study evolution, by the introduction
of terms like self-organization, bifurcations, phase transitions, irreversible
processes and so on. Olaf Diettrich (this volume) and Diederik Aerts, Marek
Czachor and Bart D’Hooghe (this volume) will explain how physics and quan-
tum theory can help the study of cognition and language, while Bart de Boer
(this volume) will explain how we can also formalize these theories using
artificial intelligence in order to study language.

3.2. New EE

All ideas defended by what I call traditional EE’s still adhere to the view that
we can develop a correspondence theory: that there is a one-to-one correspon-
dence between the environment and the organisms who live in it. As Konrad
Lorenz pointed out (Riegler, this volume; Wuketits, this volume), this does
not mean that the hooves of a horse have to be like the steppe land on which
they walk, but that the way the hoof of a horse is shaped gives us a correct
and true theory about how the steppe land is. This idea, however, implies that
natural selection is reduced to the mechanisms of adaptation, for it is only the
idea of adaptation that can lie at the basis of such a correspondence theory.
A whole different story develops when we look at developmental systems
theory (DST) (Maturana and Varela, 1980; Oyama 2000a, 2000b; Dupre,
2001), which perceives organisms as autocatalytic systems: systems which are
able to self-organize and self-maintain, not so much because they are adapted
to the environment they live in, but because they are able to self-maintain due to
the inner mechanisms they develop in order to survive (Gontier, 2004). These
inner mechanisms of self-organization and self-regulation can contradict the
world out there: instead of being adapted to the environment, organisms main-
tain themselves, sometimes even despite the environment they live in (Gontier,
2004). Because of the rise of biological systems theory, the idea that organ-
isms are passively selected by an active environment is put to rest. Organisms
are understood as beings that largely construct their own environment in an
active way, for example, by habitat or niche construction (Lewontin, 2000).
Therefore, these inner mechanisms of self-organization and self-regulation are
comprehended as causal factors that need to be part of the explanation of why
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organisms behave in a certain manner, rather than focussing exclusively on the
external relation between an organism and its environment. In contrast to the
perspective of sociological systems theory, organisms are comprehended as
partly open, partly closed systems (Kauffman, 1996; Prigogine, 1996). They
are closed because they distinguish themselves from the environment through
the formation of a membrane, or skin, whereas they are open because they
constantly interact with the environment they live in, thereby influencing and
(re)constructing that environment as well. Therefore, the relation between an
organism and its environment is comprehended as being dialectical, instead
of dualistic. As Richard Levins puts it:

Organisms (a) select their environment, (b) actively modify their envi-
ronment by their own activity, (c) define their environment in terms of
relevant variables, (d) create new environments for other organisms, (e)
transform the physical nature of an environment input as their effects perco-
late through the developmental network, (f) determine by their movements
and physiological activity the effective statistical pattern of environment,
and (g) adapt to the environmental pattern that is partly of their own cre-
ation. Further, each part of the organism is ‘environment’ to the other
parts. The conclusion of (d), (f) and (g) that organisms adapt to and cre-
ate statistical patterns of environment finally suggests that the utilization
of resources by populations not only uses up ecological opportunities but
also create new ones: The variability in resource level may itself behave as
a resource. . . . The traditional separation of the world into organisms and
environment as mutually exclusive classes. .. leaves us with the task of
then connecting them. A more dialectical approach emphasizes the mutual
interpenetration of organism and environment. (In Hahlweg, 1989: 61)

In this case, adaptation does not mean that an organism is adapted to an
external world, but that an organism is able to change its environment to en-
hance its survival. And adaptation does not mean that an organism is able to
reproduce at maximal rate (as implied by the term fitness), but it means that an
organism can survive and self-maintain. “Organisms do not simply correspond
to their surroundings and do not get everything that is ‘out there’ but rather
form their own ‘picture’ of what is around and react adequately, according to
the specific requirement of their lives, i.e. for the sake of survival.” (Wuketits,
2001: 178). Non-adaptationist views, therefore, cannot adhere to a corre-
spondence theory; instead they make use of a coherence theory (Wuketits,
this volume).

Those theories that I characterize as new EE are especially part of a German
tradition: Wuketits (1984, 1990, 1992, 1995, 2001, this volume), Riedl (1984),
Kasper (1984) do not adhere to a universal selectionist account but state that EE
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has to be based upon biological systems theory, where the notion of adaptation,
with its connotations of progress or increase in correspondence needs to be
replaced by the concept of self-regulation, which implies a coherence theory
(Diettrich, this volume; Riegler, this volume; Wuketits, this volume).

Cybernetics models do not fit into to the EEM (form)—EET (function) di-
chotomy either. This is because there is a strong analogy between the products
of the knowledge-mechanisms and the knowledge-mechanisms themselves
(Hahlweg and Hooker, 1989a, 1989b; Hooker, 1989).

Cognition and the cognitive capacities themselves (the form and the func-
tion) are comprehended as a function of active systems which actively interact
with their environment. “Hence, the crucial question is not how animals and
humans have evolved through adaptation to a given environment, but rather
the interactions between organisms and their environment(s).” (Wuketits,
1995: 359).

An EE based upon systems theoretical evolutionary theory, therefore, is not
anti-adaptationist; it is non-adaptationist (Wuketitis 1995: 359-360), because
there is no constant unchanging world out there that an organism is passively
adapted to. The world out there changes constantly by actively engaged or-
ganisms that are busy enhancing their survival.

4. EE AND CULTURE
4.1. Mathematizing Culture?

EE first started the study of culture almost 25 years ago, beginning with the
work of Luca Cavalli-Sforza and Marcus Feldman (1981). Based on mathe-
matical population genetics, they developed a theory of cultural transmission,
the unit of evolution being cultural traits. These cultural traits, they said,
could evolve and often did evolve more in accordance with neutral evolu-
tionary theory (Kimura, 1976). As a result, these investigators used concepts
such as genetic drift, because most cultural traits neither harm nor enhance
the reproductive success of its carriers, rather, they are neutral.

At the same time Charles Lumsden and Edward Wilson (1981) were devel-
oping their theory of gene—culture co-evolution. Again using mathematics to
formalize culture, they stated that human cultural transmission is ultimately
gene—culture transmission (Allot, 1999: 68). They developed the ambitious
idea of tracing development all the way from genes through the mind to cul-
ture, thereby paving the way for epigenetics, sociobiology (Laland et al., 1995;
Day et al., 2003; Ehrlich and Feldman, 2003), and evolutionary psychology
(Cosmides and Tooby, 1994; Barrett et al., 2002). They stated that the unit of
selection and hence the unit of inheritance, was the ‘culturgen’, which included
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artefacts (material remnants, the topic of research of archaeology) and men-
tifacts as they called them, that is, mental ideas or behaviours.

Robert Boyd and Peter Richerson (1985) soon followed their lead, present-
ing a Darwinian theory of the evolution of cultural organisms. Culture, in
their view is described as the transmission from one generation to the next—
through teaching and imitation—of knowledge, values and other factors that
influence behaviour (Allot, 1999: 68). Their dual inheritance theory was based
on the idea that genes and cultures are analogous: both genes and culture are
the sole determinants of behaviour.

Later on memetics was born (Blackmore, 1999), that is, after Richard
Dawkins proposed that as genes are the sole determinants of biological be-
haviour, so memes act as infectious ideas. Ideas, that just like viruses, work
in an epidemiological fashion.

Tim Ingold’s reaction to these theories does not leave much to the imagi-
nation:

Not so much can be said for these models in their present state of de-
velopment, the assumptions on which they rest are either so remote from
reality or so ultimately trivial that they do not so much advance our under-
standing of evolutionary processes as provide an excuse for the exercise of
mathematical ingenuity. (Ingold, 1986: 364)

In other words, these theories mainly got developed by biologists and math-
ematicians who were not schooled in culture, and hence were not sufficiently
acquainted with this subject matter in order to develop adequate models, al-
though their intentions were of course good.

4.2. Post-Modernism?

Anthropology is the discipline that suffers most from post-modern thinking,
and which finds itself most in crisis (Harris, 1995). There is a reason for this:
the subject matter that anthropologists set forth for itself represents the most
complex phenomenon ever encountered throughout history, that is, human
cultures.

The empiricist tradition, described above (2.1.), has its anthropologi-
cal counterpart within cultural anthropology, especially within the Boasian
school (Pinxten, 1999: 5). These anthropologists defended the following po-
sition: given enough observation, a detailed description of the other could be
given, from wherein we could deduce recurrent patterns that, in turn, would
lead to objective knowledge.

The rationalistic tradition has its counterpart in social anthropology,
with the structuralists, the most well-known being Claude-Lévi Strauss,
who wanted to overcome mere observations in order to develop adequate
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theories (Pinxten, 1999: 50-53). These scholars ended up explaining culture
as part of a superorganic structure, again denying the autonomy and, therefore,
agency of the individual and the group.

Both schools regard the researchers as interchangeable. Empiricists regard
researchers as neutral recording devices (Pinxten, 1997: 35), while structural-
ists are privileged because they have a priori knowledge about the world: they
know that it is structured and layered into superorganic, organic and anor-
ganic structural levels. The other is regarded as an object that needs to be
examined.

This objectivistic, naturalistic tendency is rejected by members of the phe-
nomenological, subjectivist school (Pinxten, 1997: 5) who regard their re-
search themes as subjects. These subjects cannot be explained from outside the
cultural system. Rather they need to be explained from within this closed, self-
encapsulating system, using the folk categories of these subjects to explain
how these people intuitively feel their culture (in a hermeneutic einfiihlende
tradition). Hence, the success of participant observation (we learn from them
by becoming one of them), a fieldwork approach first introduced by Ma-
linowski. Hermeneutics also defend the post-modern idea that cultures are
incommensurable, a position that thereby rejects any scientific theory that is
able to compare different cultures, in order to develop a generalized model of
culture (evolutionary or otherwise).

So, basically, until recently only two positions could be taken up by an
anthropologist, interested in culture: an emic position or an efic position
(Lett, 1990: 130-131) which correlate, respectively, with an insider and out-
sider position (a conceptual opposition borrowed from the contrast between
phomemics and phonetics in linguistics). Emic constructs make use of the ter-
minology and perspective of the (native) informants to explain their culture
while efic constructs use the (universalist) terminology and perspective of the
scientific community.

The whole point, however, is that, within both positions only the scientist
decides what (s)he encompasses in his/her theory because only (s)he can
obtain objective knowledge of the other (Pinxten, 1997: 36).

Hermeneutic traditions differ from naturalistic traditions within anthropol-
ogy (Bloch, 1998a: 40—41) because they call into question the possibility of
an anthropology as science altogether. In contrast, naturalists emphasize that
anthropology needs to be reconciled with other scientific endeavours, by the
use of objective, measurable and quantitative fields. In this latter tradition,
Sperber (1998: 16) goes so far as to state that anthropology is not a science: it
does not study something material, it studies meanings and interpretations of
different groups. Rather he views anthropology as an objective, scientific tool
that gives objective concepts from wherein we can explain all of culture while
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these concepts themselves share a form of family resemblance. An example
that he gives is the concept marriage: thereby implying that some relations be-
tween individuals, within all cultures, can be explained as marriage (Sperber,
1998: 21).

Hermeneutics even goes so far as to regard anthropology as a form of
literature: according to Clifford Geertz (1973), for instance, each description
is an interpretation and cultures are just texts that need to be read, thereby doing
what this discipline never intended to do: materializing their subject matters.

Anthropology has always posed this problem for science: by showing us
that everyone is embedded in a cultural matrix of meanings, it makes
clear that all truth, reality, and certainty are local orthodoxies [...]. This
postmodernist movement has embraced this finding and forged it into a
devastating weapon against all efforts to ground theory in empirical data.
(Johnson, 1995: 13)

A third position to take has been developed recently, by Bourdieu (1979)
and Pinxten (1997), called the praxiological position.

It aims at combining the objectivist and the subjectivist approach: the
external knowledge of ‘the other’ is internalized by the researcher and the
introspective knowledge of the researcher is externalized into the subject
of research at the same time. The dialectic between both movements allows
for a full understanding of cultural phenomena. (Pinxten, 1997: 68)

Now here is where EE fits in. This is because of the fact that we need
to look at biological, neurological and cognitive learning theories in order
to understand how external knowledge is internalized and how introspective
knowledge is externalized. Moreover, we need to know how we obtain this
introspective knowledge in the first place, how we are able to explain this in
a meaningful way to others, and how others can understand this knowledge,
ending with general agreed upon knowledge shared by different members of
the same or diverse communities. And here is where embodied, ethnographical
and cognitive sciences fit in (see for instance Ingold, 1986; 2000; 2001; Strauss
and Quinn, 1993; Shore, 1996; Dupré, 2001; Whitehouse, 2001).

4.3. What is Culture About?

Most people not schooled in anthropology still define culture as the higher
arts, or as literature or going to the theatre. Some think of those exotic Pygmies
in Africa or the Maori from New Zealand. But almost nobody thinks of culture
as going out and having a drink with his/her friends, or nipping from a glass
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in a certain way, or looking somebody straight in the eyes or avoiding eye
contact at all times.

Some logicians still find it amazing to hear that people think in contradic-
tory ways, that, for instance, a child knows that people die, but believes that
Santa Claus lives forever. Yet that is what culture is about. Anthropology is not
about distinguishing true from untrue; it is not about finding contradictions or
paradoxes that need to be solved. Rather it is about coming to understand
how and why these people have contradictory ideas. And indeed, these con-
tradictory ideas are starting to get formalized as well: the development
of default logics within artificial intelligence and paraconsistent, inconsis-
tent and adaptive logics within philosophy, are disciplines that look very
promising.

Biologists interested in formalizing culture, analogous to the evolution of
genes, search for the unit(s) of cultural evolution that is (are) passed on from
one generation to the next, and this in a most faithful way. Hence, we encounter
concepts like culturgenes that include artefacts and mentifacts.

Anthropologists have been studying these phenomena for a long time. Cul-
tural materialism (Harris, 1995), a subdiscipline within anthropology, years
ago tried to study culture through the examination of artefacts, and artefacts
here included ideas, that, in good sociological tradition, were ‘materialized’
as part of the superorganic. They developed diffusionistic models in order
to determine how ideas or artefacts came into existence and hence spread
throughout the world. All they discovered was that their models did not work,
because when studying complex phenomena like, for example, cargo cults
(Englund and Leach, 2000; Douglas, 2001), they saw that the Christianity
preached by the missionaries was not learned nor transmitted without being
changed. All they heard was that Jesus was a black man and church rituals
got mixed with voodoo or other local customs. It is difficult to find units of
culture that are transmitted faithfully as genes are passed on faithfully from
one generation to the next.

The same idea, adhered to by a different individual, living in a different
context, a different culture, can get interpreted in a wholly different way (see,
for instance, Dupré, 2001). And again, it is not about right or wrong; it is
about formalizing these kinds of evolution because this is what culture is
about.

Anthropology is about the ‘Benz mammas’ in Africa (Fox and Sannwald,
2003), women referred to in that way because they all drive a Mercedes-
Benz, because they got rich working the land, during and especially after
colonization. In some African cultures, men did not work the land and hence
stayed poor. The implementation of one element, Western capitalism, thereby
changed the social structure from a patriarchy to a matriarchy.
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These are the processes that need to be formalized and beg for a normative
framework, for it is only when we gain more insight into present conditions
that we can know what to look for in the past.

5. EE AND LANGUAGE

It is only recently that EE also began to express an interest in language. In
1866, the Société de linguistique de Paris banned all studies concerning the
origin of language and/or the development of universal languages® (Lock and
Peters, 1999: vii).

Afterwards, Chomsky (1967) came along, saying that language was innate
and uniquely human. Chomsky never denied that language needs to be studied
from within biology, but because of the uniquely human part, it was not useful,
according to him, to study language from within evolutionary biology. As most
philosophers, he defends the idea that humans are qualitatively different from
all other animals, because they have language. Within Western philosophy, as
said, there has always been a group that defended the idea that with language,
humans can come to everlasting truths; it is just a matter of finding the right
structure.

Steven Pinker and Paul Bloom (1990), in their by now famous article in
Behavioural and Brain Sciences, written almost 15 years ago, have as their
main aim synthesizing Chomsky’s ideas with Neo-Darwinian thinking and
modularity theory: natural selection should have evolved a grammar module
or different modules that resulted in language. Natural selection, they say,
designed a human language faculty, a language acquisition device (LAD)
that takes on the form of a grammar module, the latter being the unit of
selection. To be more precise, according to this view, the language module
is the result of different modules and pre-adaptations that did not evolve to
form language, but somehow they did, as the spandrels of San Marco are
the most beautiful attractions, while they were made to support the cathe-
dral’s walls. But how can language be coded for in our genes? Pinker and
Bloom (1990) are not quite clear on this matter. All they say is that language
shows design, and, therefore, it should have and must have evolved by natural
selection.

5 The fact that the society also banned any investigations concerning universal languages is
often ignored in the literature, although it is a rather important piece of information. EE after
all, is the endeavour to extract a formal scientific framework from evolutionary thinking that
can function as a universal (evolutionary) language to explain all phenomena that show signs
of evolution.



22 NATHALIE GONTIER

Two years ago, Hauser et al. (2002) distinguished between the faculty of
language in the broad sense (FLB), and the faculty of language in the nar-
row sense (FLN). They stated that only the FLN is uniquely human, whereas
the mechanisms that underlie the FLB are probably shared with most higher
animals. In their article, they also adhere to a modular view of cognitive evo-
lution, stating that most aspects of the FLLB probably developed in a modular
and highly domain specific fashion, and that humans have the unique capacity
to transcend these modules, because they developed a domain-general system.

And of course there are the works of James Hurford, Michael Studdert-
Kennedy and Chris Knight (Hurford et al., 1998; Knight et al., 2000). The
merit of these people is that they bring together different authors from within
different disciplines that study language, thereby showing how interdisci-
plinary the field of language research is.

The field of language research can, however, still grow bigger, and must be
conceived of not only as an interdisciplinary endeavour but also as a transdis-
ciplinary one, an endeavour that includes physics, for example, and acknowl-
edges the important role philosophy of science in general and specifically EE
can play. For what is the unit and the level of language or cultural (or social)
evolution? Answering this question means bringing EE to bear on these fields.

William Croft (2000) is the first one to actually use one of the proposed
universal schemes put forward by evolutionary epistemologists: he tries to
develop a theory of language evolution and variation, using Hull’s replication—
variation—environmental interaction-scheme. However, he immediately states
that because languages, just as cultures, mingle all the time, e.g., because of
warfare, trade, or culture contact, a plantish approach might better suite the
purpose. Here he is referring to the fact that the evolution of language takes on a
form that is more analogous to plant hybridization, rather than the mere vertical
evolution that is more characteristic of animal (Neo-Darwinian) evolution.

And, indeed, that is what studying language is all about: it is not about
finding an entity that is passed on faithfully from one generation to the next.
Languages are not static entities but change constantly, by the introduction of
new words, through the blending of grammatical structures as a result of cul-
ture and language contact, aspects of language change that have been described
already by sociolinguists. These are the mechanisms that beg for a normative
framework so we can go beyond mere descriptions to find scientific explana-
tions (Gontier, this volume). Again, if only to know what to look for in the past.

6. CONCLUSION

By now, it should be obvious that EE is very important for the study of
language and culture and I would like to end this introduction with a more
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personal note, on how I perceive EE. I regard EE as a positivistic discipline and
as the only possible response to post-modern thinking, for it still adheres to the
idea that science, broadly conceived, ranging from physics, through biology
to the life sciences, can explain, in the long run, complex phenomena such as
life, language and culture. Of course, this endeavour cannot be a one-man job,
inter- and transdisciplinary scholarship has become an absolute necessity.

Up until today, the only theories that are not rejected by the scientific com-
munity are evolutionary theories (which does not mean that they cannot be
subject to revision). That is because evolution is a phenomenon. This is a fact
that shows itself and that allows itself to be proven in so many different ways.

Adherents of EE are, therefore, so bold as to make the ambitious claim that
there is only one phenomenon of which we are certain, evolution, and that it
is only through the study of this phenomenon that we can gain knowledge of
the products of evolution.

This, also, and most importantly, means that it is simply not enough to
study language, culture, the social, knowledge . . . by using or implementing
evolutionary thinking. It, first and foremost, means that the study in itself,
of language and culture, and the methods used for this study, should also be
evolutionized. And, therefore, we need EE desperately: a general framework
based upon evolutionary thinking that is applicable to all domains and products
of this evolution, for this and only this will mark the beginning of a scientific
study of language and culture.

Although the criticisms given here with respect to the fields of philosophy,
physics, biology, anthropology and linguistics might sound harsh, they are
not intended to be fundamentally or merely negative. On the contrary, these
criticisms should be interpreted in the most positive light, because we know
what needs our attention and we know what is going wrong, and, therefore,
we also know how to improve upon the current theories. And, of course, it
will not be easy; we will not be able to formalize complex phenomena such as
culture or language overnight, but let us keep Otto Neurath’s words clearly in
mind, a quote that I would like to introduce as the motto of this book: “/...]
to he who has arrived, no satisfaction can be given, whereas he who is ‘in
progress’ will always be grateful” (Neurath, 1936: 6).
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Abstract

Earlier versions of evolutionary epistemology were based on—or at least strongly informed
by—the adaptationist paradigm. It is for this reason that advocates of evolutionary epistemol-
ogy have been frequently criticized by those who have adopted an organismic perspective in
evolutionary thinking. Evolutionists defending the view that any living system—including all
its characters at the anatomical as well as the behavioral level—can be sufficiently explained
in terms of adaptation, have neglected the (somehow trivial) fact that organisms are active
systems that do not entirely depend on their respective environment(s). Meanwhile, however,
a systems-theoretical approach to understanding living beings and their evolution has made
clear that (1) organisms and their environment(s) have a common history and have not evolved
independent of each other, (2) any living system and its environment(s) are linked together
by a feedback principle, and (3) adaptability is not defined by the environment but the or-
ganism itself. This has serious consequences for evolutionary epistemology. In this paper, I
outline a non-adaptationist version of this epistemology. I also briefly discuss its philosophical
implications. The main focus is the problem of realism.

1. INTRODUCTION: EVOLUTIONARY EPISTEMOLOGY

In his seminal paper published in the first volume of The Philosophy of Karl
Popper—a highlight in the remarkable Schilpp series—Campbell (1974a:
413) states that “an evolutionary epistemology would be at minimum an epis-
temology taking cognizance of and compatible with man's status as a product
of biological and social evolution.” This way he very well characterized the
starting point of this type of epistemology which is firmly based on the idea of
evolution, especially the theory of evolution by natural selection, and which is
part and parcel of the naturalistic turn in philosophy (Callebaut, 1993; Ruse,
1986). Darwin is to be regarded as a forerunner of evolutionary epistemology,
since he made clear that all psychic and mental capacities (including knowl-
edge, thinking, reasoning, language, etc.) in humans are results of evolution by
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natural selection and thus gradually developed from particular cognitive abil-
ities in other animals (for details see Richards, 1987). He paved the way to the
basic assumption of evolutionary epistemology, namely “that knowledge is a
problem in evolutionary biology > (Plotkin, 1987: 297). As Campbell (1974a)
shows, evolutionary epistemology has a long tradition among naturalists and
philosophers—Herbert Spencer, Thomas H. Huxley, Ernst Haeckel, Ernst
Mach and Ludwig Boltzmann are the most prominent examples—(see also
Wuketits, 1990), but has been considered a heresy by advocates of traditional
(idealistic) philosophies. In the meantime, not much has changed in this re-
spect, and there are still philosophers who disregard or oppose to evolutionary
epistemology or even feel taken aback by the mere idea that (human) mental
life could be described and explained in terms of evolution. (The position of
evolutionary epistemology in philosophy is outlined by Gontier, this volume.)

The purpose of the present paper is not to defend evolutionary epistemology
against old-fashioned philosophers who notoriously dislike evolution and do
not feel comfortable with the compelling conclusion that “if you take Darwin
seriously [ ...] the special status of Homo sapiens is gone forever ” ( Ruse,
1986: 104). I rather want to point out that there are different versions of evolu-
tionary epistemology and to present some arguments for a non-adaptationist
approach.

However, we can formulate some basic tenets that generally underlie the
evolutionary conception of cognition and knowledge:

* Living systems are information processing systems. Information processing
increases an organism’s fitness and can be explained in Darwinian terms (=
evolution by natural selection).

* Animals are equipped with sense organs and a nervous system (or similar
structures) that produce particular world pictures.

¢ The sum-total of information-gaining and information-processing organs,
the ratiomorphic apparatus, functions in a way similar to a calculation ma-
chine; it is analogous to, but not identical with (human) rational knowledge
processing.

¢ Cognitive evolution may be understood as a cycle of experience and expec-
tation. An individual organism’s (ratiomorphic, preconscious) expectation
(belief) is based on mechanisms that have been stabilized in the course of
evolution by experiences made by many individuals of the respective species
over many generations.

¢ The evolutionary description and explanation of cognition in general can
also be applied to specific human cognitive capacities including scientific
knowledge.

Regarding this last tenet a distinction has been made between two programs
of evolutionary epistemology (see Bradie, 1986; Oeser, 1987, 1997): The



THE NON-ADAPTATIONIST APPROACH 35

evolutionary epistemology of mechanism (EEM, which deals with the bio-
logical mechanisms of cognitive systems in humans and non-human animals
[natural history of cognition]) and the evolutionary epistemology of theories
(EET, which means the attempt to describe and to explain ideas and scientific
theories in terms of evolution). I am not going to pursue this distinction further
here, however, I think that the non-adaptationist view to be presented can be
applied to both programs of evolutionary epistemology.

2. THE ADAPTATIONIST APPROACH IN
EVOLUTIONARY EPISTEMOLOGY

In his Behind the Mirror, Konrad Lorenz said that “what we experienceis [ . .. ]
a real image of reality—albeit an extremely simple one, only just sufficing for
our own practical purposes” (Lorenz, 1977: 7). More then three decades
earlier, in his classical paper on evolutionary epistemology, he had written
that “just as the hoof of the horse is adapted to the ground of the steppe which
it copes with, so our central nervous apparatus for organizing the image of
the world is adapted to the real world with which man has to cope” (Lorenz,
1941 [1982: 124]). This statement clearly reflects an adaptationist explanation
of cognition and knowledge which dominated evolutionary epistemology for
some time. Thus, for instance, Vollmer (1975, 1984) stated that our sense
organs fif their environment, and, as [ have to admit, initially I also believed
that our cognitive apparatus represents reality (Wuketits, 1984). Like other
advocates of evolutionary epistemology in the German speaking countries,
I was very much attracted by Goethe’s words: “Were the eye not attuned to
the Sun, / the Sun could never be seen by it.” In the meantime, however—
Goethe’s genius notwithstanding— I have adopted a more sophisticated view
of cognition and knowledge; at least, I hope so.

In fact, one is easily tempted by adaptationism and its application to the
(evolutionary) study of cognition and knowledge. One of the standard argu-
ments of evolutionary biologists in the tradition of synthetic theory is that
natural selection favors those organisms that are comparatively well adapted
to their environment. Huxley (1958: 2) wrote: “All evolution takes place in
relation to the environment, including the biological environment, and its
changes. There is a universal process of adaptation.” According to such ar-
guments, epistemologically relevant statements have been developed. Thus,
Simpson (1963: 98) bluntly stated: “Our perceptions do give true, even though
not complete, representations of the outer world because that was and is a bi-
ological necessity, built into us by natural selection. If it were not so, we would
not be here.” Hence, the adaptationist version of evolutionary epistemology
includes at least two basic assumptions:
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¢ The perceiving apparatus of any organism is adapted to the outer world with
which the organism has to cope.

¢ What an organism perceives is a true, but simplified picture or representation
of (parts of) the outer world.

Sure, advocates of the adaptationist version of evolutionary epistemology
have never thought that we humans—or other kinds of living beings—get a
complete image of their respective outer world and have not been naive realists.
However, what they have maintained is that any organism’s perception obeys,
so to speak, to what really exists in the surroundings to which the perceiving
apparatus is after all adapted. So, Simpson (1963: 98) could explicitly state:
“The monkey who did not have a realistic perception of the tree branch it
Jjumped for was soon a dead monkey—and, therefore, did not become one
of our ancestors.”

This seems plausible. What could be wrong about it?

3. THE NON-ADAPTATIONIST APPROACH IN
EVOLUTIONARY EPISTEMOLOGY

With respect to the adaptationist version of evolutionary epistemology, Lewon-
tin (1982: 169) critically remarked that their advocates have failed “fo under-
stand how much of what is ‘out there’ is the product of what is ‘in here’.”
(Out there—in an animal’s surroundings, in here—in an animal’s perceiving
apparatus.) Likewise, other authors (Gutmann and Weingarten, 1990) argued
that a new organismic view is needed in (evolutionary) epistemology for the
theorem of adaptation is unacceptable and invalid. These two examples stand
here for a bundle of arguments that can be found in literature against the
adaptationist approach in evolutionary epistemology.

Let us consider, for a moment, the following problem: How does a rabbit
perceive a dog? From a naive point of view we might think that the rabbit sees
the dog the same way we humans do or that it has a true picture of dogs. We
of course do not know how a rabbit actually perceives a dog—for, after all, we
do not know how it is to be a rabbit,!—but even if the rabbit recognizes just a
moving black spot of any significant size it seems to know what to do. Rabbits
and canids (also including foxes, wolves and jackals) are connected by a long
common evolutionary history, and many millions of rabbits have made the
experience that what looks like a canid is something dangerous so that only
running fast helps survival. To perceive a dog (a fox, a wolf, a jackal) for a

! T am obviously drawing here an analogy to Nagels’s well known essay “What Is It Like to Be
a Bat” (Nagel, 1974).
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rabbit means that there is a kind of negative feedback, a program in its brain
telling escape! The rabbit is not simply adapted to its world (that includes
dangerous predators), but is able to develop a particular scheme of reaction
to different objects in its environment.

Here we have to keep in mind that many traditional biological conceptions
somehow give the impression that organisms are passive objects shaped by
their surroundings. In its hard-core version, the synthetic theory of evolution
is an adaptationist program that conceives of organisms as objects exclusively
influenced and formed by external selection.

3.1. Organisms as Active Systems: Internal Factors in Evolution

On the other hand, it seems quite trivial that living beings are anything else
but passive. They run, fly, swim, dig, build nests and so on and so forth. They
are not just influenced by their respective environment(s), but they themselves
have a significant effect upon their surroundings. “Organisms are”, as Weiss
(1969: 362) put it, “not puppets operated by environmental strings.” Or, as
Bertalanffy (1952: 129) said: “A living organism is a hierarchical order of
open systems which maintains itself'in the exchange of components by virtue
of its system conditions.” Thus, in a nutshell, organisms are not determined
by their environment(s).

For this reason, many biologists—and philosophers of biology—have
claimed that what is needed is an organism-centered view describing and
explaining the important (active) role of organisms in their own develop-
ment and evolution. “Organisms inherit a body form and a style of embryonic
development; these impose constraints upon future change and adaptation.
In many cases, evolutionary pathways reflect inherited patterns more than
current environmental demands” (Gould, 1983: 156).

Organisms are complex and highly organized systems that contain an
enormous number of interacting elements at different levels of their orga-
nization:

Viewed at any level, from organ and tissue down to cell and component
molecules, the organism is a highly ordered system. This is true both of
structures and of processes. The macroscopic organs and their functions
fit together. Similarly the basic structures, such as the chromosomes, form
a coherent pattern and undergo collective motions and transformations
displaying a high degree of spatial and temporal coordination. This coor-
dination is pervasive at all levels. The ultra-structure of the living cell is
an intricate differentiated network undergoing global pulsations and trans-
formations under some law of ordering which preserves the unity of the
system. (Whyte, 1965: 19)
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A systemic or systems-theoretical approach to evolution (see, e.g., Riedl,
1977; Wagner, 1985; Wuketits, 1988) takes cognizance of this inner order
of living beings and stresses the importance of internal selection. There is
of course nothing mystical about this type of selection, and it must not be
confused with life forces assumed by vitalists (é/an vital and things like that).
As hierarchically organized open systems living beings consist of parts that
are mutually linked together by feedback loops and regulatory principles.
Any organism is a multilevel system; not only its parts or elements determine
the whole system, but the organism vice versa determines and constrains the
structure of its parts in what Campbell (1974b) called downward causation.
Hence, there is a constant flux of cause and effect in two directions. Internal
selection, then, means that the construction or Bauplan of an organism con-
strains its own evolution and adaptation. Adaptation can be regarded as an
external affair, so to speak, but adaptability is defined by the organism itself.

Besides, as any biologist will admit, there are—anatomical, behavioral—
traits in many species that can hardly be explained as adaptations, this is to
say characters not built by selection for their current roles but evolved for
other usages. Examples are given by Gould and Vrba (1982) who introduced
the term exaptation for such phenomena. In short, environmental selection
and adaptation are crucial in evolution, but they are not everything! Sure,
“[...] adaptationist storytelling continues to be a powerful method for the
discovery of important facts about living organisms” (Williams, 1996: 19),
but we should not ignore other stories that might be powerful as well.

It is obviously not well known that Darwin himself argued along similar
lines and was not at all a strict selectionist and adaptationist (see Wuketits,
2000a). Consider the following passage in the Origin:

Naturalists continuously refer to external conditions, such as climate, food,
etc., as the only possible source of variation. In one limited sense [ . . . ] this
may be true; but it is preposterous to attribute to mere external conditions,
the structure, for instance, of the woodpecker, with its feet, tail, back, and
tongue, so admirably adapted to catch insects under the back of trees.
(Darwin, 1958: 28)

Since living systems are not puppets operated by environmental strings,
we also have to state that their respective cognitive apparatus is not a passive
organ simply waiting for impressions they get from outside. Thus, we attain
a non-adaptationist view of cognition and knowledge and a non-adaptationist
version of evolutionary epistemology (see also Wuketits, 1989, 1990, 1997,
2000b) which is mainly based on the following assumptions:

(1) Cognition is the function of active bio-systems and not of blind machines
that just respond to the outer world.
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(2) Cognition is not a reaction to the outer world but results from complex
interactions between the organism and its surroundings.

(3) Cognition is not a linear process of step-by-step accumulation of infor-
mation but a complex process of continuous error elimination.

Needless to say that the last point strongly resembles Popper’s views of
evolutionary epistemology and scientific methodology. In fact, Popper is to
be regarded as one of the founders of evolutionary epistemology and advanced
the selective elimination model (see Campbell, 1974a).

3.2. Coherence

Yet, in our everyday life—and according to our common sense—it seems
plausible that our perceiving apparatus, and the perceiving apparatus of other
animals as well, corresponds to the outer world. From our everyday perspective
stones are really stones, trees are really trees, wine-glasses are really wine-
glasses and so on and so forth. Well, but what else should these objects be,
if not stones, trees, wine-glasses, etc.? This, however, is not the point. In our
everyday life we may believe that all (perceived) things are as they appear
to be. What counts is that our perceptions help us to survive. (Remember
the rabbit perceiving a dog.) Thus, at the epistemological level the notion of
correspondence has to be replaced by the notion of coherence.

But epistemology is supported by evolution and evolutionary biology. The
central problem is survival. Thus, “/...] reality rests ultimately on a sense
of coherence and success—consiliences, and the like, really do work™ (Ruse,
1986: 191). In other words:

Evolutionary epistemology pictures the intellect as pre-adapted to the real-
ity with which it must cope. This is no mysterious acausal process. Rather
it is just that many causal chains leading to general forms of knowledge
are terminated before the individual is born. Causal forces, acting on a
genetic level, render knowledge which is individually a priori empirically
respectable. Selective pressures produce . . . a “benign inner environment”.
One, that is, appropriate to the external world which edits (by death and
failure to reproduce) the range of permissible representations and disposi-
tions. (Clark, 1983: 28-29)

The notion pre-adapted might be misleading, but what is meant here gen-
erally is that for any organism’s ultimate goal is genetic survival, the organism
has to generate a life-supporting view of the world it lives in. “Sight of prey or
sound of predator must be suitably processed or interpreted to result in use of
teeth or use of feet accordingly.” (Clark, 1986: 151). Similarly, Popper (1972:
145) already argued that:
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[Sense organs] incorporate . . . theory-like expectations. Sense organs, such
as the eye, are prepared to react to certain selected environmental events—
to those events which they ‘expect’, and only to those events. Like theories
(and prejudices) they will in general be blind to others: to those which
they do not understand, which they cannot interpret (because they do not
correspond to any specific problem which the organism is trying to solve).

Thus, Simpson’s monkey is not forced to reflect upon something like a
tree branch-in-itself, but it has to conceive of the tree branch in a life pre-
serving way. Anyway, monkeys are not compelled to solve any philosophical
problem, however, as arboreal animals they must react adequately to trees
and their branches. To give another, somehow drastic example, the idea that
sitting on a (hot) stove can cause a nice orgasm will not at all help survival,
but lead just to the opposite (and the awaited orgasm will of course never
come). We have good reasons to believe that all animals—if there were any—
that created this idea are no longer around. They were eliminated by natural
selection.

The notion of coherence of course does not mean that organisms are au-
tonomous beings and totally independent of their environment(s). Sure, each
species has its own way of living and, thus, its own mode of perceiving and
coping with its external world. This was already pointed out by Uexkiill (1928)
who postulated that each species lives in—and shows its—own ambient. The
mode of its perceiving the outer world is determined by its specific type of
organization. Compare, for instance, the organization of sea urchins, bats, and
dogs. An example to which evolutionary epistemologists frequently refer is
a tick’s perception of mammals. Ticks are quite unpleasant, blood-sucking
parasites that also attack humans (and can cause serious diseases). How does
a tick know, so to speak, whether an object is a suitable host? From the point of
view of a tick, a mammal is essentially characterized by a body temperature of
approximately 37°C and the odor of butyric acid emanated by any mammalian
species. In other words, the perceiving apparatus of a tick reduces mammals
to only two characteristics. Imagine a zoology student who does not know
more about mammals! But the tick studies mammals only for its own specific
purpose, and its knowledge that a host shows these two characteristics is most
sufficient for the sake of survival. At the same time, a tick’s organization does
not allow much more.

Organization, however, generally requires coherence, that means, all parts
of any living system—at its different levels—must be linked together in a
somehow harmonious way (see above). Certainly, this organism’s coherence,
as manifested in anatomical composition as well as in functional properties
(including cognitive capacities), is connected with the requirements of the
respective external world with which the organism builds a feedback cycle (see
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also Riedl, 1987; Wuketits, 1990). A non-adaptationist approach to evolution
and cognition, then, of course should not be confused with an antiadaptationist
view.

All this brings us now to one of the most serious and venerable philosophical
problems.

4. REALITY AND REALISM

“In daily life”, said Russell (1967: 1), “we assume as certain many things
which, on a closer scrutiny, are found to be so full of apparent contradictions
that only a great amount of thought enables us to know what it is that we really
may believe.”

The problem of reality has concerned—and divided—philosophers for
many centuries. What is reality? Is there something like ultimate reality? How
real is what appears to be real? Do we, after all, live in a world of illusions?
This is not the place to discuss realism in its many aspects and ramifications
(see on this, e.g., Oeser, 1988b; Putnam, 1987). Rather, a solution of the prob-
lem of reality from the point of view of the non-adaptationist approach in
evolutionary epistemology is attempted (see also Wuketits, 2000a, 2000b).
However, what follows cannot be more than a brief outline of such a solution.

From what I already said we can conclude that organisms do not simply get
a picture of (parts of) the world, but rather develop a particular way to react
to what is happening outside. Whenever an organism perceives something, it
immediately interprets what it perceives (sees, hears, smells, etc.). My notion
of reality and realism is a functional one, and this means that when for example
we humans perceive any object, we do so since all objects—as far as they can
be perceived by us at all—show certain properties or have certain functions
for us. This resembles Oeser’s notion of functional coherence (Oeser, 1988a).

The supposed correspondence or congruence between the objective world
and a perceiving subject

object & subject
has to be replaced by a broader view expressing the close phylogenetic rela-
tions between object and subject and showing that they interact and are parts
of one reality:

[object <> subject].

However, different animals are endowed with different sense-organs or, as is
the case in protozoans, particular organelles that perform similar functions at
a lower level (a famous example is the paramecium and its avoiding reaction).

But even among the members of one and the same species, the perceiving
apparatus can be developed in different ways. Let us take, for example, color
vision and remember that many humans are red—green color-blind (see, e.g.,
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Dennett, 1991). Red and green are properties that for those people have no
meaning or, at least, are not the same as for other people. And we should also
keep in mind that many animals—among them our pets, cats and dogs—are
not equipped with color vision at all. The question: Is the world perceived
by a ‘normal’ (not color-blind) human being truer than the world perceived
by color-blind people or dogs, cats, etc.? does not make much sense. For
what counts is survival, and nothing more. There are different types of eyes
or, more generally, photoreceptors, and, therefore, various ways to perceive
different objects of the world. None of them is better than others, and none
of them offers the very truth about this world. What counts is that its mode
of perceiving (parts of) the world helps the respective organism to solve, for
survival’s sake, its problems.

Thus, again, it is not necessary that the perceived objects in here correspond
to the objects out there.

Sjolander (1995) uses the following metaphor which is quite accurate in this
context. In an orchestra, the players (as active organisms) are playing according
to given notes (inputs from the sense-organs). Although the musicians pay
attention to the notes they are not acting like puppets operated by the music
book. Their playing is a self-governing activity, not created by the notes. The
notes even do not give sufficient information about how to make music. To
complete this metaphor with regard to the above example, we can say that like
any successful musician who is able to find his/her own style of playing music
(and not just to read notes), any successful rabbit has found its way to escape
from dogs (and not just learned to recognize dogs and to obtain a realistic
perception of these predators).

From the point of view of survival, some of our conceptions of the outer
world are simply better than others although they do not necessarily tell us
something about reality as it actually is. This has some—astonishing (?)—
implications for philosophy of science. As Ruse (1989: 193) puts it:

We believe that 2 + 2 = 4, not because it is a reflection of absolute reality,
or because some of our ancestors made a pact to believe in it, but because
those proto-humans who believed in 2 4+ 2 = 4, rather than 2 4+ 2 = 5, sur-
vived and reproduced, and those who did not, did not. Today, it is these same
selectively produced techniques and rules which govern the production of
science [ ... ] Although science reaches up into the highest dimensions of
culture, its feet remain firmly noted in evolutionary biology.

And so do, as I should like to add, all the other of our feet. We humans
are realists in a most specific sense. Even the belief in a kind of absolute or
ultimate reality—whatever this is supposed to be—is part of our nature and,
under particular circumstances, might help us to survive. However, such a
belief does not tell us anything #rue about the supposed ultimate reality.
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In the tradition of Western philosophy we are accustomed to believe that
there are knowledge systems which are somehow superior to anything else
that evolution has brought forth and are even free, so to speak, from any
biological imperative (survival!). An example for such systems is logic, a
system of propositions and of their use in argumentation. However, as Cooper
(2001) shows, from an evolutionary point of view logic is not purely analytic
but empirical, and not absolutely valid but only relative to specific population
processes. In other words, it has not its ‘own reality’ but is influenced by
evolutionary constraints.

This view of reality has at least two important—philosophical,
epistemological—implications. First, organisms do not simply get a picture of
(parts of) reality, but develop, as was already hinted at, a particular scheme of
reaction. In the moment an organism perceives an object of whatever kind—
and even if it just imagines that it has perceived a particular object—it imme-
diately begins to interpret this object in order to react properly to it.

Second, the notion of a world-in-itself becomes obsolete or at least redun-
dant. What counts for any organism is that it copes with its own world properly.
A tick will never have our knowledge capacities, but it kznows as much of its
own world as we do about ours.

Living systems are cognitive, learning systems (Lorenz, 1977). If this is
true—and there is no evidence that it is not true—then “[ . . . | because, within
given environmental limits, they perfectly know how to transform external
[...] information into coherent internal structures” (Heschl, 1997: 112).
Maybe they do not know perfectly, but they usually know how to transform
the information in order to survive. Some do not know, but they do not play
any role in the stream of life.

Does, then, evolutionary epistemology in its non-adaptationist version sup-
port constructivism? In a way it does. (See on this Diettrich, 2003, this volume;
Irrgang, 2001; Riegler, this volume). We have to recognize that cognition is
not just a process of reconstruction (of what is out there), but that it always
includes construction (by means of what is in here). However, advocates of
what is called radical constructivism will hardly find support by this version
of evolutionary epistemology. For what counts is, again, survival, and any
organism that would totally neglect the outer world and rely exclusively on
its own constructions would not survive. Simpson’s monkey is not forced to
know what a tree branch is after all, but it is definitely forced to recognize that
there is something out there which does not exist only in its own imagination.

It is understandable that a philosopher whose thinking is deeply rooted in
(some kinds of) idealism and who, therefore, tends to believe in an absolute
reality will be disappointed by the approach presented here. But time has come
to squarely face the ultimate consequences of evolutionary thinking and thus
to realize that our images of reality rest on life and survival. There are no first
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principles on which we could rely; we have only our own experiences in our
lives that, however, are based on experiences of millions of generations who
lived before us—and survived because they did not get it entirely wrong. After
all, the belief in any kind of external reality has most probably been adaptive
and helped survival (Stewart-Williams, 2003).

5. CONCLUSION

From this rather sketchy treatment of some aspects of evolutionary episte-
mology and its non-adaptationist approach we can derive at least four general
conclusions that are of great importance for philosophy. In fact, they contradict
some long-standing traditions in Western philosophy.

First, the notion of idea in the sense of Plato—Plato’s essentialism—has
become definitely obsolete. No one who takes evolution and, consequently,
evolutionary epistemology really seriously, can believe that there is some-
thing like essence beyond each object of this world. Evolutionary thinking
contradicts essentialism or typological thinking for the latter “is unable to
accommodate variation” (Mayr, 2000: 82). And what is most important in
evolution, is variation, and not a fixed type.

Second, notions of the absolute—absolute knowledge, absolute truth, etc.—
have to be abandoned. In particular, the lasting attraction of (absolute) truth
becomes apparent even in the work of philosophers like Popper, an anti-
essentialist whom evolutionary epistemology owes a lot. However, when Sir
Karl pointed to an ever-better approximation (of theories) to truth (Popper,
1972), what else did he keep in mind if not the idea that there is something
like the truth-in-itself (?). But, to put it bluntly, let us forget about it. Truth
has much to do with evolutionary fitness. It is a typically human construction
and has the function to give us some security in a generally insecure and
unpredictable universe.

Third, there is no need for the beliefin the unknowable—and thus no need to
assume the existence of an unknowable world-in-itself. If we take evolutionary
epistemology really seriously—and here it even does not matter, whether we
take an adaptationist or a non-adaptationist stance—then it is quite obvious
that a notion to which an organism cannot refer in its real life is useless.

Forth and finally, the belief in absolute values has to be dismissed. Humans
act in—and according to—changing environments, values are their own con-
structions and nothing a priori given. Values change as our living conditions
change. Values are useful in any given context of human social life, but not
outside of any contexts. Yet as the contexts change, values are relative, if not
biologically, then with regard to changing social and cultural requirements.
But this is already another topic (evolutionary ethics).
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Abstract

I identify two similarities between evolutionary epistemology (EE) and radical constructivism
(RC): (1) They were founded primarily by biologists and (2) their respective claims can be
related to Kant. Despite this fact there seems to be an abyss between them. I present an attempt
to reconcile this gap and characterize EE as the approach that focuses on external behaviour,
while RC emphasizes the perspective from within. The central concept of hypothetical realism
is criticized as unnecessarily narrowing down the scope of EE. Finally, methodological and
philosophical conclusions are drawn.

1. INTRODUCTION

In 1912, philosopher Bertrand Russell wrote: “There is no logical impossibility
in the supposition that the whole of life is a dream, in which we ourselves
create all the objects that come before us. But although this is not logically
impossible, there is no reason whatever to suppose that it is true” (Russell,
1912: 35). Almost 90 years later, neurophysiologist Rudolfo Llinas seemed
to contradict Russell’s view. He argued that the mind is primarily a self-
activating system, “one whose organization is geared toward the generation
of intrinsic images” (Llinas, 2001: 57) and this makes us “dreaming machines
that construct virtual models” (Llinas, 2001: 94).

In some sense these statements could be considered the respective epistemo-
logical mottos of evolutionary epistemology (EE)! and radical constructivism

! In the present context EE refers to evolutionary epistemology of mechanisms rather than
evolutionary epistemology of theories—the classical distinction proposed by Michael Bradie
(1986).
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(RC).? The former focuses on the observation of external entities, the latter
concentrates on system-internal mechanisms (including an account for the
activity of observing).

The paper starts with the observation that both disciplines are mainly sup-
ported by biologists and based on insights from ethology, biological morphol-
ogy, neurophysiology and evolutionary theory. Despite the common roots (or
because of them?) their mutual relationship seems to be dominated by ani-
mosities. I will outline the basic ideas that define (and separate) EE and RC
in order to provide some answers to the question which of them is the ‘cor-
rect’ perspective. Steps towards a reconciling view have been taken by other
authors, for example by Franz Wuketits (1992) and Sverre Sjolander (1997),
whose respective interpretations of RC from an EE point of view seem to
make the discrepancies disappear. However, there are reasons to assume that
their understanding of RC is biased by their support for EE. Therefore, I will
attempt a re-interpretation of one of the central notions of EE, hypothetical
realism, from a RC perspective in order to assess their respective scientific
value (and compatibility) for understanding cognitive systems.

Based on the analysis my conclusions will be twofold. From a methodolog-
ical point of view, it appears possible to bridge the abyss between RC and
EE. From a philosophical-linguistic perspective, however, they do not explain
cognition equally well.

2. HOW TO APPROACH COGNITION

How can we account for cognition? As living beings we perceive a ‘reality’ full
of different modalities and engage in a variety of actions. These impressions
and experiences do not seem to come in chaotic disorder. Using our cognitive
abilities, we make sense of the world. We can identify objects and distinguish
them from one another. Also, we can manipulate entities in our reality, thus
changing their configuration to meet our needs. All this seems rather self-
evident and trivial to us. However, we did not possess this range of faculties at
the time of our birth. Hence, there is an ongoing (and actually never-ending)
process of cognitive development, which makes us what we are.

Similar observations apply to other biological entities, i.e., animals, as
well. From their display of non-random behaviour we conclude—either as
animal owner or professional ethologist—that they too do not just experience
a chaotic disorder of colour and noise. Quite on the contrary, some reveal re-
markable capabilities. However, there are differences. For example, it is hard

2 Including Maturana’s Biology of Cognition (e.g., Maturana, 1970; see also below) and Foer-
ster’s Second Order Cybernetics (e.g., Foerster, 1974).
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to attribute human language capabilities to (most of) animals, and probably
all fail to solve mathematical equations. Despite the gradual difference be-
tween humans and dogs, between cats and amoebas, one thing they all have
in common is the ability to cope with their environment using their cognitive
abilities. The complexity of ognition,’ e.g., measured in terms of behavioural
repertoire, is different for different individuals: There is a large-scale between
zero cognition (non-living matter) and human-like cognition. If we trust in
the idea of biological evolution (rather than creation) we have to ask for the
mechanisms that have evolved the wide range of different cognitive apparatus
over time.

Both EE and RC set out to provide a naturalized account for cognition, and
both refer to biology as the starting point of their consideration. Constructivist
Heinz von Foerster (1984: 258), for example, prophesies that “in the last
quarter of [the 20" ] century biologists will force a revision of the basic notions
that govern science itself.””” Evolutionary epistemologist Wuketits claims that
biological evolution can be extended far beyond its original scope: “Since
the human mind is a product of evolution—any opposite view such as that of
classical dualism means a kind of ‘obscurantism " —the evolutionary approach
can be extended to the products of mind, that is to say to epistemic activities
such as science” (Wuketits, 1984: 8).

Therefore, EE and RC could be labelled competitive research programmes
for studying the phenomenon of cognition. In a nutshell, the research pro-
gramme of EE is intended to understand the evolution of cognition. It is based
on a ‘life is cognition’ conception. Cognition is considered the result of exoge-
nous factors such as evolution and environmental influences. In other words,
EE is concerned about the observation of systems in order to derive insights
about the observed systems.

While the constructivist programme, too, favours a ‘life is cognition’ ap-
proach, it differs significantly from EE by drawing attention to the process of
observing rather than putting up with the observed. It contends that the real
world consists of what matters instead of saying it consists of matter. Hum-
berto Maturana (1978: 31) wrapped this starting point into his well-known
statement “Everything said is said by an observer.” In other words, RC is the
concept that individuals construct* their own realities whereby the observation

It is important to note the difference between cognition and intelligence: Cognition is defined
as the process of living, i.e., the interaction between an organism and its environment with
relevance to the maintenance of itself. Intelligence, on the other hand, is considered as the
capability of rational problem-solving (the domain in which artificial intelligence systems
are supposed to excel).

The term construction refers to the process by which complex structures are assembled from
building blocks. RC assumes that there are generally applicable construction rules which are
independent from the ontological nature of both the atomic components and the assembled
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process cannot be separated from the observer. As a result, it emphasizes the
internal perspective rather than the output point of view an observer is neces-
sarily focussed on.

Let us have a closer look at both disciplines.

2.1. Evolutionary Epistemology

EE starts from the understanding that studying the evolution of the cognitive
capacities of biological systems leads to an understanding of its functions,
i.e., the cognitive processes that are responsible for the gain in knowledge
an organism uses to survive in a dynamic world. Basic to its definition are
early works such as Konrad Lorenz (1941/1982), Donald Campbell (1974),
Gerhard Vollmer (1975/1987) and Rupert Riedl (1979/1984). It presents itself
as a natural history or biology of cognition.

The evolutionists’ approach is based on theories of evolution of behaviour
in which cognitive processes play an important role. Such a Darwinian episte-
mology (Wuketits, 1991) starts from the paradigm of natural selection, which
was traditionally been inseparably connected to the concept of adaptation.
The emphasis on adaptation as an inevitable reaction process to a changing
environment, including all structures and functions of the selective units, has
been severely criticized for the conception that organisms passively react to
their environments. This view goes back to Lorenz’s 1941 publication where
he wrote that the horse’s hoof is a representation (4bbild)’ of the steppe, the
body form of the dolphin is the incarnation of knowledge about laws of hy-
drodynamics in water, etc.® Although the adaptive element of the evolution of
cognition remains a key part of the evolutionary approach, its theoretical sta-
tus has changed in the direction of a less restrictive interpretation. Eve-Marie
Engels (1989) suggests refraining from adaptationism as the foundation for

complex structure, respectively. From a realist perspective cognitive representations are con-
structed out of objective facts, whereas constructivists maintain that representations are
constructed out of simpler cognitive components.

Space does not allow for a more detailed discussion of the (problematic) notion of represen-
tation. The classical referential theory of representation assumes a homomorphic mapping
from structures of a mind-independent reality onto structures of the cognitive apparatus, i.e.,
subjectively experienced reality W is a function of the ‘outer’ reality R, W = f(R). How-
ever, this naive conception has been attacked by many authors (for details, see Riegler et al.,
1999).

“QOur categories and forms of perception, fixed prior to individual experience, are adapted
to the external world for exactly the same reasons as the hoof of the horse is already adapted
to the ground of the steppe before the horse is born and the fin of the fish is adapted to the
water before the fish hatches” (Lorenz, 1941/1982: 124—125). Lorenz (1973/1977: 23) states
that “an image of the material world is built up within the organism [...] a photographic
negative of reality. ..”

[
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an evolutionary explanation of cognition. She argues in favour of a broader
view on evolution within which organisms are interpreted as active systems,
which do not just represent or reconstruct an external reality by applying their
cognitive apparatus. So while adaptationism plays an important role in evo-
lution, it is no longer considered to explain everything. Lorenz’s example of
the hoof depicting the hard steppe it runs on is valid as long as it is regarded
a metaphor of the fact that the horse, by developing hoofs, has solved the
problem of how to cope with the steppe (Oeser, 1987). Similarly, it does not
make sense to claim that birds fly ‘better’ than bats or insects.

So why not extend the notion of cognition to cover more than just the
adaptive side of behaviour? Several authors emphasized the tight relationship
between life and cognition, and agree to this simple equation Life = Cognition,
which puts the accent on the inseparable linkage between cognition and life.
“Living systems are cognitive systems, and living as a process is a process
of cognition”, wrote Humberto Maturana and Francisco Varela (1980: 13).
Adolf Heschl (1990: 18) claimed that both terms ... are revealed as truly
synonymous notions”. To view life itself as a knowledge-gaining process’
is not only useful for metaphorical reasons, but has its merits in directing
attention to the understanding of cognition as a bio-function which is necessary
to guarantee, or even improve, the fitness of living systems. In other words,
the prototypical form of knowledge is knowing how to stay alive (cf. Stewart,
1991, 1996).

2.2. Radical Constructivism

In contrast to the environmentally oriented view described in the previous
section, the constructivist perspective emphasizes the autonomous role of
the cognitive system. By proposing a non-adaptationist view, it suggests that
the output of cognition is mainly a function of the cognitive system itself,
especially of its self-organizing and constructive activities. Here, the active
role of the organism is stressed, and the direction of causation has been reversed
in favour of a subject-centred perspective: the organism itself influences its
environment.

Putting the stress on being the discipline that sees things from within, RC
expresses the insight that experiences are all we have to work with, that out
of experiences we construct what appears to us as ‘world’, and that “we can-
not transcend the horizon of our experiences” (Riegler, 2001b: 1). A way to
understand the constructive elements included in cognitive phenomena is illu-
minated by cognitive constructivism, a programme that is strongly intertwined

7 Cf. also Lorenz’s well known dictum “Life itself is a process of acquiring knowledge.”
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with the work of Jean Piaget’s genetic epistemology (e.g., Piaget, 1937/1954).
This psycho-ontogenetic position contributes to the synthesis of self-
organizing and adapting elements in the course of the individual’s cognitive
life by introducing the concepts of assimilation and accommodation as func-
tional conditions for the cognitive process. It stresses the importance of the
cognitive development of human beings, i.e., the ontogenetic evolution. Cog-
nition must not be seen as static ability but rather as a dynamic process that
has its origin in the sensorimotor stage of early childhood. Following Piaget’s
insights, Ernst von Glasersfeld (1991) claims that knowledge is not passively
received but actively built up by the cognizing subject. Furthermore the func-
tion of cognition is adaptive; it serves the organization of the experiential
world, not the discovery of ontological reality.

Maturana and Varela (1980) have developed their constructivist theory by
taking for granted that living systems are cognitive systems defined by their
self-referring organization. Being organizationally closed these systems are
autonomous.® In other words, RC draws attention to the point that cognition
in general and knowledge about the ‘world’ in particular must not be viewed
as a mapping of features of an external world but rather as the ability to act
appropriately in the environment.

3. COMPARING EE AND RC

As we have seen above, both disciplines set out to provide a naturalized
account of cognition, and both refer to biology as the starting point of their
consideration. Further similarities can also be detected among their respective
proponents as well as their philosophical heritage.

3.1. The Proponents

In 1957, Foerster founded an interdisciplinary laboratory at the University of
[llinois. Inspired by the emerging discipline of cybernetics in the late 1940s
and early 1950s he called it the Biological Computing Lab (Miiller, 2000). As
the subtitle of their annual transactions (Pias, 2003) announced, cyberneticians
focussed on circular-causal and feedback mechanisms iz biological and social
systems. Another proponent of RC, Maturana, made a career in neurophysiol-
ogy where he first investigated the eye—brain connection in frogs (Lettvin et al.,
1959). Later his attempts failed to investigate whether the spectral composition

8 For an application of closure to cultural contexts, see Liane Gabora (2000).
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of colours correlates with the activities in the retina of pigeons. What he found
instead was that the activity of the retina can be connected to the names of
colours, which are considered to be rough indicators of how colours are subjec-
tively experienced (Maturanaet al., 1968). Maturana’s astonishing conclusions
were that the objective of his research had turned to comparing “the activity
of the nervous system with the activity of the nervous system” rather than with
an external reality (quoted in Poérksen, 2004: 61). The theoretical framework
he developed from his experimental research is called Biology of Cognition
(Maturana, 1970). Finally, Gerhard Roth’s constructivism (e.g., Roth, 1994)
arrives from the perspective of ‘cognitive neurobiology’. Starting from neu-
rophysiological insights, his goal was to formulate rules for the construction
of reality in the brain.

In the EE camp, Lorenz was a famous ethnologist, whose groundbreaking
studies of the behaviour of geese made him world-famous (e.g., Lorenz and
Tinbergen, 1939). In 1973, he won the Nobel Prize for his studies of human and
animal behaviour. In particular, Lorenz investigated imprinting and instinct
behaviour of animals, the release mechanism that responds to key stimuli,
fixed action patterns which serve as the foundation of the study of animal
behaviour, as well as the phylogenetic development of innate behaviour.The
starting point for his student, marine biologist Riedl was morphology, which
deals with the forms and shapes of organisms or parts thereof. Soon he turned
to his second passion, the biological-philosophical roots of knowledge, in
particular to the study of homologies, which explains the structural similarity
between different species in terms of shared ancestry. His 1979 book carries
the name Biology of Knowledge, in which he argues in favour of evolution
as a knowledge-acquiring process propelled by adaptation through which the
laws of nature can be extracted. It is interesting to note the apparent similarity
between Maturana’s and Riedl’s book. The former, however, refers to the
dynamical process of cognition, the latter to the static quality of knowledge.

The observations presented in this section suggest that RC proponents have
developed a preference for looking at the mechanisms inside systems, i.e., they
are interested in the inner perspective. In contrast, supporters of EE empha-
size observing behavioural patterns, i.e., they are interested in the outside
view. They observe behaviour and postulate a link between their rule-like
behaviour and general laws of cognition and (phylogenetic) knowledge ac-
quisition. Whether being ethologists or morphologists, the focus of attention
is the output of the observed system, which they map onto their own expe-
riential network. Behaviours are anthropomorphically attributed (Sjolander,



54 ALEXANDER RIEGLER

1997).° However, an observer is not necessarily embodied in the world of the
observed animal (Nagel, 1974; Riegler, 2002). Rather she interprets its be-
haviour within her own referential system of understanding. This reminds us
to Richard Feynman’s (1985) cargo cult science criticism, an analogy where
islanders tried to replicate the shape of Western technology (an airport) with
wooden models simply because primitive mechanical models were their refer-
ential system, the only one they had access to. Consequently, the inner working
of a genuine airport completely escaped their intellectual capacities. For EE
this means that even if we had the intellectual capacity to make inferences
from the appearance to the inner working, we would face a huge number of
possible mappings from observational data onto the model. There is a sheer
astronomical number of ways to explain data points (McAllister, 2003). Facing
this intellectual problem, all we can do is trivialize complex systems (Foerster,
1972). That is, we reduce the degrees of freedom of a given complex entity to
behave like a trivial machine, i.e., an automaton that maps input directly on
output without recurring to internal states.

Ultimately, the gap between EE and RC can be considered a typical instan-
tiation of what Valentin Braitenberg (1984) called the law of uphill analysis
and downhill synthesis with EE trying to analyze (the complexity of) ob-
served systems and RC synthesizing their complex psychological behaviour
in terms of simple rules at a low level. Even though ‘non-armchair’ radical
constructivists such as Maturana and Roth started as observing biologists (like
many proponents in the EE camp), they later turned their attention to the in-
dividual’s input perspective. As mentioned above, in Maturana’s concept of
autopoiesis!’ the crucial aspect is that of self-reference: Not the output de-
fines autopoietic (i.e., living) systems. Rather they perform a certain output
in order to control their input state such as state of hunger, and other crucial
parameters (cf. also Porr and Worgoétter, 2005). Therefore, modelling living
systems—as a procedure to trivialize complex systems in the above sense—
must be considered as turning autopoietic machines into allopoietic ones, i.e.,
as opening their fundamental closure with respect to the modeller. Maturana
notes that

9 Cf. also Foerster (1970, 2003: 169) who characterized “anthropomorphizations” as “pro-
Jecting the image of ourselves into things or functions of things in the outside world .

10 According to Maturana (1970, 1974, 1978, 1988; Maturana and Varela, 1980), autopoietic
systems are a subset of self-organizing systems that obey the following criteria: (1) The
components of autopoietic systems take part in the recursive production of the network of
production of components that produced those components. (2) An entity exists in the space
within which the components exist by determining the topology of the network of processes.
A system that does not fulfil these criteria is called allopoietic, e.g., machines that serve a
different purpose than maintaining their own organization.
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[...]an observer may treat an autopoietic system as if it were an allopoietic
one by considering the perturbing agent as input and the changes that
the organism undergoes while maintaining its autopoiesis as output. This
treatment, however, disregards the organization that defines the organism
as a unity by putting it in a context in which a part of it can be defined
as an allopoietic subsystem by specifying in it input and output relations.
(Maturana, 1974: 468)

We have to conclude that observed behaviour, i.e., a protocol of inputs and
outputs, cannot capture the essence of a living organism.

3.2. The Heritage of Immanuel Kant?

Itis interesting that both EE and RC can also be traced back to Immanuel Kant.
Lorenz (1941/1982) naturalized Immanuel Kant’s (1781) a priori of space
and time, which Kant regarded indispensable for understanding raw sensory
experience, and re-interpreted them as phylogenetically acquired categories.
According to Lorenz, EE is the world of the paramecium and “barbarian
seal hunters” (see below). The evolutionarily acquired Denk- und Anschau-
ungsformen do not distort our view on reality in itself but rather deliver a true
albeit simplified picture.

We have developed ‘organs’ only for those aspects of reality of which, in
the interest of survival, it was imperative for our species to take account, so
that selection pressure produced this particular cognitive apparatus. .. [W]e
must assume that reality [das An-sich-Bestehende] also has many other
aspects which are not vital for us, barbaric seal hunters that we are, to know,
and for which we have no ‘organ’, because we have not been compelled in
the course of our evolution to develop means of adapting to them. (Lorenz,
1973/1977: 7)

He called these inborn structures innate teaching mechanisms [Angeborene
Lehrmeister]: “These mechanisms also meet the Kantian definition of a priori:
they were there before all learning, and must be there in order for learning
to be possible” (Lorenz, 1973, 1977: 89). Following Egon Brunswick (1955),
Riedl (1979) speaks of the ratiomorphic apparatus. That is, human beings
feature a system of innate forms of ideations that allows the anticipation
of space, time, comparability, causality, finality, and a form of subjective
probability or propensity (Riedl et al., 1992). In this sense, from the per-
spective of EE biological insights support the Kantian a priori of individual
cognition.

For RC, Kant’s Copernican Turn can be identified as a motivational
stepping-stone. Kant (1781: Bxvi) argued that so far “it has been assumed that



56 ALEXANDER RIEGLER

all our knowledge must conform to objects”—an approach that he regarded a
failure. Instead he proposed a ‘Copernican Turn’, according to which “objects
must conform to our knowledge” (ibid.) (rather than the other way around),
thus radically dismissing any form of determinism of the cognizing individual
through the outside reality (see also Bettoni, 1997). In order to implement the
Copernican Turn we refer to what Foerster called the principle of undifferenti-
ated encoding. It was first formulated in the late 19th century and applies ubiq-
uitously in the nervous system: “The response of a nerve cell does not encode
the physical nature of the agents that caused its response. Encoded is only ‘how
much’ at this point on my body, but not ‘what’” (Foerster, 1973: 214-215).
Maturana and Varela enlarged this argument to what they call the organiza-
tional closure of the nervous system, which is “a closed network of interacting
neurons such that any change in the state of relative activity of a collection of
neurons leads to a change in the state of relative activity of other or the same
collection of neurons” (Winograd and Flores, 1986: 42). Therefore, the cogni-
tive apparatus necessarily constructs its reality and the entities it is populated
with in the first place. Perturbations from the outside may, at best, modulate
the dynamical construction process of the cognitive apparatus but not deter-
mine it. There is no purpose attached to this dynamics, no goals imposed from
the outside relative to the cognitive apparatus. In other words, the cognitive
apparatus predetermines what to perceive thus implementing Kant’s Coper-
nican Turn: Objects conform to the cognitive apparatus. Its dynamics follows
the constructivist-anticipatory principle (Riegler, 1994): The mind constructs
cognitive structures in the first place and seeks occasionally to validate them
through sensory input. Riegler (2001a) compares this with a relay race where
the runners focus on their running except for the short moments of coordi-
nation when they pass the baton on to the next runner. One could describe
the moments of coordination as checkpoints (Riegler, 1994) where the runner
verifies that he is still on track such that the race can go on with the subsequent
team member. Oliver Sacks’s (1995) example of a blind man demonstrates that
humans rely on such relay race-like cognitive strategies. The man recognized
things by feeling their surface in a particular order. When walking through a
familiar place he did not get lost because he relied on a certain sequence of
tactile impressions he would encounter. This applies to visual perception as
well. For Kevin O’Regan and Alva Noé (2001) seeing is knowing sensorimotor
dependencies, and the brain is a device to extract algebraic structures between
perception and action (rather than from the world). All these constructivist
concepts support the Kantian idea of the mind commanding reality.

3.3. The Controversy

Sadly though, despite their identical starting points and goals EE and RC
do not go well together. Glasersfeld (1985), for example, points out that one
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of EE’s central notion, adaptation, even in the weaker sense as described
above, is meaningless. For him, Popper’s (1963) rejection of instrumentalism
(a cornerstone of RC) on the basis of its inability fo account for the pure
scientist s interest in truth and falsity is unacceptable polemics. Riedl, on the
other hand, is eager to dismiss RC as a solipsistic school. In his favourite
thought experiment the sudden appearance of a rhino at a congress of con-
structivists teaches them that reality does exist. His aversion to the construc-
tivist worldview springs from Lorenz’ motto “7o believe plain nonsense is
a privilege of the human being” (quoted in Riedl, 1979: 34). It expresses
the conviction that organisms that do not ‘believe’ in a mind-independent
reality will be eradicated by natural selection (see also Wuketits, 1992).
The problem of nonsense constructions will be addressed in the following
section.

One of the major obstacles to overcome the (often polemic) controversies
between EE and RC is the former’s clinging to sypothetical realism. Although
proponents of EE admit that “realism involves presumptions going beyond the
data” (Campbell, 1974: 449), they cannot help but claim that it not only exists
but that it can also be known: “/W]hat an organism construct must, one
way or another, correspond to some aspects of reality ...” (Wuketits, 1992:
158).

4. HYPOTHETICAL REALISM FROM A RADICAL
CONSTRUCTIVIST PERSPECTIVE

For Vollmer (1987), Russell’s 1912 quote (as mention at the beginning of the
introduction) was a motivation to compile a list of 13 arguments in support of
EE’s reality postulate. The first of these arguments he called the psychological
evidence. 1t is this evidence that continuously convinces us of the factual
existence of a mind-independent reality based on our commonsense reasoning.
He refers to Russell’s notion of instinctive belief. 1t is caused by experiences
of resistance or pain, but also by the fact that other people talk about things
out there with the same matter of course as we do—or at least as Vollmer
does.

Let us have a closer look at this ‘experience of resistance’. One does not
need to recur to Riedl’s colourful rhino thought experiment, simple questions
of'the sort “Does this table her in front of me exist?” or “Surely, you still believe
that when the door is closed you cannot walk through it don’t you?” seem to
be powerful enough to refute RC. What, for example, prevents the reader from
constructing the fact of reading this article in this very moment and flying over
the Grand Canyon an instant later? Obviously there must be limits to how the
cognitive apparatus constructs reality otherwise RC would render irrelevant.
It is of crucial importance to not let an adverb sneak in: Constructing our own
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world must not be equated with arbitrarily constructing our own world. So
how to keep the adverb out?

Experiences are made subsequently. As such, they are connected with each
other in a historical manner and form a network of hierarchical interdepen-
dencies (Riegler, 2001b). The components of such a network are, therefore,
mutually dependent; removing one component may change the context of an-
other component. In this sense they impose constraints on each other, very
much like the constraints-analogy provided above. By car, you can reach only
those points which are connected to the road network, by foot, all the points
in between can be accessed as long as they are within walking distance. Each
means of transportation restricts the availability of reachable destinations.
Free arbitrariness is not possible since different means of transportation have
different degrees of flexibility and speed. Similarly, the construction network
of the mind is also necessarily non-arbitrary. It follows the canalizations that
result from the mutual interdependencies among constructive components.
Once a certain path is taken with regard to relating components to each other
in a particular manner, the mind uses previous constructions as building blocks
for further constructions.

Likewise, the ‘reality’ of a door and the experience of bumping into it are
mental constructs that are mutually dependent. On a meta-level, we can reflect
on the components of the compound constructions and do as if we could deal
with each component separately, or change the features of isolated entities as
if those features would not depend on other elements.

Sometimes, however, there are cases in which we can deliberately change
the mutual relationship among constructions to different degrees. Boicho
Kokinov (1997: 3) hints at this fact by discussing various steps of accessibility.

At the lowest end a memory trace could be completely inaccessible (neither
consciously, nor unconsciously) at a particular moment, then it could be
only unconsciously (implicitly) available (demonstrated by priming effects,
but failing to be recognised in an explicit memory task, for example), then
it could be consciously available (demonstrated by a standard recall or
recognition task), and finally the very fact of existence of the memory
trace might be consciously available (demonstrated in a meta-cognitive
‘feeling of knowing’ experiment).

So certain classes of constructions seem reversible to some degree. Mathe-
matical problems, for example, can get suddenly solved after a mind-relaxing
night. Problems regarding the construction of social relationships may already
take longer. They sometimes need therapy, e.g., Paul Watzlawick’s family ther-
apy (Watzlawick et al., 1974), which tries to reframe a habitual situation to
make participants recognize solutions.
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Only for constructs with an even longer history and/or bigger number of mu-
tually dependent components we can expect even more insuperable obstacles
in somebody’s attempt to change them, such as our idea of doors and bumping
into them. An indication that parts of our memory are no longer accessible by
conscious (and verbal) thought is provided by the results of Gabrielle Sim-
cock and Harlene Hayne (2002) on the puzzle of childhood amnesia, i.e., the
phenomenon that we forget about our earliest childhood experiences up to the
age of 3. The authors were researching very early verbal memories and found
that children can only describe events from early childhood using the limited
language they knew at the time. Their ability to remember exceeded their
ability to talk about the experimental device that magically shrinks toys—an
event spectacular enough to be remembered. One year after their first con-
tact with the machine, the children still displayed the non-verbal procedural
knowledge to shrink a toy. However, when trying to recall their memories they
were unable to use newly acquired words that were by now part of their every-
day vocabulary. Their verbal descriptions of the event were “frozen in time,
reflecting their verbal skill at the time of encoding, rather than at the time of
the test” (Simcock and Hayne, 2002: 229). Therefore, cognitive development
seems to resemble a ratchet (see Riegler, 2001a) in that once the individual
starts to reason in language it cannot reach back to unconscious procedural
memories.'!

What are the implications for the argument against hypothetical realism?
If humans cannot translate their preverbal memories into language, how can
basic sensorimotor constructs made in that early period be reasoned about
and claimed to be part of a mind-independent reality? As Siegfried Schmidt
(quoted in Porksen, 2004: 134) put it, “For if [ want to know whether this table
exists, there already has to be a table in my experiential reality I can deal with.
The question of whether this table exists or not is an assertion that neither
adds to, nor subtracts from, existence.” That we can isolate the concept of
table from its defining (dynamical-operational) context—to abstract from its
embeddedness (Riegler, 2002)—is a remarkable feat of language only, yet it
does not make sense on the level of experiences (Riegler, 2005).

The conclusion from this section is straightforward. The argument that
we have to assume a mind-independent reality in order to account for
cognition—based on the claim that purported real things resist our ac-
tions and thoughts—is rejected. It rests on the incorrect premises that
linguistic-philosophical reasoning (let alone common-sense ‘talking about”)
could reach down to very early (sensorimotor) experiences and assess them
appropriately.

' This indicates also that constructions are not necessarily linguistic by nature.
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5. CONCLUSION

So which perspective is the ‘correct’ one? If following the arguments in the
previous section we have to drop the idea of hypothetical realism; speaking
of adaptation as the source of cognitive knowledge acquisition does not make
sense. The EE literature often quotes Simpson (1963) argument “The mon-
key that had no realistic perception of the branch he was jumping for was
soon a dead monkey—and did not belong to our ancestors” (Sjolander, 1997:
596) as an illustration of how important the a priori ontology of a mind-
independent reality is. Vollmer (1987: 36) quotes Max Planck according to
whom the scientist has to assume the existence (“als vorhanden annehmen”)
of the appearances and laws which she is searching for. Vollmer, of course,
meant to refer to real things, to real branches, etc. However, from a cogni-
tive point of view the existence of branches is uninteresting. Rather, what
ought to be the focus of interest are questions such as “How did the monkey
learn to grasp in the right moment?” Consequently, Planck’s statement is to
be interpreted in a quite different sense. (1) As cognitive scientists we do not
search for real branches—that is left to botanists. Rather we want to learn
about cognitive mechanisms. (2) The German expression ‘vorkanden sein’
used by Planck relates to the aspect of manipulation (Latin ‘manus’ = hand)
rather than to ontological statements. Knowledge, therefore, is knowledge
about change and transformation rather than about static things and relation-
ships (operative rather than figurative knowledge in the sense of Piaget; cf.
also O’Regan and Noé, 2001). On which assumptions does such knowledge
rest?

It seems that we have to agree with the conclusions of Engels (1999).
Traditional problems of philosophy cannot be solved by biology. Out of ne-
cessity biology has always to start with the assumption of a reality populated
by animals. Since biology always makes existential claims in the first place
every attempt to prove the existence of an external mind-independent real-
ity including the existence of other subjects renders necessarily circular. In
mathematical-formal systems, where the truth of a proposition is proven by
establishing a link of deductive sets between the set of axioms and the proposi-
tion in question, you cannot prove the validity of the axioms within the system
either. For the validity of propositions within a formal system it is entirely
irrelevant whether its axioms are true within a broader encompassing system.

Furthermore, does not restricting itself to experience rather than letting
a mind-independent reality be the (easy) arbiter of hypotheses and theories
severely limit the range of applications of RC? I maintain that, quite on the
contrary, RC has a broader scope than EE. By putting the emphasis on ob-
serving systems rather than on observed systems (Foerster, 1984), RC not
only includes observed systems but also attempts to account for observing.
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Consequently, it demands from science to develop a theory of the observer:
“Since it is only living organisms which would qualify as being observers, it
appears that this task falls to the biologist. But he himself is a living being,
which means that in his theory he has not only to account for himself, but also
Jfor his writing this theory” (Foerster, 1984: 258). While EE is at the mercy of its
own a priori settings regarding the threat of self-contradiction and circularity
(as it tries to explain its own axioms, i.e., the biological a priori of cognition),
the biological roots of RC are but a basin of its argumentative attractor. For
example, the principle of undifferentiated encoding of nervous signals result-
ing in cognitive closure does not rest on the assumption of a (hypothetical)
realism: Whether or not we assume the reality of undifferentiated encoding in
the nervous system we cannot escape the fact that it is organizationally closed.
Hence it is impossible to speak about reality. It is a Wittgenstein ladder lead-
ing to the insight that the purported mind-independence of reality cannot be
considered an axiom. As Glasersfeld (1995) pointed out we cannot verify our
belief in a mind-independent reality if all the means we have to validate it are
the senses through which we gathered the sensor data on which the belief rests.
This situation compares to being prosecutor and judge at the same time: It
renders independent validation impossible. Therefore, we not only have to put
up with experiences as the sole point of reference; we also have to re-consider
the nature of ‘reality’as useful everyday construction at best. In other words,
RC does not ask the question of EE: “What are the Kantian a priori?” Instead,
constructivists stress the fact that we can never know anything about the thing
in itself, das Ding an sich (Sj6lander, 1993; Riegler, 2001b).

The arguments brought forth in this paper suggest two solutions for the
RC versus EE dilemma. First, from a modelling perspective a collaboration
between EE and RC appears possible. Ontogenetic aspects of cognition can be
modelled by applying ideas of constructivism, which underlines the organi-
zational closure of cognitive systems. This means that the cognitive apparatus
deals exclusively with its own states. Only through a transduction shell, which
works independently of the cognitive apparatus, sensor inputs to internal are
mapped onto states, and which are mapped back to outputs. Phylogenetic as-
pects are modelled along evolutionary theories and follow insights from EE.
This means that a population of organizationally closed agents starts with
phylogenetically inherited cognitive structures representing innate anschau-
ungsformen (Riegler, 1994). This implements Lorenz’s lehrmeister.

On a philosophical level, however, the mutual rejection in spite of com-
mon grounds could also be interpreted as a paradigmatic example of Josef
Mitterer’s (2001) treatise on dualistic ways of (scientific and philosophical)
knowledge acquisition. Dualistic approaches, being the prevailing scientific
orientation, are based on the distinction between description and object, and
their argumentation is directed towards the object of thought. Mitterer’s thesis
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says: The dualistic method of searching for truth is but an argumentative tech-
nique that can turn any arbitrary opinion either true or false. Epistemological
paradigms become visible in hindsight: Another university, other teachers
and an evolutionary epistemologist would have become a radical construc-
tivist, and the other way around. For example, Lorenz’s statement (quoted
after Sjolander, 1997: 595), “we only perceive the world indirectly, i.e., what [
see, hear, touch or smell is a world created—constructed—within my brain, it
is by no means a picture of the world as it actually is” could have been written
by a radical constructivist as well.

In conclusion, the main difference between EE and RC is the respective
setting. For EE living systems are defined over their output. The basic
assumption of EE is a world populated with entities, i.e., a world that consists
of matter. The RC perspective, however, suggests that for living organisms
the output is just a means to control their input. They act in order to keep input
states in equilibrium. Therefore, for a living being the world consist of what
matters. This does not mean that according to RC “the world is exclusively
in the mind/head” because this reproach assumes a world that consists of
matter, including heads. Despite forgoing this assumption in RC, there is no
arbitrariness of world construction. It is prevented by mutual dependencies
among construction elements rather than through an alleged external reality.
Furthermore, RC interprets the basic assumption of EE as part of the organ-
ism’s strategy to keep its input stable. In order to regulate the input through its
outputs the organism introduces a causal chain carried by hypothetical entities
in its environment through which its input is ultimately affected. EE remains
on the level of the description of this causal chain and considers it the reality
whereas RC regards it a reality. Therefore, the EE perspective is a subset
of RC.
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Abstract

It is shown that the laws of nature providing us with cognitive survival competence are not
objective properties of the world, rather they depend on the previously acquired phenotype
in the same sense as the acting competence of organisms depends on the previously acquired
organic phenotype. For example: the law of energy-conservation can be derived from the ho-
mogeneity of time. But homogeneity in time is defined by how our internal clock (which is
part of our phenotype) is constructed. Cognitive evolution is subject to the boundary condi-
tion that will result in a world view (i.e. physics) that has to be invariant under all we do
within this world-view. As locomotion is the oldest and most important capability of our
ancestors our world view must be invariant first of all under locomotion, i.e. it has to be
Galilei-invariant.

Emmy Noether has shown that this is sufficient to derive the 10 conservation laws of classical
mechanics. The other so-called laws of nature are defined as invariants of physical measure-
ments. Therefore, cognitive evolution itself has brought about what we call the laws of nature
and, therefore, cannot be subject to these laws as advocated by Campbell.

1. INTRODUCTION

Itis an old understanding in evolutionary sciences that our cognitive phenotype
evolves in similar ways as the organic phenotype does. Both are subject to
boundary conditions based on the structure of an independent outside world.
The central terms are adaptation to and selection by the environment. How the
process of adaptation acts in the case of the organic phenotype is described
by the theory of Darwin: the central topic is blind variation and selection. The
cognitive analogue is described by Campbell’s natural selection epistemology
(1974), saying that the development of human knowledge is driven by a process
analogous to biological natural selection in the sense that the possible fit
between our theories on the world and the world itself can be seen as a process
of trial and error.
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Buttrial and erroris a little bit too simple an explanation for complex matters
such as the organic or the cognitive phenotype. First of all, the environment
is not that dominant as people usually think. The selection pressure which a
certain habitat will exert on an organism living there does not only depend on
the structure of the habitat. It depends on the structure of the organism itself
as well. Horses and snakes, for example, though they may have developed
in exactly the same physical environment, have entirely different organs of
locomotion which have no structural element in common (Diettrich, 1989:
22). And, accordingly, entirely different will be the selective pressure they
have to meet. Horses (among others) have to improve the elasticity of their
limbs and the strength of their muscles. Snakes have to improve the surface
friction of their skin.

That evolution is not exclusively a matter of assimilation according to the
selection pressure was already pointed out by Waddington (1959: 1636):

Animals are usually surrounded by a much wider range of environmental
conditions than they are willing to inhabit. They live in a highly heteroge-
neous ‘ambience’, from which they themselves select the particular habitat
in which their life will be passed. Thus the animal by its behaviour con-
tributes in a most important way to determining the nature and intensity
of selective pressures which will be exerted on it. Natural selection is very
far from being an external force, as the conventional view might lead us to
believe.

So we can say: further evolution depends on previous evolution. Riedl
(1975) speaks in terms of the ‘genetic burden’ which a species has to consider
when further to evolve. We can generalise this; problems (such as locomotion
on steppe-like landscapes) do not determine the methods of their solution—
or, what is the same: many different organic phenotypes can live in the same
habitat. They all have brought about different solutions, so to speak. The
opposite inference cannot be made either. We cannot derive from a ‘solution’
the kind of problem for which it was made, nor can we see for what purpose a
technique an organ is to be used (before we have seen it)—particularly not if
there is more than one possibility. A bird’s bill for example could be suitable
for picking corn, cracking nuts, fighting or climbing. In the organic area there
seems to be no relation between problem and solution. The consequence is
that organic evolution has no specific focus towards which all species will
converge, the ‘pride of creation’ so to say.

Here we come to a massive conflict with cognitive evolution. According
to common understanding cognitive evolution (insofar as it aims at master-
ing the physical environment) is confronted only with the structure of nature
represented by the laws of nature. Generally speaking: the better the cogni-
tive phenotype is, the better it will recognise and interpret the laws of nature.
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Transferring what we said on organic evolution to cognitive evolution would
mean that there is no link between the theories we construct to master the
world and the structure of the world to be mastered. i.e., we had to admit
that epistemic evolution does not necessarily progresses towards a goal, to-
wards a definitive set of natural laws (towards ‘truth’ or towards a ‘theory of
everything’ (Barrow, 1990), the ‘pride of science’ so to speak). Indeed, this
would be hard to accept. We may admit that theories are not pictures of the
world in the sense of downright realism, but we firmly believe that theories on
nature have to meet requirements which are defined exclusively by the outside
world so that living in an entirely different world (a la Leibniz) would require
entirely different theories. Indeed, most scientists would flatly reject the idea
that there is no link between the world and our theories we use to master the
world (i.e. between problem and a solution). This—so they fear—would lead
directly into the ‘everything goes’ trap.

This classical view is based on the assumption that our perceptions can
contribute to mastering nature only if they are correlated to nature either
structurally (depicting realism) or functionally (constructivism). Therefore,
in either case, it holds that our perceptions and the theories we derive from
them are statements on the world in the sense we just mentioned.

This is equivalent with the view that there is a clear distinction between
perception and action. By means of perception, we generate knowledge and
theories on a predefined outside world, and by means of action, we operate on
just this world and because of this change it. This view, however, is difficult
to hold in physics (particularly in quantum mechanics) where measuring (i.e.
perceiving) is itself a kind of acting. Measuring is carried out by measuring
devices acting as operators on the objects in question. Measuring results, i.e.
the structures we ‘see’, are defined as invariants of the measurement operators.
This means that there is no essential difference between acting in the literal
sense and acting by means of measurement operators. It was a far reaching
decision of physicists to accept, as far as possible, objects, features or other
theoretical terms only if they can be defined by means of a measurement
process. This was triggered by painful experimental evidence showing that
the usual proto-physical definitions of theoretical terms by means of common
sense may not be suitable to describe subatomic or relativistic systems. The-
oretical terms have to be defined more precisely, and this can be achieved by
means of measurement devices. This is called the operational definition of
theoretical terms.

Objects are defined by their properties and properties are defined as in-
variants of measuring operators. So, objects too are defined by means of
operators. As we can neither measure a property nor act upon the object in
question without the preceding application of defining operations (i.e. defin-
ing the properties which characterise the object in question), we can conclude
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that all we see and do is a matter of interaction between three different kinds
of operators: defining, measuring and acting operators. In other words, what
a perception is going to tell us, or what an acting will bring about depends on
how the object perceived is defined.

2. THE RELATIONSHIP BETWEEN ACTION, PERCEPTION
AND DEFINITION

The concepts of action, perception and definition need some elaboration before
we fully can understand them. Acting (be it acting by ourselves or acting
by other subjects or systems) means everything which modifies perceptions.
Acting can be acting in the literal sense such as modifying a physical object
and by this changing what we see of the object as well as acting by means
of our locomotion limbs and by this changing the perceptions concerned due
to perspective phenomena. The only direct access we have to objects are
perceptions. Then we can use the notion of operators acting on perceptions
and transforming them into other perceptions. For saying so it is not necessary
to declare that perceptions are perceptions of something or that perceptions
would tell us something about matters which exist independent from our
perceiving them. The only important matter is the interaction between action
and perception. To explain this in more detail we will apply a formalism here
which is quite similar to what is used in quantum mechanics:

@, x be normalised vectors in Hilbertspace and represent perceptions.
O, P be Hermitian operators in Hilbert space and represent operators acting
on perceptions.

A (i =1,2,...) be the (real) eigenvalues of Hermitian operators.

Let us consider all the perceptions ¢; (i =0, 1, 2, ...) which are invariant
under the action of an operator O:

Op; = i (1)

We will call a subset of eigenvectors ¢; of O the O-representation if any
perception i can be described as a linear combination of the ¢;

V=7 a9 )

Our saying is that ¢ is defined by O.

Formula (1) can also be read in another way: if the ¢; are defined by another
operator, say N, which commutes with O (i.e. ON = NO, or, what is synonym,
which are commensurable with O), then (1) represents a measurement process
and the A; are the possible measurement results. This relationship is symmet-
ric. Both O and N can be defining or measuring ‘operators’, respectively. In the
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O-representation we can measure by means of N, and in the N-representation
we can measure by means of O.

If N and O do not commute (NO # ON), then N will transform a perception
(which is eigenvector ¢; of O) either into another eigenvector ¢ of O or into a
perception x which is no longer an eigenvector of O at all. In this case we will
call N an acting operator rather than a measuring operator. The same applies
for the opposite direction. So, we come to the

Operator’s lemma: whether an operator can be used for measurement or
for action depends on whether it will commute with the operator defining the
object in question or not.

To make this point clearer let as pose the question as to whether our walking
limbs are acting or measuring operators.

In a 3D world furnished with objects which are defined as invariants of
spatial transformation, locomotion is a measurement process (when walking
around an object the various views perceived will inform us on the object’s
shape, i.e., we will ‘measure’ the shape). For someone who sees the world in
two dimensions (i.e. for someone who does not know perspective phenomena),
however, locomotion is a (remote) acting operator because it modifies the
shapes concerned. What does that mean?

To see the world in three dimensions allows us to distinguish between the
(visible) reduction of size due to physical compression and that due to enlarged
distance. But we cannot say that our space of visual perception is 3D because
the world itselfis 3D in character, and that 2D-apes which do not see the world
in three dimensions were unable to jump from tree to tree, and, therefore, could
not belong to our ancestors as Konrad Lorenz (1941) argued. It is easy to show
that appropriate and successful survival strategies could well be based on 2D
or 4D perception spaces, independent from how many degrees of freedom are
actually available.

With a 2D perception we would not know perspective phenomena. Things
are small or things are big, but they don not seem to be small because they
are more distant and they would not seem to be big because they are nearer.
Distance to the observer belongs to the third dimension which is excluded
here. But objects, nevertheless, would shrink in size if we use our legs to go
backwards and they would enlarge their size if we go forward. So, with a 2D
perception we would come to a world view according to which not only our
hands and mechanical tools can modify objects but also our legs. So walking
limbs were acting operators. This must not lead to the conflict mentioned by
Lorenz. With such a perception, an ape may well be able to jump from branch
to branch. The only thing he has to learn is that he has to grasp the branch
envisaged just when its size and position achieved certain typical values. If
the perceived size of a branch will have doubled after three steps, the ape must
know that he will arrive at it after another three steps and then has to grasp. If
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he has learnt to do so he may well survive in forests and an external observer
would not find any difference between the moving strategies of such an ape
and those based on a 3D perception. So, whether walking is a measuring or
an acting operator depends on whether the objects in question are defined as
invariants of 3D or 2D transformations. It is evident that physical theories
based on an inborn 2D world view where objects could be ‘deformed’ not
only by means of our hands but also by means of remote forces brought about
by our walking or jumping legs would have no similarities with the theories
we are used to use. Such a world view—and this is the point—must not be
less successful than ours is. Also organic organisms can be seen as an answer
to the question of how to survive in a given habitat. Many different organisms
can live together, which shows that they all are well prepared to survive.

We can explain the relation between two and three dimensions with an-
other example: Let us imagine locally fixed plants that have eyes and can see
and which may have acquired a 2D perception. They would tell you that they
have smaller and bigger companions. For us, this would be due to different
distances, but not for these plants. As soon, however, as they learn to com-
municate and would tell each other what they see, they would find out that
what is small to one observer, might well be big to another one. After some
perplexity they may construct a theory of relativity of size, saying that size is
nothing absolute but depends on the relative position of observers—difficult
to understand for someone who is used to live in a 2D perceptional space. Ex-
actly the same happened to physicists when empirical evidence forced them
to construct the theory of special relativity saying that time intervals are noth-
ing absolute but depend on the relative motion of the observer—difficult to
understand for someone who is used to live in a Newtonian world. (By the
way, this analogy can be extended: the (relativistic) limitation of all speeds in
the 3D case (v < ¢) corresponds to the limitation of all lengths in the 2D case,
as these can be defined only by means of the aperture o < 180).

That certain modifications of visual perceptions can be interpreted as a
perspective (or geometrical) phenomenon or as a phenomenon of explicit
physical action, is well known from another case in physics: the orbits of
planets could be considered as the effect of explicit gravitational forces (the
physical solution) as well as the curved geodetic lines within a 4D space (the
geometrical solution as proposed by the theory of general relativity).

As all this is just a different interpretation of the same observations we
can neither come to a decision on empirical grounds nor was adaptation or
selection relevant when cognitive evolution of primates had to decide whether
to see the visual world in two or three dimensions. In other words, perceptional
spaces and systems of categories are purely descriptional systems which may
tell us something on how we see the world but nothing about the world itself.
So they cannot be the outcome of adaptation to the world. From this it follows
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that our epistemology cannot be a natural (i.e. external) selection epistemology
as advocated by Campbell.

But, could it not be possible that our epistemology is an internal selection
epistemology, i.e. that certain elements of our epistemology are easier to
realise by our cognitive phenotype than others and, therefore, are selected
in the course of our cognitive evolution? The spatial shape of objects we
describe in 3D perception, for example, is something nobody has ever seen.
All we see are 2D projections on the retina of our eyes. The spatial character
of perceived objects is a cognitive artefact which requires a lot of internal
arithmetical efforts to be realised. In 2D perception, however, things are as
they appear. So, from the mathematical point of view, two dimensions are
privileged with respect to three dimensions. On the other hand, 2D perception
requires an explicit physical theory on the correlation between what our legs
are doing and what we see. In 3D perception this is solved implicitly. The
correlation concerned is a matter of geometrical perspective comprised in
the notion of a 3D space. Therefore, we can propose the following view: the
fact that our cognitive evolution ended in three dimensions rather than in two
can hardly be due to mathematical economy (which, of course would favour
two dimensions) but rather is due to what we will call the principle of implicit
description: cognitive evolution tends to take away approved experiences from
explicit description and puts it into implicit description, more specifically into
the special character of the world view (methatheory) concerned. Then, the
regularities we found are no longer a particularity of the ‘world’ (which may
well be different in a different world) but the intrinsic consequence of the
world view we use.

3. WORLD VIEWS

A world view is defined by the decision of what we call acting operators and
what we call defining or measuring operators. As we have seen, 2D and 3D
perceptions constitute different world views as locomotion is acting within
2D perception, and measuring within 3D perception. Within a world view the
relationship between defining, measuring and acting is described by theories.
Outside a given world view it is not defined what a theory will mean. A
theory shall be called complete if it can describe everything that can happen
within a given world view. An equivalent saying would be: a world view is
characterised by any of its complete theories. A complete theory is another
saying for what otherwise is called the theory of everything. There is an
ongoing debate as to whether there is a theory of everything—the final focus
of nature sciences so to speak. Yes, of course, there is one, as we have seen
here, but only within the context of a given world view. Outside a world view
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a theory of everything is not defined. Particularly a context free theory of
everything, i.e. outside any world view (and by this objective), is not defined.
But just that is what people usually have in mind when discussing the theory
of everything. On the grounds of what we have shown here an objective theory
of everything does not only not exist—it is not defined and, therefore, without
meaning.

It is as we would try to describe geometrical structures without the notion
of metric spaces in order to escape the particularities of the various spatial
reference frames. In each of these frames the structures have different char-
acteristics, but it is impossible to define geometrical characteristics without
any frame, i.e. without referring to the notion of space.

3.1. Cognitive Operators

Within what 1 called constructivist evolutionary epistemology (CEE)
(Diettrich, 1994a) let us introduce here the so called cognitive operators.
We will assume that they are physiologically implemented somewhere in our
brain and that they transform certain states of our sensory apparatus into what
we call perceptions (Diettrich, 2001). Their invariants are the regularities we
perceive. So, these phylogenetically acquired human specific cognitive oper-
ators are the defining operators for all the regularities we see and which are
specifically human specific as well. Insofar as we condense observed regular-
ities into laws of nature, these laws are also because of this human specific
rather than objective. (For example: the law of conservation of energy can
be derived from the homogeneity of time. But what homogeneous means
depends on our internal clock realised by physiological processes. The law
of energy conservation, therefore, is a human specific artefact). Our inborn
cognitive operators define our inborn classical world view and by this the laws
of classical physics.

Typical of most empirical sciences is the use of instruments and measure-
ment devices (such as microscopes or X-ray devices) by means of which we
extend the range of natural perception in ways similar to those we use to extend
our inborn physical capabilities by means of tools and engines.

Here we have to distinguish between two important cases (Diettrich, 1994a).
We will speak of quantitative extensions if the inborn perception (or cognitive)
operators and the measurement operators commute. This means that the results
of the measurement operations can be presented in terms of invariants of the
inborn cognitive operators, i.e., in terms of our classical world view.

We will speak of qualitative extensions if at least one of the measurement
operators concerned is incommensurable with one of the inborn cognitive
operators. Then the results of these measurements can no longer be presented
in a classical manner and would require new, non-classical theories, more
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specifically theories from non-classical world views. This happened first with
measurements in subatomic areas which lead to the establishment of quantum
mechanics. As the set of possible measurement devices is, in principle, unlim-
ited, it can never be excluded that qualitative extensions of previously estab-
lished operators will require modifications of the previously established world
view and of the theories associated with it. So there will never be a definitive
world view and there will never be a definitive ‘theory of everything’ (Barrow,
1990; Diettrich, 1994b). No objective laws of nature will ever be formulated.
Those laws we have, have been ‘constructed’ in a human-specific way in the
course of human evolution. They will never converge towards a definitive set
of laws.

Here is an interesting analogy to mathematics: physical laws from which
we can derive everything that can happen in nature (our classical saying)
correspond to the axioms in mathematics from which we can derive everything
what can ‘happen’ in mathematics, provided they are complete and definitive
(our classical saying according to Hilbert).

However, just as experimental operators, though constructed entirely ac-
cording to the rules of classical physics, may lead to results which cannot be
described in classical terms, we know from Kurt Godel (see the summary of
Nagel and Newman, 1958) that there are mathematical calculi which, though
based entirely on well tested axioms, can lead to statements which cannot be
proven within the context of these axioms, and, therefore, have to be replaced
by a new set of axioms—and this can happen again and again. So we have
qualitative extensions in mathematics as well as in physics. The reason for
that parallel may be found in the fact that mathematics can be considered as
part of our cognitive phenotype and, therefore, that axioms can be seen as the
mathematical parallel to the natural laws in physics.

With this, the incompleteness of natural laws in physics and the incomplete-
ness of mathematical axioms are homologous cognitive phenomena. Neither is
there a definitive set of physical theories (no theory of everything) explaining
and describing all (also future) physical problems nor is there a definitive set of
mathematical axioms determining the truth value of all possible mathematical
statements (Gddel’s incompleteness theorem).

We can conclude that the laws of nature are not objective but rather are
human-specific artefacts. We may ask what consequence this may have for
the central metaphysical notions such as reality time (particularly the metric
and the arrow of time and causality).

3.2. Reality

We have seen that our inborn cognitive operators are responsible for what
kind of regularities we will perceive—and hence are responsible for the laws
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of nature we derive from the perceived regularities. This leads to a different
notion of reality. Let us distinguish the following notions:

(1) Actuality (Wirklichkeit) means the physical structure of our environment
which we should not ignore. Indeed, ignoring trees when running through
a forest can be painful. Insofar it is close to reality. But we can modify
actuality in many cases by means of physical actions.

(2) Reality is that part of actuality which we cannot modify by what ever
means. According to classical thinking this only holds in the strict sense
for the laws of nature. Questioning reality in the way we are doing here,
therefore, means nothing but questioning the objective character of the
laws of nature. This is strange enough, but it does not provoke any solip-
sistic fears which many people share when confronted with what they call
anti-realism.

For our day-to-day life this has no consequences. Up to the day where a new
qualitative extension of our scientific doing will require to modify our world
view, the laws of nature we ‘found’ are stable and definitive and, therefore,
can well represent what we call reality. But we have to keep in mind that this
reality has no ontological qualities. It just is a synonym for the totality of the
physical laws we found within our phylogenetically acquired special world
view.

3.3. The Arrow of Time

After we have seen that the notion of reality is difficult to hold we have to ask
what to do with the other metaphysical notions such as time and causality if
we can no longer consider them as belonging to a ‘real world’. Particularly
crucial is the so-called arrow of time, i.e. the direction into which time ‘flows’.

Within the context of our day-to-day experiences we have a very clear
understanding of what past and future is. Past is what embodies all the events
we have experienced. Past is the source of all knowledge we have acquired.
Future is the subject of our expectations. Future embodies the events which
may happen and which we have to await in order to see if they really will
happen. How can we express this by means of physical theories? Or, more
precisely and according to the operationalisation concept: Are there devices
or processes which can operationalise the terms past and future, i.e. time’s
arrow?

Many efforts have been made in this direction (Zeh, 1984). The result is
short and disappointing. In all cases where it is said that the arrow of time has
been operationalised it can be shown that the direction of time was already
comprised implicitly in the preconditions of the experiments concerned. A
typical example is the following: Shaking a box with black and white balls put
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in order according to their colour will always lead to disorder and never again to
order. In physical terms, entropy (which is a measure for disorder) will increase
in time and never decrease. Entropy, therefore, seems to operationalise the
arrow of time. But in this case the result will depend on what we do first,
separating the balls or shaking them. Shaking before separating will lead to
order. Shaking after separating will lead to disorder. So we already have to
know what the terms before and after mean before we can do the experiment
which is to tell us what before and after will mean. Another example: a
hot physical body left in a cooler environment will always cool down. But
this applies only if the collision processes between the atoms involved are
endothermal, i.e. if the kinetic energy of the collision partners are higher
before the collision than they are afterwards. If we, however, have exothermal
processes which are characterised by the fact that the kinetic energy of the
particles involved is higher after the collision, then the body will heat up
rather than cool down. Here again we have to know what before and after
means in order to define the collision process which will define the result of
the experiment which is to define the arrow of time.

These are particular examples. Prigogine (1979: 220) has shown more
generally that irreversible processes in thermodynamics cannot help us to
operationalise the arrow of time. The existence of the so called Ljapunow-
function—which is closely related to macroscopic entropy—is also a pre-
requisite for the distinction between past and future in microscopic systems.
Unfortunately, the Ljapunow-function is ambiguous with respect to the ar-
row of time. It can be constructed in a way such that equilibrium will be
achieved in the future as described in classical thermodynamics but it can
also be constructed so that the equilibrium will be ‘achieved’ in the past.

From all this one can propose the hypothesis that in principle the arrow
of time cannot be operationalised objectively, i.e. it cannot be derived from
what we call nature. What past and future means then, can be described only
by means of a sort of mental operationalisation. The following definition, for
example, may be suitable: From two perceived events A and B, A is said to be
before B if we can remember A when B happens but not B when A happens.
Of course, past is what we can remember but we cannot remember future.
This ‘mentalisation’ of past, present and future, I think, is very close to what
Einstein (published 1972) may have had in mind when he wrote to his friend
Bosso ‘that these categories are sheer illusions’.

3.4. Causality
In order to constitute causality we must be able to identify patterns of events.

If a number of events, say A, B, C and D follow each other always at typical
intervals independent of when the first one occurs (i.e., if the pattern is an



78 OLAF DIETTRICH

invariant of translation in time), then we say that there must be a causal re-
lationship between the events concerned. Otherwise the perceived regularity
could not be explained. Causal relations then are defined as invariant pat-
terns of time (Reichenbach, 1924). This, however, requires more than just
having a topology of events as provided by our memory. We must also be
able to distinguish between shorter and longer intervals of time, i.e. we need
a time metric defined by a mental metric-generator implemented physiologi-
cally somewhere in our brain. For example, that we say lightning is the cause
of thunder but not the contrary is based on the fact that the time between
lightning and the next thunder is usually much shorter and varies less than
the time between thunder and the lightning. But the length of time intervals
can be defined only by means of a time metric. If our time metric generator
were of the kind that it would be accelerated after a flash of light and retarded
after an acoustic event we might as well come to the conclusion that thunder
is the cause of lightning rather than the other way around. The mental time
metric-generator is, therefore, responsible for the causal order established
and for the prognostic capability derived from it.

4. THE BOUNDARY CONDITIONS

Up to now we explained that there is a large potential of different and possibly
successful world views (one of them is our own phylogenetically acquired
and inborn cognitive phenotype) and that their success is not a matter of
adaptation to something independent or external. What we did not say up to
now is what structure or what properties a cognitive phenotype must have in
order to be successful. This is indeed necessary because a completely arbitrary
or accidental cognitive phenotype can hardly be expected to be helpful. To
begin with, there are two requirements any cognitive phenotype has to meet.

(1) The tools we use to describe (i.e. to measure) the results of our doing
must be independent from what we do. Otherwise we could not distinguish
between what part of a modified perception is due to our doing and what is
due to a modified description. More specifically our describing tools must be
invariants of as many as possible of our acting operators. Constructing de-
scriptional tools which are invariant under these operators is what cognitive
evolution should aim at. Then the operators concerned become measuring
or cognitive operators, i.e., they identify properties of the objects concerned.
Unfortunately we cannot construct a world view without acting operators,
where the result of everything we may effect is (such as perspective phe-
nomena) comprised implicitly in the world view. But cognitive evolution can
aim at a world view where at least the most important and most frequently
used acting operator will bring about appropriate and invariant defining and
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measurement operators. Such an acting operator is locomotion (indeed, loco-
motion is one of the most important and earliest operators organic evolution
has created). Here, indeed, cognitive evolution found an appropriate tool: 3D-
description. 3D-defined geometrical objects are invariant under locomotion
(or, as a physicist would say, under Galilei’s transformations). The proper-
ties of these objects, i.e., their shape is measured by means of perspective
phenomena brought about by locomotion. In other words: all the geometrical
objects we derive from what we see as perspective phenomena are invariants of
locomotion.

But this is not the aim of cognitive evolution. If we walk long enough it
may happen, that the city we just perceived is transformed into a forest. The
respective pictures have nothing in common, nothing is invariant. So it seems
that what we see is no longer invariant under walking conditions. In order to
save the concept of locomotion as a measuring operator cognitive evolution
made a big invention: space. A space is a matter of different places, each
one having different properties and different appearances and all existing in
parallel at the same time. So, walking from one place to another and by this
having different perceptions does not require or does not mean that anything
has to be changed or transformed because all the different things we would
perceive did already exist before. So, defining visually perceived geometrical
objects as invariants of locomotion requires the notion of space brought about
by motion. Something similar has been discovered by Piaget (1970, 58). Be-
cause of research on children he found that it is not the category of space that
allows us to define motion as mapping a line in space to the scale of time.
It is rather motion that generates the category of spatial structure. The most
primitive intuition, as Piaget called it, is not space but motion. Here we can
clearly see that it is the physical structure of our organism (including walking
limbs) that brought about the cognitive category of space rather than that the
ability to move was brought about by evolution in order to master a previously
perceived space. Thus the physical structure is the boundary condition for the
subsequent cognitive evolution.

(2) The central demand on descriptive systems is their suitability for ex-
trapolation, particularly for extrapolation in time, i.e., for prediction. Indeed
a description which does not allow the easy prediction of what will happen or
what our doing will bring about, cannot contribute to survival strategies. Easy
predictions are possible if the variables in question would change linearly in
time. If something moves permanently with constant speed it is easy to say
what it will do in the near future. Unfortunately, such cases are rare. In most
cases the solution of the equation of motion is complex and difficult to han-
dle. Here the theory of Hamilton—Jacobi is useful and allows in many cases
to transform the variables in question in such a way that they will develop
linearly in time. These new variables are called cyclic.
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A reasonable aim of cognitive evolution, therefore, is to use variables which
are cyclic straight from the beginning. First of all: cyclic variables can be
derived from conservation laws. We already mentioned the law of conservation
of momentum. In force-free cases the speed of a mass-point is constant, i.e.
the mass moves linearly in time and, therefore, is cyclic. So, the problem is
reduced to finding conservation laws. This problem was solved by Emmy
Noether, one of the most famous mathematicians of the 20th century. The so
called Noether’s theorem links the invariant properties of a system with its
conservation quantities: 7o every invariance there corresponds a conservation
law and vice versa. The formal statement of the theorem derives an expression
for the physical quantity that is conserved (and hence also defines it), from
the condition of invariance alone. For example:

e the invariance of physical systems with respect to translation brings about
the law of conservation of linear momentum (and by this the cyclic character
of force-free motion);

e the invariance with respect to rotation brings about the law of conserva-
tion of angular momentum (and by this the cyclic character of force-free
rotation);

* the invariance with respect to time brings about the well known law of
conservation of energy (and by this the linear metric of time).

Taken together there are 10 laws of conservation which arise from the
invariance of our descriptive system with respect to the Galilei transformation.
But invariance under Galilei-transformation, we remember, was synonym for
the demand, that our descriptive system must be independent from the most
elementary action, that is locomotion. For a physicist it is really astonishing
that the 10 conservation laws which govern anything in classical mechanics
are not independent laws of nature but are the outcome of the phylogenetic
decision to take the Galilei transformation as a measuring operator.

To derive the properties of a system from its symmetries (i.e. the invariants)
is a method very successfully applied in higher elementary particle physics.
Here the various particles are defined as invariants of higher forces. Most of
them were predicted by sheer invariant considerations—long before they have
been found experimentally.

5. LANGUAGE AND MATHEMATICS AS THEORIES
OF OUR WORLD VIEW

What is crucial here is that our theories of what we call the world are not
the result of adaptation to the boundary conditions of this world. Theories
are rather the outcome of phylogenetic decisions on our cognitive phenotype
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guided by rather elementary requirements such as predictability or to get a
feasible management of our organic capabilities.

Let us demonstrate this with two other kind of theories which we usually
do not call theories: language (Diettrich, 1997) and mathematics.

Indeed, in the ordinary notion of language as rooted in realism, there is no
reason to see language as a theory. It rather proceeds on the assumption that
language is a universal and objective tool for the description of independently
existing objects and processes, being able to convey any usual experience.
Certainly, natural sciences sometimes require to extend ordinary language
into mathematical areas, but this is not regarded as conflicting for the neu-
tral character of language. Common sense understands that neither language
nor mathematics would have any effect or influence on what it may describe.
Mathematical methods, as we know, allow us to extrapolate physical data and
by this to predict new data, but this is not seen as an achievement of mathemat-
ics. We rather believe that it is the special physical structure of the world which
would permit its inductive analysis. Experimental physical facilities and the
results they produce represent another kind of language. They differ from
ordinary written texts mainly by the fact that their decoding would require
physical competence whereas the analysis of written communications needs
language competence. On the other hand we know from physics that there
are no absolutely interaction-free relations between object and measurement
apparatus, i.e. nature and the methods of its decoding cannot be completely
separated from each other. So, strictly speaking, it should depend on the meth-
ods we apply what kind of statements we have to make about nature. Scientists
try to avoid this difficulty by using only statements which they believe to be
general enough not to depend anymore on the experimental methods, i.e.
on the ‘language’ employed—or, in physical parlance: statements on nature
should be invariant under the empirical methods applied. So, the knowledge of
what we call the structure of nature is obtained through abstraction from the
experimental techniques concerned—Iike the meaning of a message which
could be defined as what is invariant under a change of language. According
to naive understanding, language represents a generally unspecific capability
independent from whether it is articulated in verbal or mathematical terms
or in terms of experimental facilities. Nothing in the specificity of our life
experiences is based upon the specificity of our descriptive tools. Language,
within the limits of its competence, is seen to be objective and omnipotent.
This is what expresses the naivety of the ordinary notion of language: to as-
sume that content can be separated from representation. A similar view on the
universality of language (though not necessarily to what is existing, but with
respect to what may be intended) is expressed by Searle (1971) in his ‘Princi-
ple of Expressibility’ according to which everything that can be thought, can
be said.
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Here we have to differentiate the notion of theory. As to compare phy-
logenetically acquired cognitive devices with organic instruments such as
homoeostatic mechanisms, antlers or limbs, it was the idea already of Lorenz
(1971: 231-262) and Popper (1973: 164) to see theories and organic devices
under the common aspect of survival tools and to consider either of them as
theories in the broader sense. This suggests the distinction between two kinds
of theories:

(1) Theories in the structural sense ( structural theories): They are considered
to be a picture, an image or a mapping of a given or created object. This
understanding of a theory is mainly found in the natural sciences and in
mathematics. Accordingly, theories are considered to be true insofar as
they are isomorphic with the structures to be described. Structural theories
require that the objects concerned have an independent if not ontological
character.

(2) Theories in the functional sense (functional theories): Lorenz (1971: 231—
262) and Popper (1973: 164) have suggested enlarging the notion of theory
towards all kinds of problems solving instruments. This would comprise
physical theories in the proper sense insofar as they help us to master
technical problems and to control physical nature; the inborn categories
of space and time we use to interpret perceptions and to coordinate me-
chanical activities; limbs as instruments for locomotion; biological species
as an instrument to meet the particular requirements of a special biotope;
social communication and social bodies arising from it as a tool to meet
the requirements of a wider social environment. All these various kinds
of theories we shall call theories in the broader sense, as opposed to ratio-
nally generated theories in the usual sense such as physical theories. The
latter can be both structural theories (if they claim to depict structures
of the world) and functional theories (if they can provide us with correct
predictions).

First of all, language is a functional theory in the sense explained here
(Diettrich, 1997). No doubt that language is a proved and important tool
for solving technical and social problems. But language is also a structural
theory insofar as it articulates in a rather precise manner essential parts of
our world picture. We can read from language that we experience ourselves
as individual subjects who see the world as an object: most statements of
our language deal with subjects which behave grammatically as if they were
individuals themselves (in some languages where necessary, even an ‘it” will
be constructed as an impersonal substitute person). The distinction between
adjective and noun shows that we subdivide the world into single objects to
which we attribute features which in principle can change—except a special
one which is by definition unchangeable and which we call identity. (We have
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seen above that these and other conservation values have no ontological quality
and can be seen only as invariants of certain operators. The category of identity
has developed phylogenetically as invariant of motion (Piaget, 1967) or, as
Uexkiill said (1921): “An object is what moves together”.) Prepositions and
the forms of predicates disclose our belief that we can attribute to any subject
a place and to any event a time. (Now we know that this is not always possible
outside the world of classical physics). Conjunctions refer to the causal and
logical structures we ascribe to the world, and personal pronouns reflect social
categories, (i.e. the view that there are besides ourselves still other beings
having principally the same quality of individuality). Many languages transfer
nearly all relations into spatial pictures, even causal and modal relations and
relations in time. This can be seen best with prepositions which to a high degree
derive from local adverbs. We say in an hour, out of the question, beneath
contempt, beyond all measure, through fear, under these circumstances, on
the grounds of, etc. A plausible explanation could be that our 3D world is
very much more widely furnished than the merely one-dimensional categories
of time or causality, and, therefore, is a more fertile source for metaphorical
loans. Taken together we can say that there is a subtle correspondence between
language and the more general experiences man has made in their wider
history. Basic experiences which for phylogenetic reasons are common to
all man and which, therefore, do not need to be told to anyone, are fixed
elements in the grammar of human languages (the inborn view, for example,
that our daily life acts within a 4D space—time frame is an intrinsic part of our
grammar so that in ordinary language other descriptions are even impossible).
They form the coordinates by means of which the variable and individual
parts of our experiences can be notionally localised, i.e. described. Natural
languages represent a kind of basic or Ur-theory of the world. In this respect
they correspond well to what we would call a theory in the ordinary sense.
Those parts of physical knowledge, for example, which we consider to be
generally valid we put into the mathematical structure of the theory and in the
values of the parameter concerned (i.e. into the ‘grammar’). The variables of
the theory, however, refer to the various possible statements.

Conversely, a language which is not a theory is logically not explicable.
The specificity of verbal allegations about the world does not result from the
fact that statements describe experiences in a world of given specificity but
from the specificity of language itself in its quality as a theory of the world
which like any other theory can generate only its own statements. The above
mentioned ontological implications of ordinary languages as comprised in our
world picture, therefore, are not extensions of an otherwise neutral language
which one could eliminate where necessary. Language itself is genuinely
a theory. Consequently no general criteria could be established to identify
the ontological premises of a theory as proposed by Stegmiiller (1969) and
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other representatives of analytical philosophy, in order to deliberate theories
from unrecognised and usually unwanted implications. The critical and very
presuppositions of a theory are already embodied in the language applied and
its logical structure. What we called the (genetically inherited) Ur-theory is
the ontological presupposition of any classical theory. The intention to clear
languages or theories of their ontological presuppositions in order to come to
a neutral description of nature is based on the idea that the specificity of all
description is grounded in the specificity of the objects concerned rather than
in the specificity of the describing tools themselves, i.e. it is based on realism.
Realism and the idea of ontology-free-languages or theories are equivalent.

Also mathematics have to be seen as a language we use to describe certain
specificities of our perception. In this respect mathematics can be as little
neutral as ordinary language. Just as with language, mathematics derives its
specificity from the cognitive operators which operationalise mathematical
terms. So, mathematics can express only special statements. As the constitut-
ing operators are inborn and more or less equal for all men, it seems evident
for us that their invariants are universal entities. Here, even more than with the
categories of our perceptions, it is difficult to understand that the elementary
notions of mathematical and formal thinking are purely human specifica. It is
rather a very intuitive view that there is something such as a notional reality,
sometimes called a Platonic reality.

If we start from the suggesting idea that operators constituting the struc-
tures of mathematics and of sensory perceptions (for phylogenetic reasons)
are related to each other, then the mathematical structures and the sensuously
perceived structures themselves must show similarities. This would explain
why mathematics does so well in describing the regularities we perceive, or
why the world, as Davies asked (1990), is algorithmically compressible (i.e.
why the world despite all its vast complexity can be described by relatively
modest mathematical means, or, in other words, why induction is so success-
ful): the physical world—which is the world of our perceptions—is itself, on
the ground of its mental genesis, algorithmically structured. Perceived regu-
larities and mathematical structures are phylogenetic homologa. This is the
reason why the formulation of (physical) theories in terms of the mathemat-
ics we are acquainted with is an essential prerequisite for their capability to
emulate the genesis of perception and, therefore, for their truthfulness. From
the classical point of view (i.e. within the theory of reality) the algorithmical
compressibility of the world or, what is the same, the success of induction
cannot be explained.

But what, then, are the specifica which mathematics and the world of our
perceptions have in common so that the two areas can consider each other as
their successful theories? This is difficult to say as we have to abstract just
from these specifica, what is possible only if they themselves do not belong to
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the most primitive elements of our thinking. The following might give a clue:
to the very beginnings of our inborn ways of thinking belongs the fact that we
use the same kind of cut by means of which we separate ourselves from the
outside world, we use to separate the outside world itself into single subjects
to each of which we attribute an independent identity. This approach is not
compulsory. Quantum mechanics shows how the entire (physical) universe
can be seen as a unity which can be described by a single wave function.
Each division of the universe into subsystems is a matter of the categories
applied and, therefore, is arbitrary as phylogenetically acquired categories are
not determined either. Our inborn category of identity allows us to separate
systems into discernible entities. It is, therefore, constitutive for the notion of
plural (and, therefore, for the notion of set) as well as for the notion of cardinal
numbers.

A second clue concerns the relationship between the metrics of space and
numbers. According to what Piaget (1970: 58) found with children, it is not
the category of space which allows us to define motion as mapping a line in
space to the scale of time. It is rather motion which generates the category of
spatial structure. The most primitive intuition, as Piaget called it, is not space
but motion. Just as it is impossible to go from one number to another with-
out a counting (or equivalent) operator, we cannot distinguish points in space
except by attributing them to a path of motion. Counting and moving are ana-
logue terms within the genesis of homologue algebraic and geometrical struc-
tures. It is this homology which allows us to extrapolate the observations of
motional phenomena in an empirically verifiable manner. The continuity of
any physical motion for example is a cognitive phenomenon, i.e., it is part
of our metaphysics, and not the consequence of an independent law of nature.
Formulating discontinuous motions would require a spatial metric which, on
the other hand, is only defined by means of the category of motion itself.
Discontinuous motions, therefore, cannot be realised within the human cog-
nitive apparatus, i.e. within our metaphysics. By this, the degrees of freedom
of actual motions are drastically reduced. The same applies for the compact-
ness of numbers we use to establish metric spaces and (regular) analytical
functions in metric spaces. Discontinuity of a set of numbers is defined only
within the context of a previously defined metric. So, numbers generated by a
metric defining (counting) operator are compact per se. Analytical functions
in metric spaces are, therefore, born candidates to describe the phenomena of
mechanics. This altogether strengthens the assumption that what Davies called
the algorithmical compressibility of the world is essentially based upon func-
tional homologies between the mental roots of perceptual and mathematical
procedures.

The close relationship between spatial perception and mathematics can also
be seen from another example: spatial coding of mathematical notions also
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from areas outside geometry is probably the very beginning of mathemati-
cal heuristics. This means the visualisation of sets as a closed figures with
points inside representing the set’s elements as well as seeing ordered sets
as spatial chains. The same applies to the basic notions in topology such as
‘exterior’, ‘boundary’ and ‘interior’ points, ‘isolated’ points, etc. Even the
notion of cardinality of sets comprises a certain geometrical coding. The car-
dinality of sets cannot be defined operationally as the process of counting or
mapping in pairs requires that the elements concerned differ at least in one
property defining their identity (for example in their position with respect to
the counting device). You cannot ‘pick out’ an element which has not a well
defined geometrical position. The same applies to the notion of plurality. That
something exists in several but equal copies is plausible only if these copies
differ in their spatial position. But we cannot replace position as a identity
constituting element by, say, colour: we cannot say that several objects have
all properties in common—including position—but not colour.

As already mentioned, CEE requires that not only the regularities we find
in sensory perceptions have to be seen as invariants of certain mental oper-
ators, but also the regularities we find in logical and mathematical thinking.
Indeed, the elementary logical structures and procedures which we find and
apply, respectively, in language are phylogenetically based human specifica
like the perceptional structures upon which we will apply them in order to
generate higher theories. Particularly the laws of logic cannot be explained
as universalia in the sense of Leibniz which on grounds of their truthfulness
would hold in ‘any possible world’. This view is implicitly held, for exam-
ple, by Vittorio Hosle (1988) when he wrote that the statement S there is no
synthetic a-priori is obviously itself an a-priori statement. So S contradicts
itself and its negation, therefore, must be true. There are, of course, categories
which, for phylogenetic reasons, are used by all men. Logic as a scientific
discipline deals with the structures which can be constructed on this phylo-
genetically established basis which we later on would furnish with empirical
and other theories. Konrad Lorenz (1941) speaks of our ‘forms of intuition’
(Anschaungsformen) which cannot be derived from any individual experience
and, therefore, are ontogenetic a-priori, but which, however, are the outcome of
evolution and so are phylogenetic a-posteriori. What we call synthetic a-priori
reflects nothing but the inborn human specific ways of thinking which outside
this framework cannot even be articulated. What is more, no statement at all
can be articulated beforehand and outside the framework of human categories
if we want to understand them. So it is impossible to find statements which
could be accepted by any sufficiently complex intelligence, irrespective of
its phylogenetic background and which, therefore, could be called universal.
Even the question if a certain statement expressed by an intelligence A would
mean the same as what another intelligence B has formulated, can be replied
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only if the categories of thinking of A and B can be mapped on each other
which, is possible only on the ground of a transformation which necessarily
is human-specific as well. In other words, the notion of an universal synthetic
a-priori cannot be logically explicated. Statements dealing with the existence
of universal synthetic a-priori, as advocated by Hosle, are neither false nor
true. They are empty. This is well in accordance with the views of Kant, in-
sofar as there are forms of intuition prior to any experience—but only prior
to any individual experience, not prior to any phylogenetic experience. The
phylogenetically accumulated experience, as represented in our picture of the
world, and the categories of our thinking and perceiving are the result of an
permanent co-evolution. The idea that what is a-priori for the individual is
a-posteriori for the species was articulated already before Lorenz (1941) by
Spencer (1872) and Haeckel (1902). A summary is given by Oeser (1984).

6. EPISTEMOLOGICAL AUTO-REPRODUCTION

Up to now we discussed cognitive evolution at a rather elementary level, i.e.,
at a level where tools and strategies are required for avoiding collisions when
running through forests or for identifying physical objects and their shapes.
But our cognitive ambitions aim at higher goals. We want to get theories that
explain the sometimes very complex relationship between different phenom-
ena. We want to know the causal structure of the world and we want to discover
the physical and biological history of nature, up to the various roads of cog-
nitive evolution—and all this should be the result of cognitive evolution. The
question, then, is: Can cognitive evolution help us to understand cognitive
evolution?

Here we will deal with the question how to find possible criteria for a
successful epistemology when evaluation by an independent outside reality is
no longer feasible.

The difficulty we have in accepting the notional character of our experiences
as human-specific constructs differs with space and with time. As to the
notion of space, undoubted (except perhaps by naive realists) is that the spatial
patterns we perceive are not objective in the sense of their being considered
views of real structures, i.e., the world is not necessarily what it appears to
be. Here, with space, we quite readily attribute to our world view a reduced
objectivity. Not so with time: The recorded time topology of events we consider
to be real. And so we consider the order of events as we have perceived them.
The past is as it was and even God cannot change it a-posteriori, we are used
to say. Weizsicker (1985) called this the ‘facticity of the past’. Actually,
however, events can only be defined as the results of cognitive or scientific
interpretations, just as visual patterns can only be defined as invariants of
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cognitive operators. Events, as such, have a less clearly defined outlines than
visual patterns have. A modification of the interpretations of events used
(for example, in the light of a novel theory) may well effect the past. An
experiment may have been made in the beginning of this century documenting
unambiguously a speed faster than that of light. After the appearance of the
theory of relativity, the protocol of the same experiment would have had to be
rewritten in using the relativistic formula which would lead to a speed less than
that of light. A similar revision would have to be made if evolution would have
changed our cognitive operators. But because this has not happened during
historical times, the illusion arose of both the facticity of the past and the
objectivity of the laws of nature.

The allegation that the historicity of the world is a human-specific artefact
is even more problematic as it is based (through CEE) just on what is known
about biological evolution, and this deals explicitly with the historical order
of phylogenetic events. Said in another way, on the one hand our world view is
the construct of our cognitive and experimental apparatus, on the other hand,
just this world view is what physics and biology refer to, particularly when
describing the development of the human brain and the operators established
there. What, then, is hen, and what is egg? Is it the real world we live in
and which developed in the course of biotic evolution up to and including
the brain’s functions, or is it just these brain functions which bring about the
view of a real world as a tool for both articulating and solving our problems?
Formulated differently, are perceptions brought about by nature, or is nature
a category brought about by our cognitive apparatus? This dichotomy is the
reason for the frequent accusations which say that EE is circular insofar as
not only the categories of space, time and causality are interpreted in phylo-
genetic terms but also the notion of reality and nature—the latter comprising
phylogeny itself. So, phylogeny is interpreted by phylogeny, which is circular.

Actually, however, no real dichotomy exists as long as there is certainty
that perceptions and nature condition one another through generating one
another. This certainty is provided by the fact that our cognitive phenotype
constructs a world picture which permits an understanding of the genesis of
just this cognitive phenotype by means of evolution within the framework
of just this world picture. In other words, a world picture brought about by
human brains has to explain everything from the Big Bang, the creation of our
world, organic and then cognitive evolution and eventually the development
of the world picture itself, i.e., the cognitive phenotype has to reproduce itself
in the same sense the organic phenotype has to do. A cognitive phenotype
(or a world picture) which meets this requirement we will call consistent.
Accordingly, further to the special cognitive phenotype we have acquired,
there is an unlimited number of possible (and consistent) cognitive species
similar to the many existing or possible organic phenotypes (i.e. species).
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Also biotic organisms are not required to be ‘true’ but rather to reproduce,
i.e. (as biologists are used to say) to contribute to the survival of the genes
concerned. Thus, not only organic ontogenesis but also cognitive evolution
has to be understood as circular, auto-reproductive process in the subsequent
sense.

In the biotic area the following holds: the epigenetic system of an organism
is what determines how the genome’s structure is to be interpreted and ex-
pressed into the phenotype. Identical reproduction is possible, however, only
if the epigenetic system brings about a phenotype comprising the epigenetic
system itself.

In the cognitive area the following holds: the cognitive apparatus (and all the
science based on it) is what decides how the sensory input is to be interpreted
and which world view will be conveyed. The knowledge acquired in this man-
ner is consistent and reproducible, however, only if the cognitive/scientific
apparatus generates a world view that includes the cognitive/scientific appa-
ratus itself.

A genome on its own cannot determine the phenotype in the sense of pro-
viding a ‘blueprint’ it rather represents one of several levels in the process
of auto-reproduction nor can the sensory input dictate its own interpretation,
and, by this, the reactions it will effect. This limitation does not contradict the
fact that, within the context of a given organic or cognitive phenotype having
a given interpretative machinery, a genetic mutation as well as a new percep-
tion may lead to reproducible modifications of our physical constitution or
of our theories. This means that, as long as the epigenetic system remains
unmodified, a given genetic mutation will always produce the same pheno-
typic change; and as long as our cognitive apparatus and our scientific theories
also remain unmodified, a given sensorial input will always lead to the same
reading. What we have to avoid, however, is concluding that what mutations
and perceptions initiate is also what they determine. Determinism is possible
only within a given scheme of interpretations, i.e., outside qualitative exten-
sions changing the interpretation concerned. The same limitations hold for
adaptation. Adaptation makes sense only as long as there are no qualitative
extensions as these will modify the requirements to be met, i.e. the selec-
tive pressure. The world seen as the sum total of the boundary conditions of
our acting is subject to a permanent actualisation, as acting aims at changing
just these conditions in order to make further and more ample acting fea-
sible. This begins with the organic phenotype which defines the constraints
for evolutionary ‘acting’, which in turn changes the constraints for further
evolution (evolution meaning the evolution of its own boundary conditions).
And it ends with the cognitive phenotype that defines, through our world view,
which kind of scientific acting is possible due to which the world view itself
may be affected—a paradigmatic shift in the sense of Kuhn, so to speak. The
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world as object of adaptation can be defined only for the time between two
‘paradigmatic changes’, i.e., between two qualitative extensions.

Circularity, a devastating objection for any theory within the context of
classical realism, becomes (in the sense explained here) a necessary prereq-
uisite for any complete constructivist approach. A world view brought about
by a cognitive phenotype is consistent if and only if the world concerned en-
ables the genesis of the cognitive phenotype. The role of circularity constitutes
the key difference between realism (of whatever kind) and constructivism as
presented here. Realism requires of life mastering methods consistency with
an independent outside world. A constructivist interpretation of the world as
proposed here, however, needs only to reconstruct itself.

(1) The most elementary position taken is that cognitive constructs
(perceptions) have to delineate correctly the structures of the environ-
ment, since the strategies devised to meet the requirements of the envi-
ronment are believed to be derivable from those structures. This is the
basis for most kinds of realism. Physical knowledge is reliable (i.e., it
allows verifiable predictions) if and only if it is ‘true’, i.e. if it is de-
rived from perceptions and their ‘true’ theoretical interpretations. Both
perceptions and true theories are seen to depend on the structure of an
external world. Knowledge when being true is irreversible, additive and
converges towards a complete and definitive set of laws of nature. The
progress of knowledge is based on inductive inference. The success of
induction cannot be derived rationally. If epistemology is seen as a matter
of cognitive evolution it is understood as ‘natural selection epistemology’
a la Campbell.

(2) Inradical constructivism (RC) (Glasersfeld, 1995) as well, cognitive con-
structs have to contribute to meeting the requirements of the environment,
but not necessarily by means of delineating environmental structures but
rather functionally. The notion of ‘truth’ is replaced with “viability’ within
the subjects’ experiential world. Physical knowledge is reliable (i.e., it
allows verifiable predictions) if it is derived from perceptions (or phe-
nomena) which depend on an external world and their interpretation by
means of theories which no longer must be true but viable. The progress
of knowledge is based on inductive inference. (What succeeded in the
past will also succeed in the future.) The success of induction cannot be
derived rationally.

A more refined version of radical constructivism is developed by
Foerster (2003) and Riegler (2001). Both reject reference to an outside
world when using Glasersfeld’s term ‘viability’. Foerster (2003) argues
that what appears to us as objects are equilibria that determine themselves
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through internal circular processes. Riegler (2001) refers to what he calls

‘epistemological solipsismus’.

(3) InCEE physical knowledge isreliable (i.e., it allows verifiable predictions)
if it is derived from perceptions and their appropriate interpretation, but
neither perceptions nor their (viable) interpretations need the evaluation
by an external world. The most elementary prediction, i.e. prediction by
means of linear extrapolation, is possible if and only if the development
in question is linear in time. For this, it is sufficient and necessary that the
phylogenetically acquired observational terms are cyclic variables (in the
sense of Hamilton—Jacobi) with respect to the elementary human action
operators. This resulted in the metatheory of classical physics, i.e. in the
mental notion of time, space, spatial identity, locomotion, momentum,
etc., and to the conservation laws of classical mechanics. More sophisti-
cated actions (particularly qualitative extensions) require ‘non-classical
views’, i.e., a redefinition of our notional reference frame, i.e., of what we
consider to be an observation or a phenomenon with a direct effect on what
we call the laws of nature. The structure of our perceptional world, there-
fore, will depend on what man can do by natural or technical means and
it will change according to possible qualitative extensions brought about
by novel experimental development. Knowledge is irreversible, additive
and convergent only within quantitative extensions. Outside it will depend
on what non-classical metatheory we will use to respond to the qualita-
tive extension concerned. The progress of knowledge within quantitative
extensions is based on inductive inference. Induction succeeds because
and as long as we describe the ‘world’ in terms of cyclical variables. An
epistemology comprising the notion of time and development in time is
consistent if it can explain its own genesis, i.e. if it is circular. So we can
say:

» The main specialty of CEE as opposed to RE is that organic boundary
conditions have been found that explain important features of our world
view.

* The main specialty of CEE as opposed to classical realism is that the
perceived regularities are explained as invariants of cognitive opera-
tors, whereas in classical realism they are explained as (structural or
functional) pictures of the regularities of a real world.

7. CONCLUSION

We have seen that the laws of nature we use do not describe an objective
world. Rather they are a reference frame for analysing our experiences. They
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depend on our cognitive phenotype (e.g. do we see the world in two, three or
four dimensions?) which in turn depends on our organic phenotype (e.g. can
we walk or not? Do we have remote perception?). There are many different
organic phenotypes (species) which all are successful survivors. Each of them
can bring about several different but successful cognitive phenotypes which
are characterised by their specific sets of natural laws. Measurement and other
physical devices can be considered as artificial extensions of our organic
phenotype. This may modify the set of possible cognitive phenotypes. This
happened when experimental evidence forced us to replace our classical world
view by the quantum mechanical world view. Similar may happen again and
again.

From this we can conclude: The structure of an independent outside world
cannot provide the boundary conditions for cognitive evolution (in the sense
of Campbell’s natural selection epistemology) as this structure itself is the
outcome of our cognitive phenotype. The only possible source is our organic
phenotype. The organic phenotype does not determine the cognitive phenotype
but it provides the boundary conditions for its evolution. The same applies for
the various hierarchical levels in organic evolution. None of them determines
the next higher level but it provides the boundary conditions concerned (or the
genetic burden as Rupert Riedl says). Under this aspect cognitive evolution is
nothing but a new level in man’s evolution.
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Abstract

The question I will deal with concerns the nature of phylogenetically acquired knowledge and
the assumptions of biological evolutionary epistemology. EE constitutes a direct extension of
the synthetic theory of evolution and supposes that (1) some external world exists and (2)
knowledge about the external world has been shaped by the external world itself, i.e. through
natural selection.

If evolutionary epistemology accepts the evolution as a fact and admits the influence
of the natural selection on the formation of living organisms (including their cognition),
the speculations of constructivism and of subjective or transcendental idealism are not
defensible.

The ontological status of logic and mathematics will be discussed from an evolutionary
point of view as well.

1. INTRODUCTION

The understanding of the living world that the synthetic theory of evolution of-
fers determines the assertions of biological evolutionary epistemology' about
the nature of phylogenetically acquired knowledge. The Modern Synthesis has
monistic and materialistic assumptions and supposes that natural selection,
based on evolutionary constraints (Gould and Lewontin, 1994), shapes organ-
ical forms. The action of natural selection concerns inborn cognition as well.
What kind of assertion, then, does the biological evolutionary epistemology
(EE) set forth about the nature of knowledge, given that it aspires to agree with
today’s theory of evolution? First of all, EE treats organic cognition as corre-
sponding to the external world. This is the case principally because natural se-
lection, which is embodied by outside influences, shapes organic cognition. It

! T will discuss about evolutionary epistemology of mechanisms and not about evolutionary
epistemology of theories (Bradie, 1986).
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implies directly that a given organism’s cognitive abilities, which were formed
in the phylogenetic past, constitute a response to the surrounding conditions
of the organism, i.e. to the external world. Knowledge about the outside world
comes into existence in the cognitive apparatus of living organisms, being
shaped by the external world itself. Consequently, the external world is mir-
rored in organic knowledge. Obviously, for EE, some external world exists.
Those assertions of EE naturally follow from the monistic and materialis-
tic metaphysical suppositions of the Modern Synthesis, which is based on the
conviction that natural selection has a direct influence on organic constitution.
There are tight connections between the way we consider the nature of the
world and the nature of knowledge. This means that idealistic or construc-
tivistic assertions make no sense from today’s evolutionary theory perspective.
Unless the constructivists succeed in proving that natural selection has no di-
rect influence on living organisms’ physical constitution (which is tantamount
to contesting the very fact of evolution), their thesis that cognitive features
are free constructions of organisms themselves, and that cognitive forms do
not depend on natural selection’s brushwork, is not defensible. A similar idea
appeared in the idealistic philosophical current. Although constructivism is a
contemporary speculation and idealism (subjective idealism as well as tran-
scendental idealism) goes back to 18th century, they have two assumptions in
common. The first assumption stipulates that (1) there is no relation between
the external world (things which exist independently of the mind) and cog-
nition (things which exist in the mind). The second assumption follows from
the first. If (1) the evolution of cognition is not connected at all to the external
world, then (2) even if our cognition tells something about the external world,
we can only be sure that it tells something about our cognition. We have no right
to extrapolate what our cognition tells to the extra-subjective world and to pre-
tend that it effectively tells something true about the outside world. Thus, cog-
nition is valid only when applied to the cognitive dimension. There is no justifi-
cation to transcend it and extend it to what is beyond and belongs to the outside
world. What is more, we do not even need to suppose the existence of the out-
side world. However, if biological evolutionary epistemology accepts the evo-
lution as a fact and admits the influence of natural selection on the formation
of living organisms, it is not possible to defend constructivist conclusions.

2. THE NATURE OF REALITY ACCORDING TO THE
SYNTHETIC THEORY OF EVOLUTION
2.1. Monism and Materialism, Continuity of Living Organisms

The synthetic theory of evolution gives us an understanding of the living world,
its dynamics and nature. The vision of the world that the Modern Synthesis
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offers has the marks of metaphysical inquiry, of which the first aim is the most
general investigation possible about the nature of reality. On the Modern Syn-
thesis view, everything interacts with everything else, it is a kind of variabilism
a la Heraclitos. This vision is monistic and rests on the metaphysical supposi-
tion of a single ultimate principle: matter.” The Modern Synthesis postulates
the unity and continuity of the living world. This continuity is underpinned
by the homogeneity of living beings, based on the same material nature.

For instance, hereditary continuity rests on material, physical continuity.
Genetic information exists in the sequence of nucleic acids and has no exis-
tence apart from its support, the vehicle which constitutes it. Cellular informa-
tion or signal means nothing more than chemical molecules and their action:
this is the way that cells exist—detecting, converting and exchanging molec-
ular components. This constant interaction and communication underpins the
process of life.? Signal and information are physically transferred from the
surface of a cell to its other parts. This ability to communicate, interact and
exchange is what the cell actually is: if a cell could not receive or respond to
signals from its environment, nothing would be left of it. Communication and
exchange have allowed cells to evolve: if they had not existed, cells would
have no food, could not avoid predators, i.e. would be unable to survive, espe-
cially since competing cells exist which can and do communicate—produce,
recognise, interpret and answer to signals from the environment. Transduction
of signal—i.e. of information—means that a message is converted from one
form to another and its original content is retained.* The inter- and intracellular
signalling, converting and communicating of molecules translates a signal into
aparticular cell behaviour. But the information or, rather, content itself is noth-
ing but the components, which physically structure and vehicle it, and which
are sort of building block constituents for information. There is no substantial
existence beyond that.

2.2. Metaphysical Unity of Mind and Body, of the Knowing Subject
and the Object of Knowledge

In the same way, the scientific view of the soul and mind (consciousness, free
will etc.) conceives it as being a manifestation of the physiology of the brain

2 Two major tendencies in metaphysics are idealism (considering reality to be spiritual or
mental) and materialism (considering reality to be material). They both propose a single
ultimate principle, and both are monistic. Metaphysics — monism — idealism—Berkeley
versus Materialism and Modern Synthesis.

Receptors respond to mechanical forces such as touch, pressure, vibration, to temperature
changes, to chemical molecules, to painful stimuli which may be damaging to tissues, to light.
Let us take the famous example of a message sent by telephone: one person speaks into
a transmitter which converts the sound into an electrical signal. Next, the electric signal
is transmitted over distances and then is converted back into sound at its destination. The
original content of the message is retained.

w
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and nervous system, an effect of physical reality, organic constitution. In 1994,
Crick published his book, The Astonishing Hypothesis: The Scientific Search
for the Soul. Francis Crick’s (1999: 3) Astonishing Hypothesis is that:

aperson’s mental activities are entirely due to the behaviour of nerve cells,
glial cells, and the atoms, ions, and molecules that make them up and
influence them.[ ... ] You, your joys and your sorrows, your memories and
your ambitions, your sense of personal identity and free will, are in fact
no more than the behaviour of a vast assembly of nerve cells and their
associated molecules.

Mind and body are part of the same reality. The brain is not a seat for the
soul, which is said to function independently of it and of the environment. The
brain by its constitution is an organ of exchange, a big window towards and
from the world, including the external environment (extra-subjective world)
as well as the internal environment (body and senses). The Modern Synthe-
sis withdraws from the dualistic theses inherited from Descartes’ distinction
(Descartes, 1992) of the two ontological categories of which reality consists,
namely the dichotomy of res cogitans (thinking things, mind, soul) and res
extensa (extended things, body). Without making a distinction between cogni-
tive subject, ego, mind, soul, etc., and the external, real world, another apparent
ontological distinction seems to be suppressed in the Modern Synthesis: the
one between the knowing subject and the object of knowledge. Subjects and
objects are defined in a conventional, arbitrary way.

3. A COMMON STARTING POINT: WHAT IS PERCEIVED BY
OUR SENSES EXISTS

The cognitive contents of a given perception have the same nature as its
components: it is the same thing but seen at different levels of generalisation.
We can say that the senses and their cognitive contents are a single thing taken
from a single world. This is because perception is a constant flow and an
exchange between all parts of an organism, and because there is a tight relation
between senses, bodies, sense data and states of mind, impressions, imprints
that the world makes through the senses. That is why it seems justified to assert
that our senses inform us about the existence of things outside the perception
of an organism. On one point, the Modern Synthesis would agree with George
Berkeley’s subjective idealism, namely that what is perceived exists, that what
is in our senses exists. Nevertheless, for the Modern Synthesis, as what is in
our senses is the same thing as what is outside our senses, what exists in our
senses is existing as what is outside them.
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4. DIVERGENT CONCLUSIONS

If we were to remove the dualistic suppositions from Berkeley’s argument, it
could prove materialism (not idealism) and the existence of the real world (and
not only the existence of the soul and of God). The Modern Synthesis uses
Berkeley’s argument to prove the contradictory claim that it was conceived
for proving: namely, monism (if not materialism at once), and the existence
of the real world.

We can concisely draw a parallel between Berkeley’s argumentation and
what follows from Modern Synthesis metaphysics (Table 1).

The Modern Synthesis would agree with George Berkeley’s subjective ide-
alism that what is perceived exists, that what is in our senses exists, and this
argues for materialism and for the existence of the real world. Thus, the Mod-
ern Synthesis presupposes metaphysical realism, while Berkeley postulated
that external things do not exist.

The same type of reasoning, but from the perspective of evolutionary time,
applies to the inborn cognitive representations acquired in the phylogenetic
past of an organism:

(1) There is a tight phylogenetic relation between stimuli from the surround-
ing environment and the form of their cognitive inborn representations;

(2) Thus, our inborn cognition informs us about the external phylogenetic
environment.

5. PURE FORMS, EMPTY FORMS?

According to Berkeley (1991), a representative of subjective idealism, in
trying to seize the existence of things in themselves, we conceive nothing
but our own ideas. This argument was undermined by Berkeley’s successor,
Immanuel Kant, who contended that things in themselves are independent
of our experience of them, so that we know absolutely nothing about the
noumenal realm. Nevertheless, the appearance and the phenomena given in
our experience imply that there must be something which causes them. Even
if this appearance does not give us access to the nature of the thing in itself,
at least it guarantees that there is some thing in itself.

According to Kant, we know how the world appears to us, how the world
looks to our cognitive system, but we do not know how the world is in itself.
Kant’s argument to prove transcendental idealism is that we cannot conceive
of the properties of things in themselves until we conceive of things in them-
selves which those categories (properties) describe (Kant, 1980). These cat-
egories, which belong to things in themselves, cannot be intuited prior to the
things which they define. Nevertheless, these categories are intuited a priori.
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Table 1. The subjective idealism of Berkeley (and later of constructivists) and biological
evolutionary epistemology, derived from Neo-Darwinism. The same starting point but with
different presuppositions that leads to the contradictory conclusions about the existence of
the external world and its nature. For constructivists, as for Berkeley, there is no relation
between things in themselves and their representations =» we cannot (nor do we have a
need to) prove the existence of the external world nor the reliable relation between things
in themselves and the contents of experience, representations or ideas

G. Berkeley (and later constructivists)

Modern Synthesis = biological
evolutionary epistemology

Assumption:
Dualism, distinction between body and
mind.

No relation between

—things which exist independently of the
mind and things which exist in the mind

—between bodies and our ideas about them

—between senses, external things and the
soul, ego—seat of impressions

» Our senses inform us only about
impressions, about what is being directly
perceived by senses

=> And only about this, can we say that it
exists (and that it exists only in senses,
esse est percipi )

» Our senses do not inform us about the
existence of things independent of the
mind

=> We have no right to believe that things
in themselves exist on the basis of sense
data

Trying to grasp the existence of things in
themselves, we conceive nothing but
our own ideas. The existence of the
world as existing independently of the
mind is postulated through the rules
of rational inference from sense data

Conclusions:

=> External things do not exist and because
there is no necessary relation between
bodies and our ideas about them, we do
not need to suppose that the external
world exists =» subjective idealism

Assumption:
The content of perception has the same
nature as the components of perception

Perception is a constant flow and exchange
between every parts of the organism and
its environment

Our senses inform us about the existence
of things outside of the perception.

Conclusions:

If what is perceived exists (esse est percipi )
=>» what is in our senses exists =
metaphysical realism: the outside
world exists
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What is more, every cognitive act passes solely through these categories. That
is why they can represent only the way that things appear to us, and not things
as they are in themselves.

Kant argues that concepts of understanding are pure forms of intuition
because they precede and structure all experience. Perception is always a
judgement, which goes beyond what is directly given in experience. There
is no direct relation between the input data from the external world and our
representations of it. We do not perceive things in themselves but sense-data:
perception is mediated and is an indirec representation of the world. So, on
the basis of the apprehension of how things appear to be, on how they look
(for example when we see them—on the basis of their visual appearance), can
we assert that we learn how things are in our immediate environment? Can
we transcend our experience?

6. DO WE KNOW ANYTHING BEYOND OUR OWN EXPERIENCE?

EE claims that categories of cognition are embodied in physiological make-
up and convert sensory data into perception. They are constant and invariant.
Thanks to this, we perceive regularities. Our inborn cognitive categories, our
cognitive organic make-up, formed by natural selection in the evolutionary
past, constitute the sensory input as well as the external stimuli and participate
in the modification of our representation. EE also claims that we perceive the
world indirectly, in the sense that our cognitive apparatus converts the input
from the external world. But for EE, indirectly means that the input passes
through complex steps and levels, and not through some metaphysical gate to
a qualitatively different existence.

Let us come back now to Berkeley’s argument, which says that we have no
right to infer the existence of the external world from sense data, because the
only thing we can assert in a justified way is that there exists what is in our
senses. This argument undermining realism assumes that our statements go
beyond the data. How then could EE defend realism? EE, derived from the
Modern Synthesis, does not represent extreme realism, because here percep-
tion does not depend only on the structure of the external world. EE does not
represent radical constructivism either, because perception involves the exis-
tence of the external world and needs its evaluation through natural selection.

7. ADAPTATION AS A GAIN OF KNOWLEDGE

To live means to interact and to interact means to know, because some kind of
knowledge is contained in organic structure. The gain of organic knowledge
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constitutes an adaptation, it means that certain dispositions, determined by the
sequence of nucleic acids, increase the chances to acquire energy or reduce the
risk to loose it. These dispositions are hereditary in nature and are originally
generated by random mutations. What we call knowledge and adaptation is
precisely the alterations introduced in the organic constitution and selected
for (Lorenz, 1975: 32).

Nevertheless, we should not forget that the Modern Synthesis is not adap-
tationism. Not every trait of organism is considered an adaptation

8. HOW DOES NATURAL SELECTION WORK AND WHAT IS THE
NATURE OF KNOWLEDGE?

The crucial point to understand is that natural selection eliminates only what
is unfavourable and saves what is either beneficial or neutral. This has two
major consequences.

8.1. Truth Means Consistency with the Surrounding World Because It
Allows to Avoid the Sieve of Natural Selection

The cognitive phenotype is required to be true to the same degree as it is
consistent. Truth and consistency are equivalent in the sense that if an or-
ganism lives, interacts in such a way that it can spread its genes, it means
that the organism comes within the scope of what exists apart from it, out-
side of it. Since we admit that no organism lives in a void, truth becomes
the minimal condition for being invisible and avoiding the sieve of natural
selection.

8.2. Impossibility of Entirely Free Constructions

In fact, part of our inborn cognition has evolved phylogenetically and has
nothing to do with adaptation to the structure of the world. Thus, there is a
considerable number of possible organic (cognitive) phenotypes, which are
invisible for natural selection.® Nevertheless this number is not infinite. Our
inborn epistemology could evolve in many, but not in every direction. Evo-
lution has its narrowing constraints (Gould and Lewontin, 1994) not every
form is possible in evolution. Thus we cannot assert, like constructivists do,

5 The lack of adaptation does not exclude the conservative action of natural selection. Natural
selection does not equal adaptation.
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that what our cognition submits to us is the result of a process of entirely free
construction.

9. PHYLOGENETICALLY ACQUIRED COGNITION IS
CONSTRUCTED AS MUCH BY ORGANISMS AS
BY THE ENVIRONMENT

Organic knowledge is, on the one hand, an internal item, constructed, created
and determined by the cognitive apparatus of a perceiver. On the other hand, the
nature of the external world delimits and evaluates the possibility and quality
of cognitive items. Cognition emerges from interaction with the environment:
an organism influences its environment, and the environment influences it.
Cognition is an active, dynamic process. The internal logos are not a static
given. Organisms live, change and acquire new qualities and knowledge.b
Perception and cognition depend on both:

(1) On the one hand, on the constitution of the organism, on its organic
make-up. Potentially, in the same conditions and with the same selec-
tive pressures, a number of different forms and different representations
are possible. Nevertheless this number is not infinite, as was said earlier
(see point Section 8.2).

(2) On the other hand, on the evaluation of the external world through selec-
tion. Cognitive forms which are favourable for their bearer are retained by
natural selection and their number increases. Cognitive forms which are
neutral are retained or rather are not eliminated by the action of natural
selection. Cognitive forms which are unfavourable or detrimental for their
bearers are eliminated.

Both factors—organisms themselves (as constructivists claim) as well as
theirs environments (as realists assert)—equally determine the nature of cog-
nition.

10. BACK TO THE ORIGIN OF THE PURE CATEGORIES
OF KNOWLEDGE

For constructivists (and idealists, like Berkeley), there is no relation between
things in themselves and the representations of them (or the ideas in Berkeley’s

% It is also obvious that human cognition is greater than the knowledge of a bacteria and that
the progress of phylogenetically acquired knowledge takes place in the evolutionary process,
that organic evolution and evolution of cognition are progressive by nature.
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sense). We cannot and we do not need to prove the existence of the external
world or the reliable relation between things in themselves and the content
of experience, of representations or ideas. However, as it has been shown,
this argumentation is based on dualistic suppositions about an ontological
difference between the knowing subject or mind and the object of knowledge
or body, which is rejected by the monism of the Modern Synthesis. On this
view, one question—that need not be asked for constructivists—should be
reinstated. It is the question of origin: how did the Kantian synthetic a priori
come into existence? How does the structure of nature print itself on the
internal structure of cognition of organisms? To use Heraclitos’ terms: what
is the relation between the universal logos and our own internal logos?

The sensitive point lies in the origin of these categories. Solipsists and
constructivists meet again on Kant’s point that concepts of understanding are
pure forms of intuition because they precede and structure all experience.
Our forms of intuition, our categories of understanding, the forms of ‘logical
functions of judgement’,” the necessary conditions to conceive of any objects,
which Kant defined as synthetic judgements a priori, are true and universally
valid without being analytic or derived from experience.

11. THE ONTOGENETIC A PRIORI IS PHYLOGENETIC
ACQUIRED KNOWLEDGE

In the Modern Synthesis, the question of origin was clarified as follows: the
ontogenetic a priori is phylogenetic acquired knowledge. It implies that a priori
truths are not purely analytic but are full of empirical significance. For the
Modern Synthesis, the pure forms of intuition are also prior and constitutive
for any cognitive act, but they are neither necessary nor universally valid.
They are innate, as they were for Kant, but today innate means innate in an
ontogenetic perspective, and acquired in a phylogenetic perspective.

Our cognitive system is explained precisely as a product of the evolution-
ary process. Thus, cognition is considered an adaptation it is claimed to fit
the real world that cognitive structures reflect, it is supposed to be isomor-
phic, homomorphic, conform, congruent, convergent and at least partially
correspondent with the outside world. We find in Konrad Lorenz’s writings:
“the categories and modes of perception of mans cognitive apparatus are
natural products of phylogeny and are adapted to the parameters of external
reality in the same way, and for the same reasons, as the horse s hooves are
adapted to the prairie, or the fish’ fins to the water” (Lorenz, 1975: 37).

7 According to Kant, knowledge is always expressed in a judgment.
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12. IF MATHEMATICS HAS AN ORIGIN (IT IS JUST ANOTHER
OBJECT OF THE EVOLUTIONARY PROCESS), THEY ARE NOT
OBJECTIVE, ABSOLUTELY UNIVERSAL AND
MIND-INDEPENDENT

The knowledge, including logical knowledge, is not merely a product of adap-
tation: the laws of logic and mathematics are aspects of the law of adaptation
itself, they emerge naturally from evolutionary processes, in which they are
fully implicit. Logical laws are not just the product of historic evolutionary
processes. They themselves are an intrinsic part of this process; they are con-
stituents of this very process.

Organisms’ reasoning is not just a product of the evolutionary processes.
If this were so, we would be back to the old question of where the laws of
logic come from, already posed by Plato, who presumed that some kind of
rational heaven existed, which he called Pleroma, but never described in de-
tails. According to the Modern Synthesis, the laws of logic or mathematics
are neither pre-existent nor independent. They are identified with the evolu-
tionary processes themselves.® It is not just that the evolutionary pressures
shape an organism to a pre-existent, independent, extra-subjective realm and
that the organisms simply obey external logical conditions. They engender
the rules of logic or mathematics: they are these rules. For Kant, the most
basic laws of nature, for instance the truths of logic or mathematics represent
the systematic structure of the world of our experience, they are true for the
phenomena, but do not say anything about noumena. Nevertheless, for the
Modern Synthesis, those rules of logic or mathematics are manifestations,
expressions of the matter. Logic, mathematics and knowledge generally are
nothing but the effect of the action of matter and have no existence of their
own, independently of their material vehicles.

According to the Modern Synthesis, the nature of knowledge is immanent,
because knowledge is contained in a being and results from the very nature
of that being. The nature of living beings is supposed to be materialistic, so
knowledge can exist only with a materialistic support.

In this context, phylogenetically acquired knowledge which includes the
rules of reason can be identified with the way it is manifested: i.e., with
behaviour. What we can observe is that certain external (in relation to the
subject) conditions interact with internal conditions of the organism itself.
For unicellular organisms, like bacteria, the distinction between the inside
and the outside is simply defined by a membrane (for example, unicellular
organisms). It has been said that specific stimuli entail aspecific response and

8 See William Cooper’s thesis (Cooper, 2001) that the principles of pure reason are propositions
about the very evolutionary processes, indeed evolutionary laws.
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adapted behaviour. This is precisely the manifestation of logic; this is what is
behind the notion of logic we use. As was mentioned about the ontological
status of information, logic exists in the very organic structure, and can be
identified with the physical constitution of which it is made up.

Because we share a great proportion of genetic inheritance with the realm
of animals and plants, to some degree logical and mathematical rules evolved
commonly during the evolution of plant, animal as well as human cognition.
Let us consider the basic logical rule of inference, the basic law of thought:
modus ponens (if the first, then the second; but the first; therefore, the sec-
ond). This principle can be associated with the basic processes of homeosta-
sis generally observed in the living world, and among others in the earliest
forms of life, namely feedback loop processes.” The latter describe informa-
tion processing in nature and can be metaphorically regarded as a kind of
cognitive process, i.e. the acquisition of some information, of some objective
knowledge.!” It takes place even at the basic level, as in the case of simple
stimulus—response relation.

So modus ponens and feedback loop processes can describe for instance how
bacteria are able to manage in their mezzocosmos by responding to differences
of stimulus intensity. The search for food and the avoidance of dangerous
molecules of Escherichia coli consist of an alteration: run/tumble (Dusenbery,
1996: 68). Thanks to just one sensor and the ability to change its position,
E. coli can infer the concentration of some substance. The search strategy is the
following: if conditions improve then move in some direction, keep going. If
not, try a new direction through tumbling. When the concentration of glucose
increases, E. coli reduces the number of fumbes. If there is no glucose or in
the presence of benzoate, which is a repellent, the rotations of the flagella are
more frequent, which makes the bacterium tumble and, therefore, go in a new
random direction.!!

Knowledge, for instance logical knowledge, is immanent, intrinsic in rela-
tion to the matter with which it can be identified. There is no essence behind
its laws. Since we know the evolutionary origin of universals, categories of
cognition etc., we know their nature: not absolute, not necessary local optimi-
sations. We also know their extension: they exist in human, in animal, in every

9 Feedback loop process—where the output of a system causes (positive or negative) changes
to the system. If the output becomes too great, it acts through the feedback loop to reduce
itself.

Konrad Lorenz’s example of Paramecia, showing that its reaction to the external stimulus
and its movement mean that this Paramecium possesses objective knowledge about the real
world (Lorenz, 1975: 12).

We can multiply examples: when Caulobacter is in a wet environment, it is fixed to the ground.
But if the weather is continually dry, the bacteria reproduce and develop a flagellum, which
enables them to move to a wetter environment.
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living organism, as we share genetic inheritance and organic cognition. So the
laws of nature, the laws of logic and mathematics are what is invariant and
constant in cognitive make-up. They are not objective, absolutely universal,
mind-independent but specific to humans and other living forms on the Earth.
Truth, in the classical Aristotelian sense, as a coincidence of a representation
with reality, is impossible, because the representation exists in some organ-
ism. It is not external, objective, independent of how and in what it exists.
Perceptual content is intrinsically an experience of some perceiving apparatus,
is necessarily from some perspective and is determined by the very organic
organisation of a given perceiving subject. Yet, reality still has its independent
ontological status.

13. ONE CONSTANT OF THE MODERN SYNTHESIS:
VARIABILITY

The Modern Synthesis does not work in essentialist terms as substance and
accidental attributes.'? This view is free of the search for an essence, for
a first cause of everything. The accidental does not imply the necessity of
existence of the essence. There is no need to search for the essence in what is
accidental. The variability and temporality of what appears to our cognition is
worth as much as the eternal and immutable essence, whose ontological status
is uncertain. The ultimate basis of reality, the constant we would research
in the principle, in the essence underlying the universe, is precisely in that
incessant variability: this is the only constant. Nevertheless, it would be quite
an astounding and stunning thing to replace the very notion of essence.

14. CONCLUSION

We can see that there are tight connections between the way that we con-
sider the nature of evolution, the nature of the living world and the nature of
knowledge, between the synthetic theory of evolution and biological evolu-
tionary epistemology. According to how we comprehend the nature of natural
selection and its role on modelling organic forms of cognition, evolutionary
epistemology can go the way of metaphysical realism, or follow the trail of
constructivist speculations. Nevertheless, if evolutionary epistemology claims
to agree with the synthetic theory of evolution, it cannot defend and follow
the second way.

12 (essence/accident—Iat. per se/per accidens).
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Abstract

Daniel Dennett has claimed that ‘nothing complicated enough to be really interesting could
have an essence’. He and other universal Darwinists hold that Darwin’s theory undermined
traditional essentialism in biology. This paper shows, first, that Dennett and other universal
Darwinists are themselves committed to an essentialist view about historical processes, and
second, that this process essentialism is optional. One can be a universal Darwinist without
being a process essentialist.

1. INTRODUCTION: THE DARWINIAN REJECTION
OF ESSENTIALISM

Daniel Dennett compares Darwinism to a universal acid that dissolves every
container and “eats through just about every traditional concept [. .. ] (1995:
63). According to Dennett, one of the many traditional views that Darwin’s
dangerous idea “eats through” is essentialism, or the view that a member of
any species or kind has both essential and accidental properties. The essential
properties are what make it the kind of thing that it is. It shares those essential
properties with every other member of the species, but not with any non-
members. Within the species, the accidental properties may vary. Species
essences are immutable. Thus, an essentialist might wish to say that having
one hump is an essential feature of dromedaries. All and only dromedaries
are camels with one hump. Being a camel with one hump is what makes this
animal a dromedary. Of course, there is plenty of intraspecific variation; not all
dromedaries are exactly alike. However, this intraspecific variation concerns
accidental properties.

One might wish to think of the distinction between essential and accidental
properties in terms of possibility and necessity. To say that having one hump
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is an essential feature of dromedaries is to say: ‘Necessarily, all dromedaries
have exactly one hump’. Here the basic idea is that an essential property of
a species is a property that no member of that species could fail to have; an
accidental property, on the other hand, is a property that one could fail to have
and still be a member of the species.

Darwin’s idea ‘eats through’ traditional essentialism in the following way:
According to Darwin, existing populations of camels, both dromedaries and
Bactrian camels, as well as humpless llamas, are all descended, with modifica-
tions, from a common ancestral population in the not so distant past. There is
no point in this evolutionary process at which we can say, ‘Aha—T7That animal
is a dromedary, although its grandparents were not’. Nor is there any point in
time at which we could say ‘Aha—now we have a population of one-humped
camels, whereas before we did not’. Species evolve.

If Darwin’s theory is a universal acid that ‘eats through’ traditional es-
sentialism, we might well expect universal Darwinists to take a strong anti-
essentialist line, and that is exactly the pose that Dennett strikes:

Even today Darwin’s overthrow of essentialism has not been completely
assimilated (1995: 39).

Nothing complicated enough to be really interesting could have an essence.
This anti-essentialist theme was recognized by Darwin as a truly revolu-
tionary epistemological or metaphysical accompaniment to his science; we
should not be surprised by how hard it is for people to swallow (1995: 202).

In this paper, [ will argue that Dennett himself'is one of those people who has
failed to assimilate Darwin’s overthrow of essentialism, and that he himself
has found it hard to swallow Darwin’s anti-essentialist theme. I will show that
today’s “‘universal Darwinists’—including David Hull and Richard Dawkins
as well as Dennett and many others—continue to buy into a subtle form of
essentialism about historical processes.

This process essentialism is the view that historical processes come grouped
in natural kinds, or that historical processes have essential as well as accidental
features. Dennett and Hull both hold that it is possible to specify the essence
of a Darwinian evolutionary process by way of the following formulation:

All and only Darwinian evolutionary processes have features F1,
F2, ... Fn.

Darwinian evolutionary processes have an essence. Processes of change
that occur in biological populations, cultures, economic systems, scientific
communities, linguistic communities, and even in the human nervous sys-
tem during development could all qualify as Darwinian evolutionary pro-
cesses. What matters is that they share these essential features. Of course,
everyone knows—and the universal Darwinists readily admit—that there are
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glaring differences between biological change and cultural change. These
differences, however, concern only the accidental properties of historical pro-
cesses. The differences have to do with the matter or substrate of those his-
torical processes, rather than the form. What are the essential features of a
Darwinian evolutionary process? They are variation, heredity, and differential
fitness (Dennett, 1995), or replication, interaction, and selection (Hull, 1988).
My thesis, then, is that these universal Darwinists are thinking of historical
processes in exactly the same way that a traditional Aristotelian essentialist
would have thought about camels, and that there is no good reason for those
loyal to Darwin to think of historical processes in this way. I do not claim that
Darwinists must, on pain of inconsistency, be anti-essentialists about histori-
cal processes. All I want to do here is to show that it is possible for universal
Darwinists to be the thoroughgoing anti-essentialists that Dennett seems to
think they should be.

2. IS SCIENCE A DARWINIAN EVOLUTIONARY PROCESS?

Long before Richard Dawkins coined the term ‘meme’, a number of other
philosophers and scientists had suggested analogies between biological
change on the one hand and cultural, scientific, or intellectual change on
the other. For example, toward the end of The Structure of Scientific Rev-
olutions (1996), Thomas Kuhn hinted that during periods of revolutionary
science, rival paradigms engage in something resembling a struggle for ex-
istence within the scientific community, where they compete for the alle-
giance of scientists. More importantly, though, Kuhn was attracted to the
Darwinian idea that the evolutionary process is not going anywhere in par-
ticular, that it has no overarching goal or telos. Neither, he argued, does
science. Although Kuhn’s book predates the controversy over punctuated
equilibrium, anyone who thinks that biological evolution is punctuated, and
that the history of science is punctuated by revolutions, will see an obvious
parallel.

It is hard to avoid the thought that there is something fishy about this
whole project of drawing analogies between biological evolution and sci-
entific change when we consider that Karl Popper (1972)—whose view of
science could scarcely be more different than Kuhn’s—also argued that sci-
ence is a Darwinian process. The process by which novel scientific conjectures
are generated, tested, and (usually) eliminated closely parallels the process by
which natural selection does its work on new variations in a biological popu-
lation. If philosophers whose views of science are diametrically opposed both
think that scientific change resembles Darwinian evolution, it is hard to know
what to conclude: Is one of them badly mistaken about the essential nature
of Darwinian evolutionary processes? Are they merely highlighting different
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essential features of Darwinian evolutionary processes? Is each philosopher
focusing on only those essential features that conveniently serve his imme-
diate purposes? Either way, it is far from clear how the drawing of parallels
between biological evolution and scientific change was supposed to contribute
to the resolution of philosophical debates about science.

More recently, Bas van Fraassen (1980) has offered a Darwinian explanation
of the empirical success of science, with the aim of countering the realist
argument (due to Putnam, Smart, and others) that the success of science would
be a miracle if scientific theories were not true or approximately true. In this
context, atheory is said to be empirically successful insofar as it yields accurate
predictions and enhances our technological control of nature. Van Fraassen
suggested that theories had been subjected to a Darwinian selection process
within the scientific community, a process that eliminates the unsuccessful
ones. Hence, it should come as no surprise that the theories that scientists
currently accept are all wildly successful. They are, after all, the descendants
ofthe survivors. Thus, we can explain the empirical success of science without
appeal to truth, approximate truth, or reference. Critics (such as Kitcher, 1993)
have argued that this explanation should not satisfy anyone. But leaving that
aside, I think it is instructive to contrast van Fraassen’s proposed anti-realist
explanation of the success of science with a very different (but still allegedly
Darwinist) explanation proposed by David Hull.

According to Hull, a Darwinian evolutionary process is any historical pro-
cess that can be analyzed into the sub-processes of replication, interaction,
and selection. Hull (1980: 96) defines a replicator as “an entity that passes on
its structure largely intact in successive replications”, and an interactor as “an
entity that interacts as a cohesive whole with its environment in such a way
that this interaction causes replication to be differential”. Finally, a selection
process is “a process in which the differential extinction and proliferation of
interactors cause the differential perpetuation of the relevant replicators”. If
this sounds essentialist, that is because it is.

According to Hull, scientific concepts are replicators, while scientists and
research programs are interactors. The central message of Hull’s book, Science
as a Selection Process (1988), is that the differential extinction and prolifera-
tion of research programs in science—something which is primarily a social
and professional affair—causes the differential perpetuation of scientific the-
ories and concepts. Hull offers an elaborate ‘invisible hand’ explanation of
the success of science: Scientists themselves are social agents pursuing goals
such as professional recognition and credit. The classical aims of science—
especially prediction and control—are achieved only as a by-product of this
Darwinian process by which research programs (roughly analogous to organ-
isms) compete with each other to see who gets to pass on their ideas (analogous
to genes).
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We have here two potential Darwinian explanations of the success of sci-
ence. For example, Van Fraassen remains silent about the social interactions
among scientists, at least in connection with his explanation of the success
of science, whereas Hull thinks that those social interactions must be central
to any Darwinian explanation of scientific success. All that I want to remark
upon here is that these two accounts of science as a selection process serve
entirely different philosophical visions of the nature of science. This alone
should make us wonder what sort of philosophical work the analogy is really
supposed to be doing.

3. DENNETT’S PROCESS ESSENTIALISM

Daniel Dennett, following Richard Dawkins, takes a Darwinian view of cul-
ture in general. Ideas, or ‘memes’ (= ‘discrete memorable units’, or ‘semantic
units’) are the replicators of culture, analogous to genes. “Just as genes prop-
agate themselves by leaping from body to body via sperms or eggs, so memes
propagate themselves in the meme pool by leaping from brain to brain via a
process which, in the broad sense, can be called imitation” (Dawkins, 1976:
192). Dennett famously urges us to adopt the meme’s eye perspective. From
my own perspective, a car stereo is a useful tool for keeping me awake during
my morning commute; from the meme’s perspective, the car stereo is a useful
tool for delivering copies to as many brains as possible.

In the philosophical literature, one finds two very general criticisms of
memetics, or what might be called ‘cultural Darwinism’. The first is that so
far, no one has shown how memetics can be used to generate and test any
novel predictions about culture. Many philosophers of biology, in particular,
remain skeptical about the whole idea of memetics on the grounds that the
friends of the memes have not yet shown that their approach leads to any
empirical successes analogous to those of population biology. Memetics looks
to many biologists and philosophers of biology like a mere pseudoscience.
The first group of critics sees no useful empirical results. The second line of
criticism is that there are glaring and significant differences between cultural
and biological evolution. One disanalogy is that in culture, lineages often
converge. For example, Darwin’s theory incorporates ideas borrowed from
Lyell as well as from Malthus. Another potential disanalogy is that in culture,
variation is often directed with respect to selection. When someone writes a
new song, that person does so in hopes that the song will catch on and spread
through the culture. This second group of critics sees a weak analogy.

Dennett (1995) does not seem much bothered by these objections. One rea-
son for this is that his interest in memetics is mainly philosophical, rather than
scientific. Since cultural Darwinism is a philosophical outlook, the demand
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that it produce useful empirical results is unfair. Dennett also concedes that
there are significant differences between biological and cultural change. In-
deed, the following passage is very revealing:

There is no denying that there is cultural evolution, in the Darwin-neutral
sense that cultures change over time, accumulating and losing features,
while also maintaining features from earlier ages [...] But whether such
evolution is weakly or strongly analogous to, or parallel to, genetic evo-
lution, the process that Darwinian theory explains so well, is an open
question. In fact, it is many open questions. At one extreme, we may imag-
ine, it could turn out that cultural evolution recapitulates all the features
of genetic evolution: not only are there gene analogues (memes), but there
are strict analogues of phenotypes, genotypes, sexual reproduction, sex-
ual selection, DNA, RNA, codons, allopatric speciation, demes, genomic
imprinting, and so forth—the whole edifice of biological theory perfectly
mirrored in the medium of culture [...] At the other extreme, cultural
evolution could be discovered to operate according to entirely different
principles [...]. (1995: 345)

The truth, surely, lies somewhere between these two extremes. Suppose,
however, that everyone could arrive at a substantive agreement concerning the
actual similarities and differences between cultural and biological evolution.
In other words, suppose that both the friends of the memes and their harshest
critics could come to agree that biological and cultural evolution have only
such-and-such features in common. At that point, all the interesting empirical
questions would have been answered. However, there might still be room for
a disagreement of emphasis, with the friends of the memes arguing that the
agreed-upon similarities between cultural and biological evolution are more
important than the differences, while their critics emphasize the agreed-upon
disanalogies. (Diagram 1 represents the two axes of potential disagreement
here.)

Less similar More similar

Less important

» Substantive Disagreement—How
similar/different are the two processes?

More important

v

Disagreement of emphasis—How important
Are the similarities?

Diagram 1.
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How shall we settle a disagreement of emphasis, when it arises in a case
where there is substantive agreement about the degree of resemblance between
the primary subject and the analog? One way to settle such a disagreement
is by appealing to process essentialism: If the shared features of cultural
and biological evolution happen to be the essential features of Darwinian
evolutionary processes, then we may conclude, via the following syllogism,
that cultural evolution is a Darwinian evolutionary process:

P1. All and only Darwinian evolutionary processes have features F'1,
F2,... ,Fn.

P2. Cultural evolution has features F'1, F2,...,Fn.

Therefore, cultural evolution is a Darwinian evolutionary process.

In other words, one can argue that the agreed-upon similarities between
biological and cultural evolution matter more than the obvious differences,
because those similarities include the essential properties of Darwinian evo-
lutionary processes, whereas the differences between cultural and biological
evolution concern merely accidental properties.

One of the more notable claims that Dennett makes in Darwin’s Danger-
ous Idea is that evolution is an algorithmic process, where an algorithm is
conceived of as a function for producing certain outputs given certain inputs.
I believe that this construal of Darwin’s theory enables Dennett to introduce
process essentialism in an intuitively plausible way, without acknowledging
that that is what he is doing. Notice, however, that one of Dennett’s most
interesting claims about algorithms is that they are substrate neutral. For ex-
ample, the addition function can be carried out by a human brain, or by a
pocket calculator. Similarly, Dennett argues that Darwinian evolution is an al-
gorithmic process that can be implemented in different substrates—including
both biology and culture. It is really surprising that almost 10 years after the
publication of Dennett’s book, no one has pointed out just how Aristotelian,
and just how essentialist, all of this is. The relationship between an algorith-
mic process and its substrate is just the relationship between form and matter.
Aristotle himself would have been quite happy to say that in the cases of Peter,
Paul, and Mary, the form (=species essence) of humanity is implemented in
different substrates, and that the differences among these distinct individuals
are attributable to differences in the substrates. The chief difference between
Dennett and Aristotle is a merely accidental one: Dennett is an essentialist
about processes, while Aristotle is an essentialist about things.

For good measure, consider once again the work of David Hull, whose
commitment to process essentialism is more explicit than anyone else’s. Hull
basically thinks that all and only Darwinian evolutionary processes are those
in which the differential survival and proliferation of interactors causes the
differential perpetuation of replicators. If this is right, then a/l he needs to do in
order to defend his view of science is to show that scientific change is a process
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in which the differential survival and proliferation of interactors causes the
differential perpetuation of replicators. This syllogism is the linchpin of Hull’s
argument in Science as a Process. Armed with this syllogism, Hull can fend
off any critic who wishes to call attention to dissimilarities between biological
evolution and the development of science.

Process essentialism is the key to Dennett’s defense of memetics. With the
syllogism in place, he can insist that for all of the obvious differences, cultural
evolution really is a Darwinian evolutionary process, because it possesses
all the essential features of one. Moreover, there is no need to point to any
predictive or explanatory successes in order to justify the claim that cultural
evolution is a Darwinian evolutionary process, because all the justificatory
work is done by the syllogism.

4. UNIVERSAL DARWINISM WITHOUT
PROCESS ESSENTIALISM

All of the leading universal Darwinists are process essentialists. But process
essentialism is (a) a vestige of a pre-Darwinian, basically Aristotelian outlook
on the world of living things, and (b) a view which is not—and indeed, could
not be—supported by any empirical evidence. In order to explain the biological
phenomena (e.g., facts about the geographical distribution of species, or the
apparent adaptation of the parts of organisms to their local environments) we
need to say something about the actual historical processes that produced the
observable effects. We need to say what features those processes actually had,
but whether the features were essential or accidental makes no difference to
the explanation.

What I now wish to show is that process essentialism is merely optional,
and that one can be a Darwinist and even a universal Darwinist without buying
into the idea that Darwinian evolutionary processes have an essence. Process
essentialism is, in a word, inessential to Darwinism.

What would it mean to completely assimilate Darwin’s overthrow of essen-
tialism? I think it would mean treating certain concepts as cluster or family
resemblance concepts, much as Wittgenstein treated the concept of a game.
Wittgenstein famously argued that no matter how hard we try, we will never
be able to come up with a suitable definition of ‘game’ having the following
form:

All and only games have features F'1, F2,...,Fn.

Games have no essence. The problem is that any attempt to specify the
necessary and sufficient conditions for something is being a game will either
include or exclude too much. For example, if we say that a necessary condition
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for something’s being a game is that there be winners and losers, we will have
ruled out some obvious examples of games such as Duck, Duck, Goose. But
if we say that being a leisure activity is sufficient for being a game, we will
have ruled in things like going to the cinema.

It is striking that virtually all philosophers of science have given up on the
project of demarcating science from non-science for exactly the same reasons
that Wittgenstein thought we should give up any attempt to demarcate games
from non-games. So far, every attempt to solve the demarcation problem in
the philosophy of science has yielded results that were either too inclusive or
too exclusive. Attempts, such as Hull’s, to demarcate Darwinian evolutionary
processes from other kinds of historical processes face many of the same
problems. Interestingly, no one really cares that we are unable to demarcate
games from non-games with any precision, and philosophers of science no
longer regard the demarcation problem as a legitimate problem. Thus, it is not
clear why anyone should care whether we are able to demarcate Darwinian
evolutionary processes from other kinds of processes.

An alternative would be to come up with a list of ‘family traits’ of Darwinian
evolutionary processes. These family resemblances might include:

* Speciation

* Changes in the features of populations that can be modeled using the
techniques of population genetics

* A struggle for existence

* Differential fitness among variants in a population

* Cumulative natural selection over many generations

* Differential reproduction of organisms

» Differential replication of genes

* Descent with modification

* Variation is undirected with respect to selection

* No overarching goal or telos
And so on.

Rather than trying to offer an analysis of the concept of a Darwinian evo-
lutionary process, we can simply say that a process counts as a Darwinian
evolutionary process if it possesses enough of these family traits. For exam-
ple, theory change in science possesses some of these features but not others.
The universal Darwinist who thinks of the notion of a Darwinian evolution-
ary process as a cluster concept can say that some non-biological processes
(cultural change, scientific change, neural development, or whatever) are
Darwinian evolutionary processes, on the grounds that they possess enough
of the family traits of Darwinian evolutionary processes. However, scientific
change and biological change do not have a shared essence; rather, they are
related in much the same way that chess and football are related. What makes
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Darwin’s theory a universal acid is the fact that a number of other processes
share some of the family traits of Darwinian evolutionary processes.

5. CONCLUSION

In this paper, I have not given any reasons for rejecting process essentialism.
What I have tried to show, instead, is that (a) Dennett’s process essentialism is
incompatible with the suggestion he makes elsewhere that Darwinists should
reject essentialism tout court; (b) universal Darwinists have not given any
good empirical reasons for accepting process essentialism; and (c) there is
no need for a universal Darwinist to be a process essentialist, because one
can just as easily treat the concept of a Darwinian evolutionary process as a
Wittgensteinian family resemblance concept.
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Abstract

As the author has shown in previous work, although linguistics as a science was born in
Darwin’s century, Darwinism’s influence on it was superficial and produced the mystifying,
but still current, view that language is a living organism, and language change an organic law.
Language is, instead, a social artefact with an interface with nature, which is governed by
the law of conservation and changes only exceptionally. Since language is innate—as claimed
by Chomsky and now demonstrated by natural sciences—and Homo was thus born loguens,
the evolution of language—and all world languages, including Indo-European (IE)—must be
mapped onto the entire course of human cultural evolution, in the new framework provided by
the Palaeolithic Continuity Theory (PCT).

1. INTRODUCTION

In this paper, I try to argue that the epistemological framework of traditional
historical linguistics with regards to language evolution has always been and
still is based on a misconception of Darwinism, and, therefore, needs a radi-
cal revision. The so called organic linguistic change, assumed by traditional
linguistics as the governing law of language, itself considered as a biological
organism, should be replaced by the view that language is a social artefact
with an interface with nature, and that the only law of language, as of all other
social artefacts, is conservation, whereas change is the exception, occurring
only in certain periods and because of external influences. The conclusions
of several sciences concerned with the origins and evolution of language also
justify, in my opinion, the formulation of a new, interdisciplinary paradigm for
the evolution of language and languages, which I have called the Palaeolithic
Continuity Theory (PCT), and which elsewhere I have worked out in detail
for the Indo-European (IE), Uralic and Altaic languages of Europe (Alinei,
1996-2000). The PCT, insofar as it provides us with a general evolutionary
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framework for all domains that find an expression in language—from gram-
matical structure to spiritual and material culture—can also contribute to the
development of the EE.

2. THE INFLUENCE OF DARWINISM AND ITS PREDECESSORS
ON THE EMERGING LINGUISTICS OF THE 19TH CENTURY

Linguistics as a new scientific discipline was born precisely in Darwin’s cen-
tury: the first comparative grammar of an IE linguistic group, the Deutsche
Grammatik by Jakob Grimm (1785-1863), came out in 1819. August F. Pott
(1802—1887), the founder of etymological research, published his Etymol-
ogische Forschungen in 1833—1836. The publication of the Grammatik der
romanischen Sprachen by Friedrich Diez (1794—1876) was begun in 1836 and
completed in 1843. Franz Bopp (1791-1867), one of the father founders of
comparative-historical linguistics, began the publication of his Vergleichende
Grammatikin 1833, and completed itin 1852, thatis 7 years before 1859, when
Charles Darwin (1809—1882) published his celebrated synthesis. The Essai de
Paléontologie Linguistique by Adolphe Pictet (1799-1875), another milestone
in historical linguistics and in the study of IE, was published it in 1859—1863.
And the school of linguists called Neo-Grammarians (initiated by August
Schleicher, 1821-1868), to whom linguistics owe the principle of the so called
organic linguistic change and the Lautgesetzen (‘laws of phonetic develop-
ment’), were all active after Darwin, and thus made large use of Darwinian
concepts and terms. In short, the 19th century was the period which saw the
emergence of all sciences of the historical type, including historical linguistics.

Because of this synchronism, it is important to evaluate to which extent
the new linguistic science was influenced by Darwinism and by its immedi-
ate precedents, a problem which only recently has begun to attract scholarly
attention (e.g. Christy, 1983; Nerlich, 1990). And although at a first glance
this influence seems important and deep, on a closer analysis it proves to be
either superficial or based on a total misunderstanding of the epistemological
nature of the evolution theory. Let us see the evidence for this claim.

2.1. The Cultural Context of the 19th Century

Firstofall, itis necessary to remember that the 19th century was not dominated,
culturally, by the emergence of evolutionary theory, but, on the contrary, by
a very conservative, theological view of nature, according to which the Bible
was the basic source for knowledge, and thus also for science.

As is known (e.g. Daniel, 1962; Pinna, 1992), Pre-Darwinian scholarship
saw the duration of the earth and of life, as well as the beginning of human
history, as set down by the Bible. And the text of the Bible, in its authorized
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version published in England in 1701, included the results of Dr. John Light-
foot’s and bishop James Ussher’s earlier calculations, according to the latter
of which the universe was created by God on Sunday the 23rd of October
4004 BC, beginning at sunset of the 22nd, Adam and Eve were driven out of
Eden in the same year, on November 10, and Noah’s ark saved living beings
from the Flood on May 5, 1491 BC. Throughout the 19th century, and as late
as the Victorian era—that is long after Darwin published his book—this was
the current view about the origins of the universe. For the same reason, con-
temporary scholars reduced the entire human prehistory to the so-called Four
Monarchies—Persian, Assyrian, Greek and Roman. And in the almost 6000
years between the present and the divine Creation in 4004 BC, nothing short
of a catastrophic, supernatural event could explain the process of geological
accumulation and change. The biblical Flood provided an exceptionally effec-
tive example of such a catastrophe. In short, before the four monarchies there
was only impenetrable fog, and before the year 4000 BC was the supernatural.

And it was precisely the strength of this belief that caused, in the 19th
century, a sharp division between contemporary scholars: On the one hand the
majority, called Catastrophists, who interpreted the terrestrial documentation
in conformity with the Book of Genesis, saw the Flood as an example of
supernatural catastrophes, and the biological past of the earth as a succession of
supernatural catastrophes, each followed by new acts of supernatural creation.
And on the other a minority of scholars, called Uniformitarianists, who studied
the earth and life in terms of natural phenomena and natural laws operating
in the present, and affirmed the natural character of the evolution, and the
uninterrupted continuity of species from their origins to the present, in spite
of their transformations.

The conflict began in France, where catastrophism was represented by
Georges Cuvier (1769-1832), natural historian, geologist and founder of the
palaeontology of the vertebrates, and uniformitariamism, then called transfor-
mationism, by Jean Baptiste Lamarck (1744—1829), one of the main precursors
of Darwin’s evolutionism. In England, the main representatives of uniformi-
tarianism was Sir Charles Lyell (1797-1875), who had a great influence on
Darwin, and set out his theory in a classic study of the history of science, the
title of which is a programme in itself: Principles of Geology, being an attempt
to explain the former changes of the earth’s surface by reference to causes
now in operation, published in three volumes in London from 1830 to 1833.

2.2. The Reaction of Linguistics to the Polemic between Catastrophism
and Uniformitarianism

Within this cultural framework, then, the precise question we must address is
the following: How did the new historical linguistics react, first to the polemic
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between catastrophism and uniformitarianism, and then to Darwin’s evolution
theory? (Christy, 1983; Nerlich, 1990)

As I have already indicated, this reaction, on the surface, was very posi-
tive: most 19th-century linguists adhered to uniformitarianism, in the precise
sense that they thought it coincided with the mysterious process of change they
had discovered as a seemingly constant feature of language. The American
scholar William D. Whitney (1827-1894), one of the most intelligent linguists
of the 19th century, was one of the staunchest supporters of Lyell, whom he
admired and cited many times and by whom he was profoundly influenced.
The French scholar Michel Bréal (1832—1915), the founder of semantics as a
linguistic discipline, expressed himself frequently in clearly uniformitarianist
terms, although he did not refer to Lyell explicitly. The brilliant but superficial
Max Miiller (1823—-1900) was perhaps the first to formulate the uniformitar-
ianist principle in linguistics. As far as we know, only Heymann Steinthal
(1823-1899) continued to favour explicitly catastrophism as an explanation
of change.

Despite the appearance, however, this adhesion was superficial, and can be
seen as a sort of compromise between the earlier dogmas of theology and the
new scientific views of the evolutionists. For what really happened is this: (a)
on the one hand the new linguists retained the pre-Darwinian idea that pre-
history was an impenetrable mist—coinciding with the so called antediluvian
period—and refused to take into consideration anything that had to do with it.
(b) On the other, they misinterpreted completely the epistemological nature of
the evolution theory, by applying it blindly to language, which they mistakenly
assumed to be a biological, natural organism. And the combined effect of these
two reactions was such as to put historical linguistics on a wrong track, which
eventually led to a dead end, where it still finds itself at this very moment.

Let us see these two points in greater detail.

2.3. Influence of Catastrophism on Linguistics

The most evident confirmation that 19th-century linguistics, despite its su-
perficial adhesion to uniformitarianism and Darwinism, refused to open their
study to prehistory, retaining instead the pre-Darwinian idea that prehistory
was an impenetrable fog, can be found in the censorious decision, taken in
1868 by the new, prestigious Société Linguistique de Paris, to introduce in
its statute an article that prohibited the study of linguistic origins. The statute
of the SLP did not admit “aucune communication concernant [...] ’origine
du langage” (Mémoires de la Société Linguistique de Paris, 1868, 1: 111; cf.
Nerlich, 1990: 39). And the date of 1868 proves that this decision was taken
with the awareness of, and in opposition to, the new perspectives opened up
by Darwinism.
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Another piece of evidence of this refusal of prehistory can be found in
the choice of the explanatory model for the origin of the main Euro-Asiatic
language families, which were, for obvious reasons, the first to be studied by
the new linguists: for all Proto-Languages reconstructed by the new linguists
were seen to be of recent formation, emerging in Europe or Asia as late
as in the Metal Ages, and submerging a sort of antediluvian, unknown and
unknowable population. This is true not only of IE, who were seen—and
still are both in the traditional model (Gimbutas, 1970, 1973, 1977, 1980)
and in Colin Renfrew’s (Renfrew, 1987)—as warlike superior elites, or as
the inventors of farming, who obliterated the preceding populations of the
continent; but it was true, until two decennia ago, also of Finno-Ugric people,
who were seen as invaders in the Iron Age, coming from an unknown area and
replacing unknown people; and of the Altaic people, who are still seen as even
more recent, Medieval invaders, coming from nowhere and replacing earlier
IE invaders, in the typical merry-go-round that characterizes the traditional
ethnogenesis of Eurasia. In short, the languages of modern civilizations could
not have anything to do with ancient prehistory.

A third aspect of this prehistoric reductionism, and of its flagrant contra-
diction with Darwinism, can be found in the already mentioned Linguistic
Palaeontology, initiated with the homonym publication by Pictet in 1859—
1863. Pictet used the term paléontologie to indicate a field of studies which
he compared, significantly enough, to the studies “du naturaliste qui étudie les
regnes antédeluviens”. Consequently, it is obvious that he was still sailing in
the waters of catastrophism. On the other hand, while the name Palaeontology
evoked the antediluvian fossils of Palaeolithic, all of Pictet’s linguistic analy-
ses date the earliest layers of IE lexicon to the Copper, the Bronze and the Iron
Age. Which proves, again, that IE palacontology could not have anything to
do with remote prehistory, but only with Metal Ages artefacts and institutions.

In short, in spite of a cosmetic operation meant to demonstrate a superfi-
cial adoption of uniformitarianism, there was a continued adherence to the
ideology of pre-Darwinian catastrophism.

2.4. Additional Influences of Political Ideology

Of course, catastrophism was not the only influence that shaped the pseudo-
historical scenarios painted for the origin of civilized languages by the first
linguists. Many recent studies on history of archaeology, linguistics and ideol-
ogy have shown that the foundation of scientific IE research in the 19th century
was deeply influenced by the contemporary Arian, Pangermanic and colonial-
ist ideology, as first expounded in Count Joseph-Arthur De Gobineau’s, Essai
sur l'inégalité des races humaines (1853—1855) and Houston Stewart Cham-
berlain’s, Die Grundlagen des XIX Jahrhunderts (1899), with their emphasis
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on the racial superiority of the IE people and their inclination to war and con-
quest (e.g. Poliakov, 1974; Romer, 1985; Renfrew, 1987; Trigger, 1989, etc.).

We must not forget, in this context, that the very word Arian was one the
basic terms of the emerging historical linguistics. And it might be useful,
as a way of example, to read what the French Pictet writes about the Arian
race in the opening lines of his already cited book, the title of which was,
significantly, Les origines des Indo-européennes ou les Aryas primitif. Essai
de paléontologie linguistique:

une race destinée par la Providence [...] a dominer un jour sur le globe
entier [...] Privilégée entre toutes les autres par la beauté du sang, et par
les dons de I’intelligence ... cette race féconde travaillait [...] a se créer,
comme puissant moyen de développement, une langue admirable par sa
richesse, sa vigueur, son harmonie et la perfection de ses formes. (Pictet,
1859-1863: 7)

This kind of ideology made a radical distinction between the IE people
and all the savage populations of the world, which were destined to remain
such. The autochthonous populations of prehistoric Europe—wholly similar
to the savages of the other continents—could not have had anything to do
with historic and modern Europeans, and consequently the prehistory of the
IE people belonged to a kind of obscure and impenetrable limbo, a sort of
scientific substitute for the dogma of creation.

It is this mixture of residual catastrophism and pre-racist ideology that
seems to me to characterize much of the linguistic work of the 19th century,
and which the later generations of scholars came to accept by sheer inertia.

2.5. Misinterpretations of Darwinism by the Emerging Science of
Linguistics

But the greatest, and at the same most pernicious, influence that Darwinism
exercised on the emerging science of linguistics, and which deserves our
closest attention, concerns the basic tenet of the evolution theory, namely the
principle of gradual and constant evolution of nature, following specific laws.
For this principle was applied mechanically to language, on the basis of a total
mystification of the epistemological nature of Darwinism, with the consequent
assumption that also language was a living organism.

This is, in my opinion, the fatal mistake that 19th-century linguistics made,
and which has been inherited by linguistics until now: the reification of lan-
guages into living organisms, each of which has a birth, a life and a death,
and it evolves as all natural organisms, following laws that are similar to laws
of nature. Laws that have been called—precisely by 19th-century linguists—
Lautgesetzen or phonetic laws, and which have been assumed as a given of
nature, escaping knowledge, precisely as biological change. This is why the
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most typical principle of the new historical linguistics was and is the so called
linguistic organic change, and this is also why most 19th-century linguists
considered themselves as supporter of the principle of uniformitarianism,
since the idea that language evolved following natural laws looked exactly
like what the uniformitarianists had discovered about nature.

It is, therefore, apparent that the influence on Darwinism on the emerg-
ing linguistic science was characterized by two basic misinterpretations of
it: (a) On the one hand, the adhesion to the principle of uniformitarianism
by linguists was based on the misconception of language as a living organ-
ism, whose so called organic change was consequently placed outside the
scope of knowledge and critical study. (b) On the other, while all other his-
torical sciences, geology, biology, archaeology, palacontology and anthropol-
ogy, freed from the concept of catastrophism, transformed the antediluvian
period into the very object of their study, thus opening its abysmal depths
to observation and research, linguistics still regarded prehistory as a period
of absolute darkness, and thus totally irrelevant. (c) As a consequence, the
organic change of language, unlike geological and biological change, was
situated in a chronological horizon, which remained in essence still Biblical
and postdiluvian. And in this framework the organic clock by which language
change was being measured had also necessarily to be extremely rapid, to make
things fit.

In short, the whole scenario of the Proto- IE language still unified landing
on Europe in the Copper Age with its blitz-invasion, the fantastic rapidity of
its change into the different IE languages, and the simultaneous extermination
of the savage pre-IE s, all come out of this context, with the addition of the
pre-racist, colonialist ideology prevailing in the 19th century.

Traditional linguistics thus continued, without wanting or knowing it, the
line of pre-scientific post-diluvian studies. The enormous, almost infinite
chronological span revealed by scientific research, which demolished the Bib-
lical myth of the creation and gave rise to innumerable achievements in the
field of geology, biology, genetics, archaeology and all the sciences study-
ing prehistory, has never been really laid open for historical and comparative
linguistics. The traditional catastrophistic view arrested the development of
historical linguistics at positions typical of the pre-scientific stage of the 19th
century, positions which became as dry branches, incapable of rejuvenation
and destined simply to fall off.

3. REVISITING TRADITIONAL VIEWS ABOUT LANGUAGE
AND LANGUAGE CHANGE

In the light of this historical reconstruction of the period in which linguistics
as a science emerged, it becomes then evident that two are the most important
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revisions that historical linguistics must undergo: (1) the view that language
is an organism, and thus changes according to a sort of natural law; and (2) the
view that the horizon of language development must be restricted to recent
prehistory. Let us review the new conclusions that have been reached about
these two points.

3.1. A New View of Language Change

As far as language change is concerned, [ will summarize my own views about
it, based on relevant literature (Alinei, 1996-2000, 2004a).

First of all, after one and a half century of intense research on the nature
of language, it needs no demonstration that language and languages have
nothing to do with natural organisms and natural laws. Language as such, and
consequently each historical language has, of course, a fundamental interface
with nature, but it is not a natural organism. Language is, quite evidently, a
social artefact, not different, in essence, from any other social artefact, such
as money, games, laws, and even houses, tools, clothes, and the like; and,
of course, all social artefacts have a fundamental interface with nature. We
will see shortly how relevant its interface with nature is to understand the
connection between language and prehistoric cultural evolution, but first let
us address the question of the nature of language change.

Language does change, of course, but it does in the same way as other
social artefacts change. Language change is not different from the changes
we observe in money, laws and other institutions, houses and tools. More
specifically, language changes in two distinct ways: lexically and grammat-
ically. Neither has anything to do with organic change. Lexical change is
culture-dependent, and it occurs without changing its grammar. /¢ is the only
change we always experience during our life. Grammatical change is history-
dependent, in the sense that it occurs only in times of social upheaval (the
ultimate causes of which can be multiple: climatic, economic, social, po-
litical, as well as technological, cognitive, cultural, etc.), as a form of hy-
bridization, and thus as a psycholinguistic adjustment to a differing linguistic
model.

No individual, in normal conditions (i.e. in conditions of social stability),
experiences grammatical change in the course of his life. In normal conditions,
on the contrary, each of us experiences that her/his language is the same of
her/his grandparent, and is the same spoken by her/his grandchildren. Each
of us experiences, in short, the continuity and the conservation of language
through five generations: two before and two after ours. The only /aw inherent
to language is conservation: alaw comparable, to a certain extent, to Newton’s
law of inertia. But the cause of this impossibility to experience linguistic
change in the course of one’s life must not be attributed to the slowness of
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grammatical change,' but simply to the absence of changing factors in what
I have defined as a socially normal context.

In periods of social upheaval—as for example the writer himself experi-
enced in Italy at the end of Fascism, with the beginning of democracy and
the resulting formidable social adjustments—grammatical change can be ob-
served. In that specific context it took the form of low-class or dialect features,
until then refused by the previous norm, suddenly becoming part of the new
norm. To understand how this works, of course, one has to recall the nature of
stratified societies, and their inevitable sociolinguistic reflexes, as illustrated,
for example, by Labov’s seminal work (e.g. Labov, 1965a, 1965b, 1966).

Contrasting strong encoded languages to oral languages—as suggested by
one of my critics—is then certainly necessary: in the fist place because of
the intrinsic difference between spoken and written language, and the greater
susceptibility to change of the former than of the latter; in the second because
of'the nature of stratified societies, which brings the standard oral norm in close
contact with that of spoken urban and regional substandards. And the example
suggested by my critic—the disappearance of ne in the French negation re. . .
pas (where pas ‘step’—from Latin passum—was originally an emphatic form
of the normal pre-verbal negation)—is indeed fitting, being typical of spoken
French, and not of its strong encoded version.

To complete the picture, however, we must introduce yet another distinc-
tion, for here we are dealing, in fact, with two grammatical changes: (a) the
oral grammatical change bringing about the disappearance of ne, which has
probably taken place in the oil dialect area, centuries ago (cf. all ‘ne...pas’
maps of Gillieron’s Atlas Linguistique de la France (1902—1908), which pro-
vide us with a detailed picture of the situation in 19th century France), for
reasons which I will explain shortly; and (b) the appearance of the same fea-
ture in the spoken language of the educated French person, which is certainly
a more recent phenomenon, and ultimately depends on the swinging of the
social pendulum in French society in the last 50 years.

As to the causes of the first oral change, which underlies the second, what
should attract our attention as linguists is its ultimate outcome: for what it
actually did was to turn the Latin type of a pre-verbal negation non est into a
non-Latin post-verbal negation c’est pas, comparable to the Germanic stan-
dard (is not, ist nicht, is niet, dr inte, etc.), to the Welsh oral norm and to the
norm of most French dialects and northern Italian dialects: a geographical dis-
tribution which represents a classic case of compact area. The change, then,
can easily be seen as a form of adjustment (i.e. hybridization) by speakers of
a Latin type of language to a non-Latin type of language, ultimately under

! As assumed, for example, by an anonymous reader of my article.
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the strong influence of a non-Latin social group. And this irrespectively of
whether this social group was an intrusive elite acting as a superstratum on
the original language, or an upcoming autochthonous lower class acting on
the elite as a substratum, or a neighbouring peer-group acting as an adstratum.
Needless to say, such a change does not contradict, but confirms the thesis of
the dependency of major grammatical changes on external causes.

As to the tempo of grammatical change, as I have tried to argue elsewhere
(Alinei, 1996-2000), everything points to its rapidity, in fact instantaneity,
once the social conditions for it have been met. As instantaneous, for example,
as is the adjustment to one’s own language that any non-English speaker
will make when he speaks English, or to one’s own substandard or regional
standard that any language speaker will make in pronouncing a new word.?
As we know, both adjustments result in an accent, which—incidentally—is
one of the typical forms of potential linguistic change we can observe at will
around us. The processes which do involve a time dimension in grammatical
change are only its preparation (the social context), as well as its subsequent
diffusion and generalization.

In short, grammatical change should not be seen as altering the continuous
and steady line of language conservation, resulting from the above-mentioned
inertia principle of language stability, but as a dramatic and rapid episode,
connected ultimately with a social earthquake (the causes of which, as I
have said, can be multiple), which results in a greater or smaller measure of
psycholinguistic remodelling, and is eventually followed by the resumption of
the normal stability pattern. A view of language evolution which seems to me
perfectly in line with Gould’s punctuated equilibrium of biological evolution.

3.2. New Scenario’s of Language Continuity

In the light of this new view of linguistic change, the evolution of language
and languages ought to be placed in a direct relationship with the human pre-
historic evolution, and studied with the proper interdisciplinary tools (Alinei,
1996-2000).

The guiding, theoretical principle in this study (for a detailed illustration
of which I refer the reader to my main work (idem) ought to be the so called
uniformitarianist or actualist principle: the present is the key to the past. As
is known, this principle—by which the general laws operating in the past are
basically the same that operate now—is considered as the foundation of all
natural sciences of the historical type, such as geology, biology, palacontol-
ogy, anthropology and archaeology. However, while for these sciences, after

2 As, for example, the many regional variations in the phonetic and phonemic shape of the It.
word /televizj’one/, which were realized immediately upon the introduction of the new word.
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the rejection of catastrophism, the adoption of this principle opened the door
to the study of prehistoric past and marked the beginning of their scientific
phase, linguistics—as we have seen—never really rejected catastrophism, and,
therefore, still considers the present as totally irrelevant for the study of the
prehistoric past, and prehistory as a totally unknown and unknowable universe.
The PCT, on the contrary, starting from rigorously uniformitarian premises
and discarding all assumptions of catastrophic events such as gigantic lan-
guage replacements/extinctions on a continental scale, proposes, as a general
working hypothesis, the principle of the strict correspondence between the
areal distribution of historically attested languages and the original spread of
Homo loquens.

Support for this claim is easy to find.

Concerning the languages of the Australian aborigines, for example, it
is now accepted without a shade of doubt that they are a continuation of
those of the earliest inhabitants of the continent, who populated the island
40,000 years ago.

Also with regards to the indigenous languages of the Americas no one
doubts that they represent a continuation of the languages of the earliest
immigrants, who came to the New World, most likely through the Bering
Strait, at a controversial date, but probably not before 23,000 BC.

In the last 30 years, there has also been an important breakthrough in the
history of one European population: this is the so called Uralic Continuity
Theory (in Finnish: uralilainen jatkuvuusteoria), developed in the 1970s by
archaeologists and linguists specialized in the Uralic area of Europe, that is
the area of Finno-Ugric and Samoyed languages. While the origins of Uralic
people was previously seen in a very recent, Iron-Age invasion, following
the traditional catastrophist model, the now current theory claims an unin-
terrupted continuity of Uralic populations and languages from Palaeolithic:
Uralic people would belong to the heirs of Homo sapiens sapiens coming
from Africa, they would have occupied mid-eastern Europe in Palaeolithic
glacial times, and during the deglaciation of Northern Europe, in Mesolithic,
would have followed the retreating icecap, eventually settling in their present
territories (Meinander, 1973; Nuinez, 1987, 1989, 1995, 1997, 1998).

These conclusions, concerning language phyla of both the New and the
Old World, point then to the basic continuity of present languages from a
Palaeolithic Homo loquens, and thus to a much greater chronological depth
than traditionally thought for the evolution of language and languages.

We must now see if we are justified in formulating our thesis in more
general terms, including IE languages (which have always been considered
as the testing ground of competing theories), and if we can find support for
it in the conclusions of other sciences and disciplines that deal with language
origins and with prehistoric evolution.
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4. AN INTERDISCIPLINARY SURVEY OF CONVERGING
CONCLUSIONS ON A PRE-HUMAN ORIGIN OF LANGUAGE AND
A MUCH LONGER EVOLUTION OF LANGUAGES

In recent times, at least five different sciences and disciplines have addressed,
from different vantage points and with different approaches, the problem of
the origin and evolution of language and languages, and that of demic and
cultural continuity throughout prehistory. These five sciences are: (a) general
linguistics, (b) palaeo-anthropology, (c) cognitive science, (d) genetics and
(e) archaeology.

Of these five sciences, the first three converge towards the claim that lan-
guage has a pre-human origin—which implies an evolution of languages going
from the birth of the genus Homo to modern times—i.e. in the order of mil-
lions of years. I have called this scenario the Long PCT (Alinei, 1996-2000).
The last two sciences, instead, have reached conclusions about genetic and/or
cultural continuity the implications of which do not go beyond Upper or Mid-
dle Palaeolithic. They are, nevertheless, relevant for this discussion. I have
called this scenario the Short PCT. Although, for reasons that will become
clear in what follows, I favour the Long PCT, in my work I have shown that
also the time depth provided by the Short PCT is such as to require a total
revision of our views on the evolution of language and languages (idem).

We will now review these conclusions and see whether, and to which extent,
they support our claim.

4.1. General Linguistics

In general linguistics, the central idea of Noam Chomsky’s revolutionary the-
ory on the psychological and formal foundations of language is centred upon
the claim that language is innate. In evolutionary terms, however, the claim
that a human faculty is innate implies that its origin must be placed ear-
lier than the emerging of Homo: and no linguist or interested scholar, until
recently, would have taken such a hypothesis seriously. On the contrary: un-
der the influence of traditional (and still quite current) assumptions about a
(very) recent origin of language and languages, the general tendency was to
consider Chomsky’s innatism incompatible with an evolutionary, Darwinian
point of view: “Chomsky and some of his fiercest opponents agree on one
thing: that uniquely human language instinct seems to be incompatible with
the modern Darwinian theory of evolution” (Pinker, 1994: 333; cf. Agrawal
and Kusumgar, 1996; Gontier, this volume).

A major breakthrough, however, independently made by scholars special-
ized in two entirely different sciences, is at present forcing general linguistics
to reconcile Chomsky’s innatism with a Darwinian framework, and thus to



DARWINISM AND TRADITIONAL LINGUISTICS 133

address the problem of the evolution of language and languages in an entirely
new way. My answer to this challenge is the Long PCT.

4.2. Palaeoanthropology

Among natural sciences, palacoanthopology has probably contributed the
most to the breakthrough I have just mentioned. For the last 20 years of
discoveries in the field have brought several scholars, among which one of
the world leading specialists, Ph. V. Tobias, to conclude that the question now
is no longer whether Homo habilis spoke (which is now considered as ascer-
tained), but whether the capacity for language was already optionally present
in some Australopithecus, to become obligatory in Homo, as one of his unique
traits. As Tobias himself writes:

Several lines of evidence suggest that the rudiments of speech centers and
of speaking were present already before the last common ancestral hominid
population spawned Homo and the robust australopithecines[. . . ] Both sets
of shoots would then have inherited the propensity for spoken language.
The function would probably have been facultative in A. robustus and A.
boisei, but obligate in Homo. (Tobias, 1996: 94, author’s emphasis).

This conclusion, in my opinion, represents a firm empirical basis for the
Long PCT, i.e. for the claim of a pre-human origin of language and for the
consequent necessity to view the evolution of language and languages in a
new way.

4.3. Cognitive Sciences

On the basis of independent evidence, a similar conclusion has been reached
also in the field of cognitive sciences, by Steven Pinker, in his remarkable
book on language instinct, inspired by Chomsky’s theory of language (Pinker,
1994): “a form of language could first have emerged [... ] after the branch
leading to humans split off from the one leading to chimpanzees. The result
would be languageless chimps and approximately five to seven million years in
which language could have gradually evolved” (Pinker, 1994: 345). Needless
to say, this longer evolution for the origin of language automatically implies a
much longer chronology for the following evolution of language and languages
and thus something similar to the Long PCT.

Recently, Chomsky himself has made an important contribution to the de-
bate on the biological foundations of language innatism by distinguishing
between a Faculty of Language in a Broad sense (FLB), shared with higher
animals, and an FLN (FL in a Narrow sense), uniquely human (Hauser et al.,
2002). However we interpret it, this proposal too implies the opening to
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research of the immense space from the origins of Homo to the present day, and
thus a conception of language and languages evolution identical, in essence,
to the Long PCT.

4.4. Genetics

The school founded and led by Luca Cavalli Sforza has made important dis-
coveries about the relationship between genetics and linguistics, which could
also be integrated in the view of a much earlier evolution of languages than
traditionally thought, though without reaching Homo, but only Homo sapiens
sapiens, and thus within the limits of the Short PCT. These conclusions are:
(a) the areal distribution of different genetic markers largely corresponds to
that of the world languages (Menozzi et al., 1978; Cavalli Sforza et al., 1988,
1994); (b) language differentiation must have proceeded step by step with the
dispersal of Modern Humans (who, as is known, for most geneticists coincide
with Homo sapiens sapiens) (idem).

Unfortunately, these conclusions have not been elaborated in any significant
way by their authors, not even within the framework of something similar to the
Short PCT. In fact, for the specific problem of the origins of [E languages Cav-
alli Sforza has first attempted to adjust his data to the traditional model of the
warlike invasion theory, claiming that the two data converged, and later fully
supported Renfrew’s model (Ammerman and Cavalli Sforza, 1984), without
realizing—apparently—that also the latter model, with its catastrophic sce-
nario for both European and Asiatic people, clashes with his own claim of a
close correspondence between the areal distribution of genetic markers and
that of world linguistic phyla.

Nevertheless, even Cavalli Sforza has recently had to surrender to the latest
outcome of genetic research, i.e. that 80% of the genetic stock of Europeans
goes back to Palaeolithic (e.g. Sykes, 2001: 240 ff). As Bryan Sykes has
recently commented: “The Neolithic farmers ha[ve] certainly been important;
but they ha[ve] only contributed about one fifth of our genes. It [is] the hunters
of the Palaeolithic that ha [ve]created the main body of modern European gene
pool” (Sykes, 2001: 242).

This conclusion represents, in my opinion, a firm basis for the Short PCT.

4.5. Archaeology

In the last three decades, archaeological research has made quite a few rev-
olutionary advances, among which the most well-known is the much higher
chronologies of European prehistory, obtained by radiocarbon and other in-
novative dating techniques. As far as Europe is concerned, the conclusion that
interests us the most are:
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(a) There is absolutely no trace of a gigantic warlike invasion, such as to have
caused a linguistic substitution on continental scale, as envisaged by the
traditional IE theory.

(b) All Neolithic cultures of Europe are either a direct continuation of
Mesolithic ones, or have been created by Mesolithic groups after their
Neolithization by intrusive farmers from the Middle East.

(c) There is every possible evidence for demic and cultural continuity, from
Upper Palaeolithic to the Metal Ages. Continuity is now universally con-
sidered the basic pattern of European prehistory. Even James Mallory,
probably the last archaeologist who defends the IE invasion theory, has
had to concede: “the archaeologists’ easiest pursuit [is] the demonstration
of relative continuity and absence of intrusion” (Mallory, 1989: 81).

All of this, again, represents a firm basis for the Short PCT.

5. THE NEW SYNTHESIS: THE PCT

On the basis of these converging conclusions, a general PCT on language ori-
gin and evolution, worked out in detail as far as its Short version is concerned,
and in particular with regards to the origins of the IE people, has been pro-
posed (Alinei, 1996-2000, 1998a, 2000a, 2001a, 2002, 2003a, 2003b, 2004b,
2004c; for other supporters see below), the main points of which are described
as follows.

5.1. Antiquity and Stability of Language and Languages

Homo was born loquens. Language and languages appear with Homo him-
self. This is, in essence, the Long PCT. But even if we assumed—with some
scholars—that Homo sapiens sapiens started to speak a totally new kind of
language, i.e. with a total tabula rasa with regard to the now ascertained previ-
ous language evolution, we would still have to map the evolution of language
and languages onto the chronology of the Short PCT: the record of all world
languages ought to be classified following prehistoric and historical periodiza-
tion categories (Palaeo-, Meso-, Neolithic, Metal Ages, historical periods),
instead of being compressed into a few millennia, as traditionally done, and
as even Renfrew’s Neolithic theory would oblige us to do. While traditional
linguistics, by reifying language and seeing it as a natural organism, had made
change into a sort of biological, organic law of language development, the ex-
traordinary tempo of it would fit the short chronologies of the recent invasion
or of the earlier Neolithization, the above illustrated view that conservation is
the law of language and languages, and change the exception, caused by major
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external factors, makes it possible to fit the new, much longer chronologies of
language origins and language development with the major ecological, socio-
economic and cultural stages that have shaped each area of the globe (Alinei,
1996-2000).

5.2. Antiquity of the Grammatical Differentiation between Languages:
The Hypothesis of an Areal and Cognitive Correlation between Lithic
Technologies and Language Types

On the basis of the theory formulated by Jean Piaget (1952, 1954, 1955) and
by his precursor Lev S. Vygotsky (1962/1934), according to which action,
and not perception, precedes intelligence, and on the conclusions on develop-
mental cognitive evolution of such authors as Leroi-Gourhan (1964), Parker
and Gibson (1979), Holloway (1981, 1983), Holloway and De La Coste-
Lareymondie (1982), Leakey and Lewin (1992), Gibson and Ingold (1993),
Gibson (1996), I have advanced—within the scenario of the Long PCT—the
hypothesis that the differentiation between the three main, and geographically
differentiated, world types of grammatical structure—i.e. (a) Isolating, (b)
Inflecting/Fusional and (c) Agglutinative—might be correlated to the devel-
opment of the three major, and geographically differentiated, world types of
lithic technology—i.e. (a") Choppers, (b') Bifacials (Handaxes) and (¢’) so
called Model (later Leptolithic) tools. Arguments for this claim are: (1) the
close correspondence between the well-known, complementary world areal
distribution of these three types of lithic tools (e.g. Schick, 1994) and the
less known complementary world areal distribution of the three main types of
grammatical structure; (2) the cognitive and operational parallelism between
the three types of lithic tools and the three types of lexical structure (Alinei,
1996, 19962000, 1997¢; Nuiiez, 2002).

For other grammatical changes possibly connected with major technolog-
ical developments of later Palaeolithic, I refer the reader to my main work
(Alinei, 1996-2000).

A different kind of grammatical differentiation, compatible also with the
Short PCT, can be seen in the grammatical words shared by the languages
of a single language phylum, such as personal pronouns, WH-words, prepo-
sitions and the like: for these surely reflect the awakening and developing
of human conscience and reality-structuring capacities of speakers of already
separated and independent language phyla. As a consequence, considerations
of the similarities in the lexicon of the grammatical structure shown by some
language phyla (e.g. IE, Uralic, Altaic), as well as of the differences between
most of the others, point to an oligogenetic or polygenetic model of language
origins. These considerations are for example entirely missing in Ruhlen’s
monogenetic reconstruction (Ruhlen, 1994).
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5.3. Antiquity and Periodization of the Lexicon of Natural Languages

An important corollary of this new conception and new chronology of lan-
guage origins and development is that the emerging and formation of the
lexicon of all world language phyla and their groups, including IE, should be
periodized along the entire course of human evolution (following the Long
PCT) or from Middle Palaeolithic on (following the Short PCT), instead of
being compressed in the recent prehistory, as typical of the traditional theory
as well as Renfrew’s. The linguistic illustration of this principle fills many of
the 2000 pages of my two volumes (Alinei, 1996-2000), as well as many of
my articles (Alinei, 1991, 1992, 1997a, 1997b, 1997¢, 1997d, 1998b, 1998c,
2000b, 2001b, 2001¢, 2001d) and represents the first detailed linguistic analy-
sis of the IE record in the light of the new chronologies and scenario imposed
by scientific advance. We have already seen—in 4.2—the example of the
grammatical words, certainly belonging to the earliest layer of a language
(super)phylum. Here are some more examples of the lexical periodization
applied to IE, and compatible with both the Long and the Short PCT:

(1) In general terms, the Proto-lexicon, i.e. the lexicon common to all lan-
guages of a language phylum, as for example IE, forms by definition its
earliest layer. As such it ought to be placed in the depth of Palaeolithic.

(2) If IE words for ‘dying’ (coming from Proto- IE *-mer) belong to the
Proto- IE lexicon, while for ‘burying’ there are different words in most
IE languages, this must be seen as evidence that by the time ritual bury-
ing began, in Upper Palaeolithic, IE groups (Celtic, Germanic, Italid,
Slavic, Greek, etc.) were already differentiated. Similarly, if the name of
several wild animals, among which that of the bear (Proto- IE *rkPo-s),
belong to the Proto-IE lexicon, this means that these animals belonged to
the cognitive and cultural world of IE pre-religious Palaeolithic hunters.
Conversely, the so called noa names of the bear (i.e. replacing the tabooed
real one) in the Celtic, Germanic, Baltic and Slavic languages, all differ-
ent from one another, can only indicate that by the time religious concern
for hunted animals connected with totemism emerged in Upper Palae-
olithic (along with the earliest attestations of bear cult), IE languages
were already differentiated (Alinei, 1996-2000, 2002, 2003b).

(3) Also words for typical Mesolithic inventions, such bow, tar, fishing tools,
carpentry and many others, are different in each IE group, proving that
by Mesolithic time IE languages were already differentiated (ibidem).

(4) The sharp, and now at last admitted even by traditionalists (Villar, 1996),
differentiation of Neolithic farming terminology in the different IE lan-
guages, while absolutely unexplainable in the context of Renfrew’s theory,
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provides yet another fundamental proof that the differentiation of IE lan-
guages goes back to remote prehistory.

5.4. Archaeological Frontiers Coincide with Linguistic Frontiers

The existence and the stability or mobility of frontiers between prehistoric
cultures, in the different periods of prehistory, has been ascertained by archae-
ology, and is clearly illustrated by charts archaeological chrono-stratigraphical
charts (initiated, as is known, by Gordon Childe (Childe, 1925/1957; Burkitt-
Childe, 1932). These charts can be of significant help to historical linguists
because:

(a) Depending on their chronological depth, importance and stability, the cul-
tural frontiers shown by them can be seen as corresponding to linguistic-
family frontiers, to linguistic-group frontiers, or to dialect frontiers.

(b) The various geographical sub-areas indicated by the columns of an ar-
chaeological chart are not chosen subjectively, but their delimitation is
self-generated, i.e. governed by the very specific and exclusive sequence
of cultural development, which shapes—as it were—each sub-area, iden-
tifying and distinguishing it from the others.

(¢) Each cultural sequence, corresponding to a given geographical sub-area,
has thus a very distinct and strong cultural identity, which could easily be
connected, depending on the period and the area involved, with a language
family, a language group, or a dialect group. In southern Europe, for
example, the Neolithic Cardial Ware can be seen as corresponding to an
already differentiated Italid group, and each of its later sub-areas can be
interpreted as representing a kind of dialect differentiation from the same
common /anguage. The same can be said for the LBK in Germany, and
for similar large cultural units in other areas.

(d) Asfaras Europe is concerned, the picture revealed by these charts, already
evident as soon as the archaeological record permits adequate geograph-
ical mapping of cultures (i.e. in the late Palaeolithic and Mesolithic), is
one of the formation of large ethnolinguistic and cultural orbits. This pic-
ture continues also in the early Neolithic, until, beginning in the course
of Neolithic, and steadily increasing in the Metal Ages, a fragmentation
of each original orbit takes place. Some periods of frontier shifting and
transitional discontinuity, which are caused by the transitory expansion of
elite groups in the late Metal Ages, usually come to an end in subsequent
developments, with the reappearing of the previous frontiers.

All of this seems to correspond quite closely with what we should expect
if one or more populations speaking one and the same language—such as
the Proto-IE or the Proto-Uralic people—had first spread to Europe from



DARWINISM AND TRADITIONAL LINGUISTICS 139

Africa, and then had broken up into different groups (cultural orbits), as a
result of their exposure first to different ecological niches, different social
networks and different neighbours, then to waves of intrusive immigrants
introducing agriculture and stock-raising in Neolithic, and later, in the Metal
Ages, when stratified societies develop, to waves of invading elites of akin or
distant groups, speaking cognate or foreign languages.

As examples (for a detailed illustration see Alinei, 1996-2000,2001b, 2002,
2003b, 2004b, 2004c¢) I will briefly mention here:

(M

2

3)

“4)

The linguistic-phylum frontier between Uralic and IE in the Baltic area
coincides with the extremely stable Latvian archaeological frontier sepa-
rating, from Mesolithic to Chalcolithic, the Kunda, Narva, Pit-and-Comb
Ware cultures of the Uralic-speaking area in the North, from the Nemu-
nas 1, Nemunas 2, Globular Amphora, Corded Ware/Boat Axes and Bay
Coast cultures of the IE, Baltic-speaking area in the South.

The language frontier between French and German in Alsace coincides
with the stable archaeological frontier separating the Neolithic and Chal-
colithic cultures of Chassey, Michelsberg, SOM, Vienne-Charente, etc.,
of the Celtic (now French-speaking) area, from those of the LBK, SBK,
Hinkelstein, Grossgartach, Réssen cultures, etc., of the now German-
speaking area.

The complex of language and dialect frontiers in the Western Alps,
respectively, between German and Neo-Latin in Switzerland, between
Franco-Provengal and oil in Switzerland, between Franco-Provencal and
Occitan in France and Italy, and Gallo-Italic in Italy, coincide with the
archaeological frontiers separating, in the different Alpine areas, the
Cardial/Impresso-derived cultures of the Italid-speaking area from
the LBK-derived cultures in Germanic Switzerland. More precisely: on
the one hand Cortaillod corresponds closely to the Franco-Provencal di-
alects, Chassey to Occitan, Lagozza to Gallo-Italic dialects; on the other
Pfyn and R&ssen corresponds with the Alemannic, Swiss-German dialect
area. More over, on the Ligurian coast and the Piedmont Alps, the frontier
between Occitan and Gallo-Italic dialects corresponds to the prehistoric
frontier between Chassey and the VBQ culture of the Po Valley.

On the steppes of Eastern Europe, a conspicuous and well-known
Neolithic-Chalcolithic frontier separates the farming cultures of
Bug-Dnestr, Tripolye Al, Tripolye AlIl, Gorodsk-Usatovo, Corded Ware
and Globular Amphora in Ukraine, from the pastoral, horse-raising
and horse-riding cultures of Sursk-Dnepr, Dnepr-Donec, Seredny Stog/
Chvalynsk, Yamnaya (kurgan!) and Catacombs, in the Pontic steppes: this
is the frontier that moved Marija Gimbutas to envisage the epochal clash
between the peaceful autochthonous non-IE farmers of her Old Europe,



140 MARIO ALINEI

and the warlike intrusive IE who submerged them. In the light of the PCT
and of the available linguistic evidence, instead, this frontier corresponds
to an earlier linguistic phylum frontier between an already separated and
flourishing eastern Slavic population of farmers to the West, and war-
like Turkic pastoral nomadic groups to the East, which would be respon-
sible, among other things, of the two innovations of horse raising and
horse-riding.

Linguistically, the new interpretation has the advantage of explaining (a) the
antiquity and the quantity of Turkic loanwords precisely for horse terminology
in both branches of Samoyed, in the Ugric languages, as well as in Slavic
languages, and (b), more generally, the quantity of Turkic agro-pastoral terms
in South-Eastern European languages, including Hungarian, which would
have been brought into its present area precisely by the Turkic kurgan culture
(Alinei, 2003a).

5.5. The Main Lines of the PCT Historical Reconstruction for IE

As far as Europe and IE are concerned, the fundamental lines of the PCT
historical reconstruction are:

(1) The arrival of IE people in Europe and Asia must be seen as one of the
major episodes of the arrival of Homo (sapiens sapiens?) in Europe and
Asia from Africa, and not as an event of recent prehistory.

(2) The differentiation process of IE languages from the Proto-IE common
language, reconstructed by comparative linguistics, as well as that of their
already separated branches (Proto-Celtic, Proto-Germanic, Proto-Italic,
Proto-Balto-Slavic, Proto-Greek, etc.) into their presently substandard,
dialect varieties, must have taken an extremely long time, and they must
have been associated first with the varying episodes of the original migra-
tion from Africa, and then—with an increasingly faster tempo as social
stratification and colonial wars began—with the varying cultural, social
and political stages the new fragmented groups went through in the dif-
ferent settlement areas.

For example:

(a) The mysterious arrival of the Celts in Western Europe, obligatory in the
traditional theory as well as in Renfrew’s—is replaced by the scenario of
an early differentiation of Celts, as the westernmost IE group in Europe.
Western Europe must of course have always been Celtic, and the recent
prehistory of Western Europe—from the Megalithic culture through the
Beaker Bell to the colonialist La Tene—must have all been Celtic. Con-
sequently, the duration of the colonial expansion of the Celts was much
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longer than thought, and its direction was from West to East and not vice
versa.

The extremely successful (and sedentary) Mesolithic fishing cultures of
Northern Europe must be attributed to already differentiated Celtic, Ger-
manic and Baltic people, besides to Uralic people.

The continental Germanic area must have extended, before the deglacia-
tion, from the Alps to the icecap, including what are now the Frisian is-
lands and part of the British islands. After the deglaciation, in Mesolithic,
it expanded to Scandinavia (where its earlier, Mesolithic stage is still best
preserved), and its first Neolithic appearance was the LBK. While the
conspicuous fragmentation of the LBK, caused by the complexity of the
recent prehistory of the area, is reflected by the rich dialect picture of
Germany and of the contiguous Germanic-speaking countries, the much
simpler prehistory, and the completely different geographic context of
Scandinavia, made it possible for much of the language original charac-
ters to be preserved.

What is now called the Romance area—closely corresponding to the area
of the Epigravettian Palaeolithic culture, of Mesolithic cultures such as
Castelnovian and Sauveterrian, and of the Impresso/Cardial culture of
Neolithic—instead of representing solely the remnant of Roman imperi-
alism, must now be seen as mainly an original Italid (or Italoid, or Ibero-
Dalmatic) linguistic area, in which several proto-languages akin to Latin,
besides Latin and the other Italic languages, were spoken (besides Alinei,
1996-2000, see also 1991, 1997¢, 1997d, 1998b, 1998c, 2000b, 2001b,
2001c), and for the speakers of which the Latin of Rome must have been an
(easy to learn) superstrate. Rumanian appears to be an intrusive language,
introduced in Neolithic times into the Slavic area by Impresso/Cardial
farmers coming from Dalmatia (Hamangia culture).

The totally absurd thesis of the so called /ate arrival of the Slavs in Europe
must be replaced by the scenario of Slavic continuity from Palaeolithic,
and the demographic growth and geographic expansion of the Slavs can
be explained, much more realistically, by the extraordinary success, conti-
nuity and stability of the Neolithic cultures of South-Eastern Europe (the
only ones in Europe that caused the formation of tells) (Alinei, 19962000,
2004c).

5.6. A Short History of the PCT

In the 1990s, three archaeologists and three linguists, all independently from
one another, presented a new theory of IE origins, which is similar to the
Uralic continuity, in that it claims uninterrupted continuity from Palaeolithic
also for IE people and languages. The three archaeologists and prehistorians
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are the American Homer L. Thomas (Thomas, 1991), the Belgian Marcel
Otte (Otte, 1994, 1995), one of the world major specialists on Middle and
Upper Palaeolithic, and the German Alexander Hausler, a specialist in the
prehistory of Central Europe (Héusler, 1998, 2003). The linguists are, besides
the writer, Gabriele Costa (Costa, 1998, 2000, 2001, 2002, 2003), and Cicero
Poghirc (Poghirc, 1992). Two more linguists are now working on the same line
(Ballester, 1999, 2000, 2001, 2004; Cavazza, 2001), and more have expressed
their general assent (Contini, 2000; Benozzo, 2002; Simoni Aurembou, 2002;
Le Du, 2003). The PCT can also list illustrious predecessors among IE special-
ists, such as the German H. Kiihn (1934), the Bulgarian Vladimir I. Georgiev
(1966) and the Italian Marcello Durante (1977). Recently, an international
group of scholars have opened a website (www.continuitas.com) devoted to
the PCT.

6. CONCLUSION

It should be clear by now that though the PCT has been worked out in detail
only for IE, Uralic and Altaic languages, it aims at becoming the general
paradigm for the origin and the evolution of all of the world language phyla,
and thus for language as such. If then the PCT can be regarded as successful,
not only in its results but also in its methods of seeking evidence in archaeology,
(palaco)anthropology, historical sciences, genetics and cognitive sciences; if,
in other words, the PCT can function as a general framework applicable to
all domains that find a direct or indirect expression in language, then it ought
to contribute also to the development of a more general and philosophical
theory such as the EE, which Nathalie Gontier has defined as “a general
framework based upon evolutionary thinking that is applicable to all domains
and products of this evolution” (Gontier, this volume). Two of the conclusions
illustrated in this paper seem to me to encourage this optimism: the concep-
tual parallelism between the PCT and Gold’s general punctuated equilibrium
theory; and the prospect of a cognitive and operational parallelism between
the formation of the human basic grammatical structures and the production
of the earliest human lithic tools.
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Abstract

A model based on the evolution of notated language and chaotics is presented to explain the
emergence of language. Language emerges as the bifurcation from percept-based to concept-
based thought. Our first words are our first concepts and act as strange attractors for the percepts
associated with that concept. The mind is shown to be the brain acting as a percept processor
plus language.

1. INTRODUCTION

The evolution of notated language has lessons that can help us understand the
origin and emergence of speech. In a study of notated language (McLuhan and
Logan, 1977; Logan, 1986) the effects of the phonetic alphabet and literacy
on the development of deductive logic, abstract science, codified law, and
monotheism were revealed. We showed that these five developments, which
emerged between the Tigris-Euphrates Rivers and the Aegean Sea between
2000 and 500 BC, formed an autocatalytic set of ideas that supported each
other’s development. The alphabet not only served as a convenient way to
notate speech it also taught the lessons of analysis (breaking up words into
their basic phonemes), coding (writing), decoding (reading) and classification
(alphabetization).

From this work emerged the notion that language is both a medium of
communication and an informatics tool since the structure of a language
influences the way in which people organize information and develop ideas.
This work led to the hypothesis that speech, writing, math, science, computing
and the Internet represented six independent languages each with its own
unique semantics and syntax (Logan, 1995, 2000a). It was shown that these
six forms of language formed an evolutionary chain of languages with each
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new language emerging from the previous forms of language as a bifurcation
to a new level of order a la Prigogine in response to an information overload
that the previous set of languages could not handle.

Writing and mathematical notation arose in Summer as a response to keep-
ing track of the tributes farmers paid to the priests in the form of agricultural
commodities as documented by Schmandt-Besserat (1978, 1992). This gave
rise to formal schools to teach the skills of reading, writing and arithmetic (the
3 R’%), which in turn led to scholars and scholarship giving rise to an overload
that science (organized knowledge) was able to deal with. Science gave rise to
its information overload, which in turn led to computers and computers gave
rise to its information overload, which in turn led to the Internet.

This work on notated language incorporates the goal of evolutionary epis-
temology (EE) in that it traces the cultural evolution of the knowledge-
gaining-processes of notated language, culture, math, science and information
processing while at the same time exploiting complex adaptive systems the-
ory. We shall show here how the origin of language itself can be incorporated
into this evolutionary epistemological approach.

2. THE EMERGENCE OF LANGUAGE AS THE BIFURCATION
FROM PERCEPTS TO CONCEPTS

The results of my previous work gave rise to the question: How did the first
language, speech, from which the other languages evolved, arise in the first
place? It is from this consideration that my interest in the origin of language
problem and literature arose. My earlier work with the evolution of notated
language was based on the premise that a new form of language evolved
in response to the chaos resulting form the information overload associated
with the previous forms of language. In light of this we should anticipate
that the origin of speech was also due to a response to chaos and information
overload.

As a starting point it was assumed that before the advent of speech hominid
thought processes as inherited from our earliest ancestors were percept-based.
Donald (1991: 226) makes a similar assumption about the perceptual basis of
mimetic culture, the culture of hominids that existed just before the emergence
of verbal language. “The principle of similarity that links mimetic actions
and their referents is perceptual, and the basic communicative device is best
described as implementable action metaphor.” (Donald, 1998: 61)

Our earliest human-like ancestors, which we will refer to as hominids,
emerged in the savannas of Africa, where they were an easy target for various
predators. To defend themselves from this threat as well as to increase their
food supply they acquired the new skills of tool making, the control of fire,
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group foraging, and coordinated hunting. These activities resulted in a more
complex form of social organization, which also increased the complexity of
their lives. At first, this complexity could be handled through more sophisti-
cated percept-based responses, but at some point the complexity became too
great. Percept-based thought alone did not provide sufficient abstraction to
deal with the increased complexity of hominid existence. The hominid mind
could no longer cope with the richness of its life based solely on its perceptual
sensorium. It is conjectured that in the information overload and chaos that
ensued a new abstract level of order emerged in the form of verbal language
and conceptual thinking.

This idea can be expressed in a slightly different way by making use of
Ashby’s Law of Requisite Variety (LRV) which has been formulated in a
number of different ways. The following two formulations best describe our
use of language as a system that we use to represent the environment in which
we live. One formulation of Ashby’s LRV is “a model system or controller
can only model or control something to the extent that it has sufficient internal
variety to represent it.” (Heylighen and Joslyn, 2001) Another formulation of
Ashby’s LRV is “for appropriate regulation the variety in the regulator must
be equal to or greater than the variety in the system being regulated.” (Ibid)
By making use of these formulations of Ashby’s LRV we are assuming that
language is used by humans to regulate or control their social and physical
environment.

When the complexity of hominid life became so great that perception and
learned reactions to perceptions alone could not provide enough requisite
variety to model or regulate the challenges of day to day life a new level of
order emerged based on concepts. Percepts arise from our impressions of the
external world that we apprehend with our senses and are mediated by neural
networks in our brains. Concepts, on the other hand, are abstract ideas that
result from the generalization of particular examples. Concepts allow one to
deal with things that are remote in both the space and time dimension. If our
first words were concepts then language allowed us to represent things that
are remote is both space and time and, hence, provide language with what
Hockett (1960) defines as displacement.

Concepts also increase the variety with which the brain can model the
external world. Percepts are specialized, concrete and tied to a single concrete
event but concepts are abstract and generative. They can be applied to many
different situations or events. They can be combined with other concepts and
percepts to increase variety in ways that percepts cannot. It is for this reason
that only humans are able to use their symbols generatively to create new ideas
and to make plans for the future. Some animals that have been enculturated are
able to comprehend symbols but they do not use these symbols generatively
or to express ideas about themselves. They use the symbols indexically in
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the sense of the way in which Pierce divided signs into icons, indices and
symbols.

What, we may ask, was the mechanism that allowed this transition to take
place? Assuming that language is both a form of communication and an
information processing system it is conjectured that the emergence of speech
represented the actual transition from percept-based thought to concept-based
thought. The spoken word, as we shall see, is the actual medium or mechanism
by which concepts are expressed or represented. We must be very careful at
this juncture to make sure that we do not formulate the relationship of spoken
language and conceptual thought as a linear causal one. Language did not give
rise to concepts nor did concepts give rise to language, rather human speech
and conceptualization emerged at exactly the same point in time creating the
conditions for their mutual emergence. Language and conceptual thought are
autocatalytic and the dynamically linked parts of a dynamic cognitive system,
namely, the human mind.

Autocatalysis is the mechanism that Kauffman used to explain the emer-
gence of life: “A living organism is a system of chemicals that has the capacity
to catalyze its own reproduction.” (Kauffman, 1995: 49) An autocatalytic set
of chemicals is a group of organic molecules where the catalyst for the pro-
duction (or really re-production) of each member of the set is contained within
the set itself and as a result the system can become a “self-maintaining and
self-reproducing metabolism”, i.e. a living organism, in the presence of a
source of energy and the basic atoms needed to build organic compounds. A
key idea in Kauffman’s approach is that the members of the autocatalytic set
self-organize and, hence, bootstrap themselves into existence as a set with an
identity different from the individual members that make up the set.

An autocatalytic process is one that catalyzes itself into a positive feedback
loop so that once the process starts, even as a fluctuation, it begins to accelerate
and build so that a new phenomenon emerges. The emergence of language and
conceptual thought is an example of an autocatalytic process. A set of words
work together to create a structure of meaning and thought. Each word shades
the meaning of the next thought and the next words. Words and thoughts are
both catalysts and products of thoughts and words. Language and conceptual
thought is an emergent phenomena. It bootstraps itself into existence.

We will make use of a more generalized form of autocatalysis and suggest
that any set of mechanism or ideas that catalyze each other’s existence is
an autocatalytic set—an autocatalytic set of mechanisms or ideas. Language
and conceptual thought form an autocatalytic set because language catalyzes
conceptual thought and conceptual thought catalyzes language. Just to better
define autocatalysis let us return to our discussion of the alphabet effect in
which it was postulated that the phonetic alphabet, codified law, monotheism,
abstract science and deductive logic are a set of ideas that are self-supporting.
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One can also say that these ideas or ways of organizing thought form an
autocatalytic set of ideas.

3. THE RELATIONSHIP OF PERCEPTS AND CONCEPTS

The use of a word transforms the brain from one state to another and replaces a
set of percepts with a concept. A word is a strange attractor for all the percepts
associated with the concept represented by that word. A word, therefore, packs
a great deal of experience into a single utterance or sign. Millions of percepts
of a linguistic community are boiled down by the language to a single word
acting as a concept and a strange attractor for all those percepts.

The notion that a concept and a word are equivalent was first presented
in the Extended Mind model in 1997 (Logan, 1997) and first appeared in
print in (Logan, 2000b). Words represents concepts and concepts are repre-
sented by words. It is my belief that they emerged together so that words
provided a medium by which concepts could be represented, manipulated,
spoken about and thought about. This differs dramatically from the position
of many linguists like Steven Pinker (2003) who believe that words emerged
for the purpose of the communication of concepts that already existed before
language emerged. There is no conflict with this view and Pinker’s that words
and concepts are connected. He recently suggested that “a word is an arbitrary
sign, a connection between a signal and a concept.” (Pinker, 2003) Where
we differ is on the question of which came first the chicken (word) or the egg
(the concept). For Pinker first comes the concept and then the word whereas
I believe that they co-emerged. The word gave substance to the concept and
the concept was represented by the word. The word is more than a symbol or
a sign that represents a thing or a concept. To my way of thinking the word
is the concept and the concept is wrapped in a word encased in a phonolog-
ical utterance. To understand the origin of language and words we have to
understand the origin of concepts and why they emerged.

A concept in the form of a word links many percepts of an individual and,
hence, extends the brains capacity to remember. Words as concepts are a form
of artificial memory which create artificial connections. Words bring order to
a chaotic mind filled with the memories of a myriad of experiences. Language
is an emergent order.

Concepts are ‘artificial or virtual percepts’—instead of bringing the moun-
tain or the percept of the mountain directly to the mind the word brings the
mind to the mountain through the concept of the mountain. The concept of
the mountain triggers instantaneously all of the mind’s direct experiences of
mountains as well as instances where the word mountain was used in any dis-
courses in which that mind participated either as a speaker or a listener. The
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word mountain acting as a concept and an attractor not only brings to mind all
mountain transactions but it also provides a name or a handle for that attrac-
tor/concept which makes it easier to access memories and share them with
others. They speed up reaction time and, hence, confer a selection advantage
for their users. And at the same time those languages and those words within
a language which most easily capture memories enjoy a selection advantage
over alternative languages and words, respectively.

In suggesting that the first words were the strange attractors of percepts does
not imply that all words arose in this fashion. It is likely that the first words
to appear were the strange attractors of percepts but once a simple lexicon
of words and a primitive grammar came into being a new mental dynamic
was established. The human mind was now capable of abstract thought and
abstract concepts which would be needed to be represented by new words.
These new words would not have emerged as attractors of percepts but rather as
representations of abstract concepts in the form of grammatical relationships
among words. The first words of this nature would have been, in all likelihood,
associated with grammar and categorization. Examples of the former would
be function words such as: ke, she, this, that, and, or, but, if, etc., and examples
of'the words for categorization would be words such as: animals, people, birds,
fish, insects, plants and fruits.

The proposition that human language began with the emergence of words
acting as concepts follows a tradition known as the lexical hypothesis which
posits that “the lexicon is at the centre of the language system.” (Donald, 1991:
250) Language began with a lexicon, which then gave rise to phonological and
syntactical structures. Syntactical structures are also concepts. They are con-
cepts that encompass relationships between words just as words are concepts
that encompass relationships between percepts.

4. THE COMPLEXITY OF HOMINID EXISTENCE

We are still left with the question, however, what developments in hominid
evolution gave rise to the complexity, the information overload, and, hence,
the chaos that led to the bifurcation from perception to conception—and the
emergence of speech. No single development or breakthrough triggered this
event but rather the accumulation of developments that included the use of
tools, the control of fire, the larger social settings fire engendered, the social
organization required for large group living, food sharing, group foraging
and coordinated large scale hunting that resulted from the larger living groups
and the emergence of non-verbal mimetic communication as has been de-
scribed by Merlin Donald (1991) in The Making of the Modern Mind.
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Deacon (1997) cites a similar set of hominid developments associated with
the advent of speech. They include the provision of meat through hunting or
scavenging, the use of stone tools for hunting and butchery, and social institu-
tions or organization such as marriage and ritual. Christiansen (1994) and his
co-workers (Christiansen and Devlin, 1997; Christiansen and Ellefson, 2002;
Christiansen and Kirby, 2003; Christiansen et al., 2005) cite another set of
skills associated with the advent of speech, namely, sequential learning and
processing. But since tool making and use, social organization and mimetic
communication all involve sequential learning and processing the hypotheses
of Donald, Deacon and Christiansen are similar. The aspects of hominid life
that they allude to create new levels of complexity and result in new skill
sets which they believe served as pre-adaptations of language. In my model
language arises from this complexity while for Donald, Deacon and Chris-
tiansen the new skill sets act as pre-adaptations for language. There is nothing
contradictory about my approach and theirs. In fact, they reinforce each other.
Both the skill sets acting as pre-adaptations and the bifurcation to a new level
of order due to the increase to complexity complement each other and each
in their own way contributed to the emergence of language.

One thing is clear, however, percepts no longer had the richness or the variety
with which to represent and model hominid experience once the new skills
of hominids were acquired. It was in this climate that speech emerged and
the transition or bifurcation from perceptual thinking to conceptual thinking
occurred. The initial concepts were, in fact, the very first words of spoken
language. Each word served as a metaphor and strange attractor uniting all
of the pre-existing percepts associated with that word in terms of a single
word and, hence, a single concept. All of one’s experiences and perceptions
of water, the water we drink, bathe with, cook with, swim in, that falls as rain,
that melts from snow, were all captured with a single word, water, which also
represents the simple concept of water.

In the Extended Mind model it is assumed that the human brain interacting
with its environment, its memories of its past experiences in the form of
percepts, its intention to communicate and its social community is a non-
linear dynamic system. A word operating as a concept acts as an attractor
for all of the percepts associated with that word. An attractor is a trajectory
in phase space towards which all of the trajectories of a non-linear dynamic
system are attracted. The meaning of the word being uttered does not belong
simply to the individual but to the community to which that individual belongs.

Furthermore the meaning of the word at any given instance emerges from
the context in which it is being used. The attractor is a strange attractor because
the meaning of a word never exactly repeats itself. The trajectories of a strange
attractor never meet even though they come infinitesimally close to each other.
It is the same with a word. The meaning of a word fluctuates about the strange
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attractor but it is never exactly the same because the context in which the word
is being used is always different. The context includes the other words in the
utterance, who made the utterance, the social context in which the utterance
was made, and the medium in which the utterance was made. Given that the
medium is the message as was explained above the meaning of the word
will be subtly effected according to whether the word was spoken, whispered,
written, telephoned, telegraphed, emailed, or appeared on a Web site.

Our use of the word utterance in the above paragraph is an example of
how context shifts meaning. Utterance usually refers to the oral produc-
tion of language but in the context we just used it took on the meaning
of the general construction of a sentence independent of the medium used
to express it. Although in most cases a word moves around an attractor in
the phase space of meaning from time to time a word can bifurcate into
two meanings. An example of this is the appropriation of the words hot
and cool to refer to two different styles of jazz, namely, dixieland and be-
bop, respectively. The word cool used in jazz further bifurcated to add the
meaning avante garde, with it, or hip. Hip is another example of a word that
bifurcated.

The fact that we chose to identify words as strange attractors reflects the
fact that words in the contexts of an utterance have multiple even ambigu-
ous meanings or multiple simultaneous perspectives to use the language of
Tomasello (1999: 8-9). Within the context of spoken language the ambiguity
is reduced because the prosody and accompanying gestures and hand move-
ments add additional meanings to the words being spoken. Within the context
of written language without these extra-verbal signals the ambiguity of a word
is at its greatest. Within the context of mathematics and science in which ter-
minology is given precise definitions the ambiguity of words is at a minimum.
The attractors that represent mathematical and scientific terms approach fixed
point attractors but are not totally fixed point attractors. There is always a
bit of fuzziness about even mathematical and scientific terms which can be
attributed to the differences of opinions of mathematicians and scientists, on
the one hand, and to Godel’s Theorem in the realm of math and the Heisenberg
uncertainty principle in the realm of quantum physics, on the other hand.

Spoken language and abstract conceptual thinking emerged at exactly the
same time as the bifurcation from the concrete percept-based thinking of pre-
lingual hominids to conceptual-based spoken language and thinking. This
transition, an example of punctuated equilibrium, was the defining moment
for the emergence of the fully human species Homo sapiens sapiens. This
discontinuous transition illustrates Prigogine’s theory of far from equilibrium
processes and the notion that a new level of order can suddenly emerge as a bi-
furcation from a chaotic non-linear dynamic system (Prigogine and Stengers,
1984; Prigogine, 1997).
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Dunbar (1992) has also made a link between the advent of language and
the complexity of hominid existence, as measured by the size of the social
group. He suggested that language replaced grooming as a way of creating
social cohesion as the size and complexity of the social group increased. “The
principle function of language was (and is!) to enable the exchange of social
information (‘gossip’) in order to facilitate bonding in larger, more dispersed
social groups.” (ibid: 98)

5. THREE PREVERBAL FORMS OF PROTO-LANGUAGE: TOOL
MAKING, SOCIAL INTELLIGENCE AND MIMESIS

The transition from percept-based thinking to concept-based thinking repre-
sented a major discontinuity in human thought. During this period, hominids
developed the set of survival skills associated with tool making and use, the
control of fire, co-operative social structures and organization, large scale
coordinated hunting, and mimetic communication (Donald, 1991). Based on
the work of Merlin Donald these major breakthroughs in hominid cognition
can be thought of as the emergence of three distinct percept-based preverbal
proto-languages:

(1) manual praxic articulation (or tool making and use),

(2) social organization or the language of social interaction (which is some-
times characterized as social or emotional intelligence),

(3) preverbal communication which entails the use of hand signals, mime,
gesture and prosodic vocalization which Donald (1991) defines as mimetic
communication.

Before proceeding with my analysis we need to be clear about the use
of the term protolanguage which Derek Bickerton (1990) coined to de-
scribe a stage in the development of human language in which a lexicon
of a small number of words existed without syntax and utterances were
confined to less than five words. I actually quite independently used the
term proto-language with a hyphen before becoming acquainted with Bick-
erton’s work in a 1997 paper (Logan, 1997) to describe what will now
be referred to as the three percept-based preverbal proto-languages listed
above.

These three forms of preverbal activities identified by Donald as elements of
mimetic culture are actually proto-languages although he never spoke of them
in these terms. As Bickerton has already co-opted the term protolanguage to
describe the first stage of verbal language I have altered my use of the term
proto-language and will describe toolmaking, social organization and mimetic
communication as three forms of percept-based preverbal proto-language.
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In a certain sense these three forms of preverbal proto-language as more proto
than Bickerton’s protolanguage because they are earlier. In summary it is
suggested that preverbal proto-language as identified by Donald evolved into
verbal Bickertonian protolanguage and then into full verbal language as the
following time sequence indicates:

(1) toolmaking,

(2) social intelligence,

(3) mimetic communication (hand signal, gesture, body language and vocal-
ization),

(4) protolanguage (a limited verbal lexicon without syntax as defined by
Bickerton) and

(5) full verbal language (with a lexicon and syntax).

The reason that it is suggested that the first three breakthroughs in hominid
cognitive development can be understood as three percept-based preverbal
proto-languages is that they each represented a primitive form of commu-
nication and information processing, the two basic functions of language.
Mimesis, according to Donald, “establishes the fundamentals of intentional
expression in hominids, without which language would not have had an op-
portunity to evolve such a sophisticated, high-speed communication system
as modern language unless there was already a simpler slower one in place”
(Donald, 1998: 61).

The three preverbal proto-languages listed above were, according to Donald,
the cognitive laboratory in which the skills of generativity, representation
and communication developed and, hence, were the source of the cognitive
framework for speech. They also entail sequential learning and processing
and, hence, following the ideas of Christiansen (1994) could have served as
pre-adaptations for speech.

Justification for regarding the mimetic skill set Donald identifies as pre-
verbal proto-languages is that each one possesses its own unique primitive
form of semantics and syntax, protosemantics and protosyntax, if you will.
The protosemantics of manual praxis or tool-making and tool-use are the var-
ious components that go into making of the tool, i.e., the materials and the
procedures needed to create and use the tool. The tools themselves become
protosemantic elements in the preverbal proto-language of tool use. The pro-
tosyntax of toolmaking and tool-use is the order or sequence in which the
procedures for making and using the tools are carried out. If the correct or-
der or sequence is not adhered to then the task to be completed will not be
accomplished.

If, as we have postulated in The Sixth Language (Logan, 2000a), a new
language emerges when there is some form of information overload, then
we should be able to identify the chaos or information overload that led to
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the emergence of the preverbal proto-language of tool-making and tool-use.
Perhaps it was the flood of extra information that the earliest hominids had to
deal with in order to survive as bipeds in the savannah where the protection
of living in the tree tops was no longer available. Tools were created to deal
with the new challenges of living at ground level where there were far more
dangers than in the tree tops.

The skills associated with toolmaking presumably led to the control of fire
and to transporting it from one site to another. The control of fire in turn
contributed to new and more complex social structures as nuclear families
banded together to form clans to take advantage of the many benefits that
fire offered such as warmth, protection from predators, tool sharpening and
cooking, which increased the number of plants that could be made edible,
killed bacteria and helped to preserve raw foods such as meat. These larger
social structures bred a new form of information overload because of the
increased complexities of social interactions and organization. In this envi-
ronment a new preverbal proto-language of social interactions emerged with
its protosemantics of social transactions which included greetings, grooming,
mating, food sharing and other forms of co-operation appropriate for clan
living. The protosyntax of the social organization or intelligence included the
proper ordering or sequencing of these transactions in such a way as to pro-
mote social harmony and avoid interpersonal conflict, and, hence, contribute
to the survival and development of hominid culture.

The overload of interacting with many people and carrying out more sophis-
ticated activities led to the need for better communications to better coordinate
social transactions and co-operative activities such as the sharing of fire, the
maintenance of the hearth, food sharing and large scale coordinated hunt-
ing and foraging. From the chaos of this complexity emerged the preverbal
proto-language of mimetic communication.

The protosemantics of mimetic communication, the third preverbal proto-
language, consisted of the following elements: the variety of tones of non-
verbal vocalization, facial gestures, hand signals and miming actions (or body
language). The protosyntax of this form of communication is the sequencing
and coordination of these elements. Combining a gesture and a vocal tone
would have a different meaning than the same tone followed by the gesture after
some delay or the gesture followed by the tone. As the syntactical complexity
of mimetic communication grew and became more sophisticated it set the
stage for the next development in hominid communication, namely, verbal
language in the form of speech which vestigially incorporates the elements
of mimetic communication. It is not the literal meaning of words alone which
convey the message of spoken language but the tone of the words, the way they
are inflected, as well as the facial gestures, hand motions and body language
which accompany them.
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Embedded in the syntax of each of the three preverbal proto-languages of
toolmaking, social intelligence and mimetic communication there are gener-
ative grammars which allow:

(1) different ways of articulating tools and manual praxis to carry out a variety
of new tasks as new challenges arise;

(2) the creation of new forms of coordination and social cohesion to meet
the infinite variety of challenges life presents including the navigation
through different forms of social conflict, the variety of which is endless;

(3) the expression of a large number and shades of meaning and feelings
through mimetic communication.

Starting with the manufacture and use of tools hominids began to develop
the capability of generativity essential for verbal language. Employing the
correct syntax of the preverbal proto-languages, i.e. doing things in the proper
order or sequence served as the pre-adaptation for the generative grammar of
verbal language. This model supports Chomsky’s theory that humans possess a
generative grammar that makes the rapid and universal acquisition of speech
by young children possible. It also provides an alternative explanation to
Chomsky’s notion that the generative grammar is somehow magically hard
wired into the human brain.

Merlin Donald’s (1991) work suggests that the generative grammars for
the preverbal proto-languages of toolmaking (or manual articulation), social
organization (or social intelligence) and mimetic communications served as
a pre-adaptation for the generative grammar of spoken language.

Mimetic skill represented a new level of cultural development, because
it led to a variety of important new social structures, including a col-
lectively held model of the society itself. It provided a new vehicle
for social control and coordination, as well as the cognitive underpin-
nings of pedagogical skill and cultural innovation. In the brain of the
individual, mimesis was partly the product of a new system of self-
representation and mostly the product of a supramodular mimetic con-
troller in which self-action may be employed to ‘model’ perceptual event
representations. Many of the cognitive features usually identified exclu-
sively with language were already present in mimesis: for instance, inten-
tional communication, recursion, and differentiation of reference. (ibid:
199-200)

Like Donald, Deacon (1997) also suggests an association of the emergence
of speech with toolmaking:

The appearance of the first stone tools nearly 2.5 million years ago almost
certainly correlates with a radical shift in foraging behaviour in order to
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gain access to meat. And this clearly marks the beginnings of shift in selec-
tion pressures associated with changes in the brain relevant for symbolic
communication. (ibid: 386)

While Deacon (1997: 400-401, 406) does not make use of the concept of
social organization or intelligence he does introduce the notion that changes
in the social dynamics of hominids led directly to symbolic communication
and that marriage itself was one of the first forms of symbolic communication
in which the parties to the marriage were themselves symbols.

While Donald speaks of speech emerging from mimetic communication
Deacon in a slightly different tack sees speech as assimilating these features
and co-evolving with them.

With the final achievement of fully articulate speech, possibly as recently
as the appearance of anatomically modern Homo sapiens just 100,000 to
200,000 years ago, many early adaptations that once were essential to
successful vocal communication would have lost their urgency. Vestiges of
these once-critical supports likely now constitute the many near-universal
gestural and prosodic companions to normal conversation. (ibid: 364)

As to determining whether Deacon or Donald provide the most accu-
rate model of the relationship between toolmaking, social organization and
mimetic communication and speech there is no scientific criteria for making
a choice. It is difficult if not impossible to falsify their propositions because
data from the events they describe is so scarce. We must resort to the Kuhnian
(1972) notion that the choice of rival descriptions will have to be based on
what the reader finds most compelling.

6. THE ORIGIN AND EVOLUTION OF THE EXTENDED MIND

An attempt has been made to develop insights into the role that language
has played in the development of human thought and culture by combining
ideas on the nature and function of language, the concept of bifurcation from
chaos theory and Merlin Donald’s (1991) notions of evolutionary psychology.
Building on these ideas one can tackle the age old question of the relationship
of'the human mind and the brain. For some psychologists this is a non-problem
as they believe that the brain and the mind are synonymous, just two different
words to describe the same phenomena, one derived from biology, the other
from philosophy. For others there is a difference. Some define the mind as the
seat of consciousness, thought, feeling and will. Those processes of which
we are not conscious, such as the regulation of our vital organs, the reception
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of sense data, reflex actions and motor control, on the other hand, are not
activities of our mind but functions of our brain.

There is no objective way to resolve these two different points of view but
a useful distinction can be made between the mind and the brain based on our
dynamic systems model of language as the bifurcation from concrete percept-
based thought to abstract concept-based thought. It is, therefore, assumed that
the mind came into being with the advent of verbal language and, hence,
conceptual thought. This transition did not occur with the first emergence of
words in the form of Bickertonian protolanguage which contained a modest
lexicon but no syntax. This transition to the human mind likely took place
with the emergence of syntax approximately 50—100 thousand years ago,
which allowed for full generativity and the ability of language to represent all
aspects of the world.

Syntactilized verbal language extended the effectiveness of the human brain
and created the mind. Language is a tool and all tools, according to McLuhan
(1962; 1964), are extensions of the body that allow us to use our bodies more
efficiently. Language is a tool which extended the brain and made it more
effective thus creating the human mind which I have termed the extended
mind and have expressed in terms of the equation: mind = brain + language.
It was the following passage from Understanding Media that inspired this
hypothesis:

It is the extension of man in speech that enables the intellect to detach itself
from the vastly wider reality. Without language, Bergson suggests, human
intelligence would have remained totally involved in the objects of its at-
tention. Language does for intelligence what the wheel does for the feet and
the body. It enables them to move from thing to thing with the greatest ease
and speed and ever less involvement. Language extends and amplifies man
but it also divides his faculties. His collective consciousness or intuitive
awareness is diminished by this technical extension of consciousness that
is speech. (McLuhan, 1964)

The human mind is the verbal extension of the brain, a bifurcation of the
brain which vestigially retains the perceptual features of the hominid brain
while at the same time becoming capable of abstract conceptual thought.
Bickerton (1995: 150) reaches a similar conclusion and makes a distinction
between a brain-state and a mind-state.

The emergence of syntactilized language also represents, for me, the fi-
nal bifurcation of hominids from the archaic form of Homo sapiens into the
full fledged human species, Homo sapiens sapiens. Crow reaches a similar
conclusion. He points out that pictorial art demonstrating a capacity for rep-
resentation, an essential element of human language can only be traced back
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to around 90,000 years ago and was absent for both Neanderthal and Homo
Erectus. Citing Stringer and McKie (1996), he concludes, “The parsimonious
conclusion (because it links the distinctive characteristic of the species to its
genetic origin) is that the origin of language coincided with the transition
to modern Homo sapiens dated to somewhere between 100,00 and 150,000
years ago.” (ibid: 93)

Humans are the only species to have developed verbal language and also
to have experienced mind. This is not to deny that our ancestors, the earlier
forms of hominids, experienced thought and consciousness. Their thought
patterns, however, were largely percept-based and their brains functioned as
percept processing engines operating without the benefit of the abstract con-
cepts which only words can create and language can process. It follows that
animals have brains but no minds and that the gap between humans and ani-
mals is that only humans possesses verbal language and mind.

In summary, the emergence of language represents three bifurcations:

(1) the bifurcation from percepts to concepts,

(2) the bifurcation from brain to mind and

(3) the bifurcation from archaic Homo sapiens to full fledged human beings,
Homo sapiens sapiens.

These three bifurcations are not necessarily simultaneous. Bickerton (1990,
1995) claims that protolanguage in which the first words were used symbol-
ically emerged with Homo erectus which means the first bifurcation can be
dated to approximately 2 million years ago. The second and third transitions,
on the other hand, can be dated to the emergence of fully syntactilized lan-
guage which occurred only 100-150 thousand years ago and seems to be
correlated with the explosion of human culture and technological progress of
that time period (Bickerton, 1995: 65).

This hypothesis or model provides a possible explanation of the fate of
Neanderthals who had a slightly larger brain than Homo sapiens sapiens but
who, it seems, did not use spoken language. This conclusion, disputed by
some, is based on the analysis of fossil remains which reveal that Neanderthal’s
vocal tracts were not as well developed as those of humans. Neanderthals who
survived for over a hundred thousand years were dominated by their human
rivals and disappeared in Europe after only 10,000 years of living side by side
with humans. Obviously the mind, which combines the features of both the
percept engine which is the brain and the concept generator of verbal language
is a more powerful instrument of reasoning and thought than the brain alone.
Once language emerged the size of the brain alone was no longer the sole
determining factor in intelligence as had been the case for the evolution of
the hominid brain.
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Empirical data suggests that the size of the brain alone without language
does not give rise to a particularly smarter brain. Bickerton points out that,

when the brain doubled in size, hominids did not get twice as smart. Artefact
production and behavioural changes from Homo habilis to Neanderthal are
insignificant compared to those found once our own species emerged, and
unless there is no relationship whatsoever between intelligence and the
products of intelligence (including tools and behaviour), an enlarged brain
did not, in and of itself, significantly enhance the former. (Bickerton, 2000:
271)

What did enhance the former, in my opinion, was language.

Deacon has developed an alternative scenario to explain the demise of
Neanderthal. He claims they perished as a result of a disease that the Homo
sapiens arriving from Africa brought with them for which Neanderthals had no
resistance in much the same way Amerinds perished from small pox carried to
North America by Europeans. While this is certainly a possibility, history has
shown that even during the most virulent pandemics a certain percentage of
the population always survived. In humans there are roughly 30 genes known
as human leukocyte antigens which vary wildly among people and allow a
uniform population to survive a plague or an epidemic.

As the brain of hominids increased in size and complexity certain biologi-
cal limits were reached. The head of an infant could only become so big and
pass through the hips of a woman if humans were also to retain there capacity
for mobility, an important factor for survival. One evolutionary strategy for
packing more reasoning power into the small space of the head was the devel-
opment of convolutions of the brain; another was the gender differentiation
of the male and female anatomy and the specialization of gender tasks. The
females had broader hips for childbearing large headed babies and tended to
spend more time attending to the tasks associated with the hearth while the
males remained narrow hipped and roamed about as the hunters and defenders
of the family from marauders.

Another reason for limits on the size of the brain comes from energy con-
siderations according to Dunbar is as follows:

Brains are extraordinarily expensive organs to evolve and maintain. The
average brain weighs about 2% of adult body weight, yet consumes some-
thing approaching 20% of the body’s total energy intake. ... Since brains
do not come for free, some very powerful selection pressure is required
to make it worth a species’ while evolving them. Given this, having any
space at all dedicated to language (or speech!) must add measurably to
the costs incurred by the individual, and would be selected against unless
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countervailing selection pressure made language advantageous. (Dunbar,
1992: 93)

According to the Extended Mind model language acting as an extension of
the brain allowed human intelligence to increase without an increase in brain
size.

Language (whatever the value of its emergent properties) was not itself
the driving force behind the evolution of the superlarge human brain. This
would explain why the key language areas (Broca’s, Wernicke’s and asso-
ciated areas) are significantly smaller in volume than those areas associ-
ated with social skills and theory-of-mind abilities (the prefrontal cortex).
(Dunbar, 1992: 103)

This observation by Dunbar supports our notion that language extends the
brain into a mind which operates more efficiently because language accesses
associations automatically and triggers memories more efficiently than the
brain’s neural nets would without the cues from language.

By making use of a facility to create abstract and symbolic thought at the
conceptual level the effectiveness of the human mind was able to make a
quantum leap forward without making large incremental energy demands.
Our claim is that symbolic conceptual thinking is more efficient than concrete
perceptual thinking and, hence, there was a selection pressure in favour of the
emergence of language. Language extended the brain into a mind capable of
symbolic thought. Dunbar (ibid: 104) concurs with our suggestion that the
emergence of speech and the human race were concurrent: “The evolution of
language seems to correspond in time to the emergence of our own species,
Homo sapiens.” Bickerton (2000: 276) expresses a similar thought, “/r may
be hypothesized that a larger number of the first type (those pushing at the
boundaries of protolanguage) appeared in southern Africa, probably within
the last two hundred thousand years, and that it was this chance agglomeration
that launched our species.”

7. CONCLUSION

After all the physical mechanisms for increasing human intelligence by in-
creasing head size and brain size had been exhausted nature conspired through
chaos theory to increase hominid intelligence with a software rather than a
hardware stratagem. The software was verbal language from which emerged
the human mind and conceptualization. Words encode basic concepts and,
hence, allow for the more efficient processing of information and knowledge.
Conceptualization allowed for the creation of more words and new metaphors
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to achieve still higher levels of conceptualization and representation. Concepts
and words formed a dynamic systems bootstrap creating the conditions for
their mutual and dynamic development. In other words, language and thought
formed an autocatalytic system. A possible metaphor for the role language
plays in enhancing brain function is the disk doubler or zip drive used to pro-
vide a microcomputer (an artificial brain) with a compact way to store and
process data and information. Language is the brain’s zip drive converting it
into an extended mind.

By combining complex adaptive systems theory together with elements
from hominid anthropology, linguistics and language acquisition we have
provided a possible model for the emergence of verbal language and abstract
conceptual thought which is unique to genus Homo. As to future studies it
is hope that this approach can be better synthesized to more traditional EE
approaches.
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Abstract

This paper deals with the evolution of the lexicon in a changing environment. We adopt
Mufwene’s (2001) metaphor of ‘language as species’ that explains evolution of languages as
differential selection of features in languages’ feature pools. We propose a multi-agent model
and use it to explore the role of different constraints on the feature selection process. We show
that constraints are indeed competing and that one of them is the major constraint in natural
selection, viz., fitness to the environment.

1. INTRODUCTION

According to the myth of Babel, diversity in human languages is due to God’s
anger toward the arrogance of humans that were trying to build a tower high
enough to reach heaven. Such defiance against divine power being unaccept-
able, God broke mankind’s linguistic unity. Unable to understand each other
and thus divided, humans gave up with their tower project and populations
spread over the world, leaving intact the domination of God on heaven.

This myth broke down in favor of evolutionary views of language as early
as the mid-18th century, decades before the diffusion of evolutionarism into
natural sciences and thus long before Darwin’s theory (Tort, 1980). This an-
teriority had a double consequence: on the one hand biologists, aware of lin-
guists’ interests in evolution, used the language metaphor to explain natural
evolution of species (Darwin, 1859), while on the other, linguists, seeking a
formalization of language evolution, followed developments of the biological
theory (Schleicher, 1863; see Ben Hamed and Darlu, 2005 for a review).

When one mentions the evolution of language, a distinction has to be made
between the evolution of the language faculty and the evolution of languages.
The evolution of the language faculty is a field of research seeking to ascer-
tain when, how and why our species has developed this unique and complex
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communication system, viz., Language. This field is growing rapidly and re-
lies strongly on neo-Darwinism since Pinker and Bloom (1990) argued for the
necessity of referring to natural selection in explanations of language origin.
This biological evolution has nothing to do with the evolution of languages,
which is a cultural process taking place on timescales, which are insignificant
to natural evolution. Nevertheless, parallels between biological and cultural
evolutions may be drawn and metaphors formulated since similar mechanisms
drive both evolutions. This use of a biological metaphor for language evolu-
tion can be found in Mufwene (2001) who considers languages as species and
idiolects as individuals. Each language has a feature pool similar to species’
gene pool in which idiolects pick out their characteristics. Language evolution
is then due to the selection by learners of features in competition from the
feature pool (learners may modify features, providing then new features to
the pool, with the consequence that this evolution falls into the Lamarckian
paradigm). Selection criteria proposed by Mufwene are primarily frequency
ofthe features and cognitive and structural constraints. The main thesis of this
paper is that when we look at lexical items, there is a very specific constraint
on the selection: selected items are items that best fit speakers’ environment.

The rest of the paper is organized into four sections: in the following section
we describe the semantic framework upon which our work is grounded. Then
we describe the model we developed in order to study dynamics of the lexicon.
The next section relates four simulations run with the model, and in the final
section the results obtained are discussed.

2. SEMANTICS, CATEGORIES AND CONCEPTS
2.1. Semantics

Providing an account of how words get their meaning is a problem far from
trivial. The 20th century has seen broadly three attempted solutions coming
from three different fields: philosophy, linguistics and psychology.

The philosophical account of semantics, called formal semantics or veri-
conditional semantics, is due to the revolution of logic that happened at the
end of 19th and the beginning of the 20th centuries when Frege and others
realized that Aristotle did not say all that can be said about logic. Assimilating
formal and natural languages, they faced the problem of how the symbols of
their expressions refer to something. The answer that formed the groundwork
for formal semantics was provided by Wittgenstein (1922): the meaning of
an expression is its truth conditions, i.e. how the world should be so that the
expression is true. This semantic tradition is still very active and its most
achieved proposition is probably Montague’s semantics (Montague, 1973).
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Linguists’ interest in semantics is clearly natural. The Saussurian structural
wave (de Saussure, 1915) that flooded linguistics and more generally human-
ities (at least in Europe) reached semantics and inspired structural semantics.
According to the structural account, a language is a closed system and a sign,
composed of a signifié and a signifiant, receives its meaning from the relations
the signifiant maintains with the other signifiants of the language.

The psychological account of semantics, viz., cognitive semantics, has also
been proposed by linguists. It is much more recent since the pioneering con-
tributions are only a quarter of a century old (Fillmore, 1982; Lakoff, 1987;
Langacker, 1987). It is psychological in the sense that meaning of words and
expressions are mental entities. Cognitive semantics belongs to the more gen-
eral stream of cognitive linguistics that rules out the independency of language
and embeds it firmly into cognition. Our cognitive apparatus allows us to form
mental representations of the world which may serve as meaning of words and
expressions. This approach is summarized in Sweetser (1990: 1): “Language
is systematically grounded in human cognition and cognitive linguistics seeks
to show exactly how. The conceptual system that emerges from everyday hu-
man experience has been shown [...] to be the basis for natural-language
semantics [...] ”. This is the line of semantics, which we adopt here. The
notions of categories and concepts are thus critical for us, and consequently
the following section aims at detailing them.

2.2. Categories and Concepts

2.2.1. The classical view

Grouping things together is an activity that we cannot avoid doing. We cannot
see a bed without thinking that it is a bed, we cannot write with a pen without
knowing that we are using a pen. Categorization is one of our basic cognitive
skills and is used in most (if not all) of our activities.

Our ability to recognize objects of the world as members of categories is so
automatic and unavoidable, that people have long thought that objects really
belong to categories, which somehow exist independently of us. This view is
known as the classical view and can be traced back to Aristotle. Aristotle’s
conception of the world was hierarchical: things belong to categories, which
are in turn grouped into supercategories, and so on, with the category ‘Being’
at the top of the hierarchy. At any level of this taxonomy, categories are mutu-
ally exclusive and they sum up together to form the universe: an object belongs
to one and only one category. It follows that given an object and a category,
either this object belongs to this category, or it does not. A category is defined
in term of the characteristics that all of its members have in common. Each of
these characteristics is necessary for an object to belong to the category, and
they are all together sufficient to provide the membership to the category.
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2.2.2. The Roschian revolution

This view of categories prevailed for almost 23 centuries. The first major claim
against the classical view came from philosophy with Wittgenstein (1953).
Wittgenstein noticed that it is not always the case (almost never in fact),
that membership is due to a set of common characteristics shared by all the
members of a category and only them. He illustrated this fact with the famous
example of the category GAME. If we look at the characteristics of games,
we find that many of them are shared by many games, but none is present in
all the games. Most games involve different players, but not all; some games
rely on particular skills, others on chance and others on both; many games
finish with a winner, but for others the notion of ‘winning’ is meaningless.
Rather than a set of common characteristics, what characterizes the members
of a category is what Wittgenstein called family resemblances. Members of a
category are similar to each other in many ways, but none of these ways make
them similar all together. As a consequence of the Wittgensteinian view of the
categories, we are no longer provided with a criteria (a set of necessary and
sufficient conditions) to decide whether an object belongs to a category or not.
It follows that the boundaries of the categories are not clear as in the classical
view but fuzzy and extendable. An illustration of the fuzziness of boundaries
can be found in the beginnings of surrealism which was accepted as art by
some, while strongly refused by others. And to illustrate the extendableness of
boundaries, it is interesting to note that the debate of membership of surrealism
to art is long over and is now considered a typical art form of the first half of
the 20th century. One fundamental implication of Wittgenstein’s conception
of categories is that they are no longer seen as abstract entities that exist
independently of us. The fuzziness of their boundaries and the impossibility to
define objective means to make judgment about membership clearly establish
categories as psychological entities.

The next major attack against the classical view (and probably the most
important) marked the shift of categorization from philosophy to psychology
with the empirical work of Eleanor Rosch (Rosch and Mervis, 1975). Rosch’s
contribution to categorization, known as prototype theory, addresses both the
status of certain members within categories and the status of certain categories
within the taxonomy. In Aristotle’s hierarchy of categories, no level is given
particular consideration. A dog is equally a Dalmatian, a dog, a mammal,
an animal and so on. What Rosch pointed out, is that it not the case at all.
Before being a Dalmatian or a mammal, a dog is a dog. The category DOG
has a special cognitive status. It is a basic level category. These categories,
like CHAIR, TREE, are more naturally used when we categorize things. They
are learned and remembered more easily, we have motor actions associated
with them and we can form mental images of them. A theory of categorization
must account for that, but the classical view cannot.
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Rosch also established that we do not treat all the members of a given
category equivalently: some of them are more representative of the category
than others; members differ in their typicality. For example, in the category
BIRD, robin is a better example than chicken, which is a better example
than penguin. Best examples of a category are called prototypes. Effects of
prototypicality have been shown in many different kinds of tasks (direct rating,
mental chronometry and so on, cf. Lakoff, 1987: Chapter 2, for a review). The
classical view cannot give any account for these prototype effects, given that
the set of necessary and sufficient conditions that defines membership does
not give a special status to any member.

One consequence of abandoning the classical view is that categories have
to be attributed a new ontological status. Categories are not objective and
external entities, but subjective and internal. There is no objective category
BIRD that exists independently of cognitive organisms (which does not mean
that the world has no structure). Cognitive organisms create concepts, i.e.
representations of the world, which capture the similarities of the world they
live in. The world is continuous and concepts try to give a discrete account of
it. Objects more or less match the concepts, causing the prototype effect.

Let us consider an entity that we categorize as BIRD; we would categorize
the parents of that entity as BIRD too, as we would do with the parents of the
parents, and with the parents of the parents of the parents and so on. But if we
consider the ancestors of that entity that lived 200 millions years ago, we would
categorize them as DINOSAUR. There is a continuum between the entity that
lives now and its ancestors. There is no necessary and sufficient condition for
being a bird that one entity would not have verified (and hence been a dinosaur)
and that its child would have verified (and hence been a bird). Instead of one
absolute and objective category, there are as many subjective categories as
cognitive organisms are able to develop. These categories represent the world
in which the organism does live, and that is why Archaeopteryx is a rather
non-typical bird.

3. MODEL OF LEXICAL EVOLUTION

In this section, we present our model of lexical evolution which falls into the
evolutionary linguistics framework. Evolutionary linguistics aims to explain
language origin and evolution by simulating community of interacting speak-
ers. From their interactions, emerge and evolve particular aspects of language
such as lexicon (e.g. Steels, 1998), phonology (e.g. de Boer, 2000), syntax
(e.g. Kirby, 2000). (See Cangelosi and Parisi, 2001, for general introduction
to evolutionary linguistics.) In particular, our model is related to works of
Steels (1998), Vogt (2003) and Smith (2003). (See Section 5 for details).
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In order to fully describe the model, we have to specify how the speakers,
their interactions, their social relationships and their environment are modeled.

3.1. Cognitive Architecture of the Speakers

3.1.1. Conceptual spaces

Let us take four balls, two blue, a big one and a small one, and two red, a
small one and a big one as well. When we turn to the relations of similarity
between these four objects, we face a dilemma: would we judge the similarity
according to the size, grouping together the big balls on the one hand and the
small ones on the other? Or would we group according to the color, having
the two red balls in one group and the two blue in the other?

This example reveals the (trivial) fact that there are many ways of judging
similarity between objects. Gardenfors (2000) has named these different ways
quality dimensions. We have seen that shape and color are quality dimensions, !
but we could cite many others: weight, time and so on. @ulity dimensions
may vary on their topological structure: weight is isomorphic with the non-
negative real numbers, while the hue dimension of colors is isomorphic with
a circle. Some quality dimensions are innate (i.e. biology based), others are
acquired (i.e. culture based): perception and representation of colors are uni-
versal (Berlin and Kay, 1969), while representation of time is linear in some
cultures but circular in others.

Together, quality dimensions form conceptual spaces. The conceptual
spaces framework allows us to define some crucial notions for our prob-
lem. Perception of an object is defined as the act of determining the value of
that object on each quality dimension, i.e. forming a point in the conceptual
space that represents the object. A concept (i.e. a mental representation that
determines the categorization of a perceived object) is a region of a conceptual
space. Learning is creating a new concept, or modifying an existing one.

3.1.2. Concepts

In this section, we review the technical details of concept modeling in a
conceptual space, which differ from Géirdenfors (2000). In the rest of this
paper, all quality dimensions are isomorphic to the real numbers, and thus
conceptual spaces are multi-dimensional Euclidian spaces.

As we have seen in Section 2, categories are not clear-cut sets of objects.
Members of categories vary in their typicality, ranging from objects that are
prototypes of the category, to objects for which membership is not an easy
question. Mathematics provides us with a very useful tool for handling this

! Color is actually composed of three dimensions: hue, saturation and brightness.
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kind of set: the fuzzy sets theory. More precisely, fuzzy arithmetic will be
our scalpel to shape concepts in conceptual spaces. Fuzzy numbers have been
introduced to model expressions such as “about 50 (Dubois and Prade, 1978;
Kaufman and Gupta, 1984; Mares, 1994). Fifty is certainly ‘about 50°, 49 and
51 are very likely to be ‘about 50°, but 65 and 842 are probably not “about
50” (what exactly is “about 50” depends on what we are talking about). In
fuzzy arithmetic, a fuzzy number F is defined by its characteristic function
wr i N — [0; 1]. In our case, we will consider an extension of fuzzy numbers
in n-dimensional spaces, i.e. we will consider fuzzy vectors. The characteristic
function of a fuzzy vector has to verify the following properties:

(i) Ixo € N, pr(xo) =1,
(i) Vxp,xo € W, VA €[0;1], pur(h-x1+(1—24)-x2) <
max (ur (x1), nr (x2)),
(iii) {x € N, ur(x) # 0} is bounded.

In the framework of concept modeling, the u r function indicates the mem-
bership of objects. If for an object x, ur (x) = 1, x is then a prototype of
the category. If pup (x) = 0, x does not belong to the category. Intermediate
values indicate the degree of typicality. Property (i) may be interpreted by
the fact that each concept has a prototype which is an object with a certain
membership. Property (ii) expresses that if an object x; is more similar to
the prototype than an object x;, then x; is more typical than x,. Property (i)
expresses that if an object is dissimilar enough from the prototype, it does not
belong to the concept. Figure 1 illustrates a characteristic function in .

Directly handling or modifying the characteristic function of a fuzzy num-
ber is not very practical. For that reason many ways of representing fuzzy
numbers have been introduced. Here, we will use an approach proposed by

0 >X

Figure 1. A characteristic function of a fuzzy number.
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Figure 2. Characteristic function wr of a fuzzy number F defined by {([x0;x)]. o).
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Kaufman and Gupta (1984), which relies on the notion of a-cut. F, is the
a-cut of Fifand only if F,, = {x € N, up(x) > o} . A fuzzy number F can
be defined by the set { F,,, @ € ]0; 1]} . Moreover, any set of N pairs:

{([xnsx,] o) ., 0 <n < N, [xa_13x,_,] C

[x,,;x’] ,0<a

n <an§17aN—1:1}7

1
define a fuzzy number F which step-shaped characteristic function is (see
Figure 2):

0ifx ¢ [xo;x0]
pr(x) =1 1ifx € [xy_;x)_,]

a, ifx € [xn;x,’,] & x¢ [xn+l;x;;+]]

Fuzzy numbers defined by the mean of «-cut can easily be generalized to
fuzzy vectors in N-dimensional spaces by using N -dimensional hyperspheres
instead of intervals. Each a-cut is then defined by a center and a radius. This
is how concepts are represented in our model. The number of «-cuts used for
representing the concept is a parameter of the model (in subsequent simulation,
a is set to 10). Each concept C is given a confidence degree, Uc € [0; 1],
which represents the confidence of the speaker in the usefulness of the concept.
Each concept is also tagged with a word, w¢, and stands for the meaning of
that word. We will use the term ‘conceptual structure’ to refer to a speaker’s
conceptual space and concepts together. In all the simulations presented in
this article, speakers are endowed with a two-dimensional conceptual space.
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3.2. Interactions

In our model speakers communicate about the objects around them and from
their interactions emerges and evolves a lexicon. This is made possible because
after each interaction, speakers modify their conceptual space in order to take
into account the result of the interaction. Let us first describe the protocol of
communication between speakers, and then how they modify their concepts.

3.2.1. Protocol

Interactions take place between two members of the population. When two
of them are chosen to interact, they are given specific roles. One of them is
designated as the teacher, while the other is the learner. The teacher chooses
one of the objects of the world, and indicates its choice to the learner by
pointing to the object. The learner’s goal is then to perceive, categorize and
name the object indicated by the teacher.

Once the object is placed in the learner’s conceptual space, she? must cat-
egorize it. A concept C may be used to categorize an object 0 if e (O) > 0.
The learner can thus have many concurring concepts during the categoriza-
tion process. The concept Cy, that results of the categorization is stochastically
determined with the probability:

IU“CI((O) : UCk
Y uc(0)- U,

1

p(Cy) =

The more the object is prototypical of the category represented by the
concept and the more the learner has confidence in the usefulness of the
concept, the more likely is the concept to be the result of the categorization
process. The last step for the learner is to name the object, and this is done
with the word w¢ associated with the concept.

The teacher has then to inform the learner whether she agrees with the
word used to name the object. To achieve this, she just checks if one of her
concepts is associated with the learner’s word, and if this concept C is such
that uc(O) > 0. If she does agree, the interaction is successful. In that case,
the learner refines the concept she used for the categorization in order to
make the object more prototypical. She also increases her confidence in the
concept (these two actions are described in the next section). But in several
other scenarios the interaction fails.

The first problem that can occur is a failure on the part of the learner to
categorize the object, because none of her concepts verifies uc(O) > 0. In
that case, if the teacher is able to give the learner a word for the object, then the

2 Speakers are asexual entities. We nevertheless choose to refer to them with the pronoun she.
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learner acquires it. This learning can take different aspects. If the learner does
not know the word used by the teacher, she creates a new concept on the basis of
the object, and tags it with the teacher’s word. If she already knows the teacher’s
word, either the associated concept was one of the concurring concepts during
the categorization process (uc(O) > 0), or it was not (uc(O) = 0). In the
first case, the learner refines her concept, and in the second she expands it in
order to make its characteristic function such that uc(O) > 0. But it might
be the case that the teacher is unable to name the object. When this happens,
they both create a new concept, and tag it with a word that the teacher invents.
When a teacher invents a new word, it is always a completely new word: no
other member of the population knows it.

When the learner manages to name the object, it is still possible that the
teacher disagrees with that name. This disagreement can have two different
causes: either the teacher does not have any concept C tagged with the learner’s
word such that uc(O) > 0, or she simply cannot categorize the object. In both
cases, the learner decreases the confidence of the concept she used. But in
the first case, the teacher names the object and the learner learns the teacher’s
word (all the different cases of learning discussed in the previous paragraph
are possible here t00).

We have seen that in response to their interactions, speakers modify their
conceptual structure. They may learn new words, extend or refine their con-
cepts and/or modify the degrees of confidence toward their concepts. Let us
examine how these operations are done.

3.2.2. Word acquisition

Acquiring a new word happens when the student is told by the teacher a
word he had never heard before. Learning a new word means creating a new
concept. The speaker does not know anything about the word but that it stands
for the object chosen for the interaction. The concept created is defined as
follow: all the «-cuts are centered on the object (it is the prototype of the new
concept). The radius of the a-cut C,,, is fflv , Where Ry, is a parameter of the
model. The initial confidence degree of a new concept is another parameter
of the model, U,y (in the rest of this paper, Rpew is set to one-thirtieth of the

size of the conceptual spaces, and U,y to 0.5).

3.2.3. Concept extension

Speakers have to extend a concept when they are told that a word (which
they already know) is usable for an object that is not in the scope of the
concept yet. All of the «-cuts are modified. The different factors involved
in the modification of C,, are the position of its center P, its radius r, the
position of the object O, «,, and the concept degree of confidence U. When a
member of the population is told about the association of a word she knows
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and an object, she may consider this object rather peripheral according to the
category associated with a word. It would be surprising if a new example of a
category modified radically the prototype of the category. So the closer «;, is
to 1, the less C,, is modified. It would also be surprising if a speaker modified
a concept that has been very useful in the past and thus in which she has a
high degree of confidence. So the more Uis close to 1, the more the speaker
is confident in her knowledge, and the less the concept is modified.

If d is the distance between the center of C,, and the object, the new radius
r' of Cy, is:

d —
r/=r+Tr-(1—U)-(1—ozn).

The center Pis moved in the direction of the object in order not to generalize
in the opposite direction of the object (see Figure 3a). In vectorial notation,
we have:

.P . d—
P’:—'B1 P O,With,Blzr'—r: s
B+ B

and B, =d — .

(1=U)-(I-a),

In addition to these modifications, there is a constraint such that the radius
cannot be increased nor the center be moved in a way such that C,, ¢ C,, ,.
3.2.4. Concept refinement
Concept refinement occurs when a speaker has to tune a concept according
to the information given by the position of an object that has already been
categorized by this concept. When an object is categorized by a concept, the
point that represents this object belongs to some of the a-cuts of the concept,
maybe all, maybe not, depending on the typicality of the object. w-Cuts are
not modified in the same way when they contain the object or not. @-Cuts that
do not contain the object are modified in the same way than in the case of
extension of concepts. «-Cuts that do contain the object are recentered around

[a] (b)

Figure 3. (a) a-Cut C,, before extension (dotted line), after modification of the radius (dashed
line) and after modification of the center (plain line); (b) a-cut C,, before refinement (dotted
line), after modification of the center (dashed line) and after modification of the radius (plain
line).
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the object. As in the case of extension, the higher the degree of confidence of
a concept is, the less its «-cuts are modified. But the more the object is typical,
i.e. the more the «-cuts in which it falls down have high «,,, the more it gives
information to the category formation. So the higher «,, is, the more the «-cut
is modified. If an a-cut C,, with center P and radius r is refined according to
an object represented by the point O, its new center P’ is the barycenter of the
points Oand Pwith respective weights «,, - (1 — U¢) and 1 — o, - (1 — Up).
The radius is then modified so that the «-cut after modification is included in
what it was before: ' = r — dpp/, where dp p: is the distance between the old
position of the center and the new one (see Figure 3b).

3.2.5. Modification of the degree of confidence

A speaker increases (decreases) the degree of confidence of a concept when an
object has been successfully (unsuccessfully) named by the word associated
with the concept. At the same time when a speaker increases (decreases) the
weight of a concept, she decreases (increases) the degree of confidence of all
the concepts that were concurring in the categorization process for this object.
The more the object is typical, the more the degree of confidence is modified.
If a speaker has a high (low) degree of confidence in a concept, it will not
decrease (increase) remarkably after one successful (failed) interaction.
When the degree of confidence U is increased given an object O it becomes
U':

U =U+min(U, (1 — U))-u0)-34,
and when it is decreased:
U =U —min(U, (1 —U))-u0)-34,

where § is a parameter of the model. In all the following simulations, § is set
to 0.2.

If a speaker has a very low degree of confidence for a concept (under Upyin, a
parameter of the model set to 0.1), she forgets the concept (and the associated
word).

3.3. Social Relations

Our population is not an unstructured set of speakers. Not everybody can be
the teacher of anybody. At each instant, the population is composed of two
generations, an old one and a young one. Every Ty, interactions, the old
generation disappears, the young generation becomes old, and a new young
generation of speakers is created (7ge, 18 set to 15,000 for the rest of the
paper). A newborn speaker does not have any knowledge, i.e. any concept.
It then would not make any sense to have such a speaker as a teacher. The
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teacher is thus always from the old generation. The learner may be from
one generation or the other. As a consequence, transmission of knowledge
occurs both vertically and horizontally. In the simulations presented here,
each generation is composed of 30 speakers.

3.4. Environment

The population’s environment consists of the set of objects they can choose
from for their interactions. The only thing they can do with these objects is
to perceive them. As we explained in Section 3.1.1, perception of an object
consists in determining its coordinates in the conceptual space. We assume
that all speakers have the same perceptual apparatus. So a given object has the
same coordinates in every speaker’s conceptual space. Objects are thus only
defined by their coordinates in speakers’ conceptual spaces.

As in the world in which we live in, the environment in the simulation
we report here is not a simple pack of objects. It is on the contrary struc-
tured. Structured environments have been shown to increase communication
(Smith, 2003). The initial conditions of all the simulations are the follow-
ing: 90 objects are distributed in nine clusters. Figure 4 shows the repartition
of the clusters in speakers’ conceptual spaces. The size of the clusters is
Ry (we suppose that speakers have phylogenetically evolved in such a way
that they create new concepts with a size that matches their environment’s
regularities).

This world is not static: both the positions of the clusters and the positions
of the objects within the clusters change. The evolution of the positions of the
cluster is one of the parameters that will vary in the following simulations, and

Figure 4. Initial positions of the clusters of objects as the speakers perceive them through their
conceptual space.
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will be described when necessary. Within each clusters objects are changed
every Ry interactions. For the rest of the paper, Rgp; is set to 500.

4. SIMULATIONS
4.1. Measurements

In order to describe the processes going on in the population, we need to
define some informative quantities. The first that will be of interest is success.
Success is simply the ratio of successful interactions over a fixed number of
interactions (1000 for all the simulations).

Coherence and stability are also of important interest. These two mea-
surements are computed when a generation dies. They are both defined with
reference to speakers’ similarity. The similarity Sim; , between two speakers
S and S, is computed as follow: for each word, we compute the volume of the
intersection of the associated fuzzy vectors of the speakers (this intersection is
null if one of the speakers does not know the word). The sum over all the words
is the volume V5 of the intersection of their conceptual spaces. Let V; and V,
be the volume of the conceptual space of S; and S, respectively (i.e. the sum
of the volume of the fuzzy vectors). V / V' (respectively, Vn / V) is that part of
the knowledge of S; (respectively, S,) also known by S, (respectively, S1). We

2

When a generation dies, for each of its speakers S;, we measure the mean
similarity Sim? with all the speakers of its generation and the mean similar-
ity Sim;~ ! with all the speakers of the previous generation (i.e. the genera-
tion that died T,e, before and that has transmitted its knowledge vertically
to the dying generation). The mean over all the speakers of the dying gen-
eration of Sim? gives the coherence of the population, and the mean over
all the speakers of Sim; ! gives the stability with respect to the previous
generation.

define the similarity Sim, » between S; and S, as Sim, » = ! (% +h

4.2. Simulation 1, Emergence of a Lexicon

In this first simulation, the positions of clusters do not vary. It is aimed to
present the general dynamics of the model and to give an answer to the fol-
lowing problem: we said that the young generation does not provide teachers
since when speakers arrive in the population they are without any knowledge.
But what about the first generation? As it is the first one, there is no old gener-
ation from which to obtain knowledge. This simulation shows that if we make
an exception to our rule for the first generation and permit teachers to be from
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Figure 5. Plots during 500,000 interactions of the success, the coherence and the stability of a
population of 30 speakers per generation in a stable environment.

the young generation (the only one at this point), a lexicon emerges from the
interaction.

Figure 5 shows the evolution of the success, coherence and stability for
500,000 interactions. Several remarks can be made: after 100,000 interac-
tions the plot of success oscillates around 0.95, with regular abrupt downfalls.
These downfalls occur indeed every 15,000 interactions and correspond to
generation replacement: as explained in Section 3.3, newborn speakers do not
have any knowledge and thus fail to communicate during their first interac-
tions. But they learn very quickly, and subsequent interactions are generally
successful. Coherence and stability have similar shape, oscillating around
0.45, except at the beginning of the simulation, before success stabilizes, in-
dicating that speakers always differ in their conceptual structure, and thus
explaining why success never reach 1.

If we turn to the lexicon used by the population, we learn (see Figure 6)
that after an adjustment period, it oscillates between 40 and 60 words. Each
word stands on average for 9.5 objects, all from the same clusters: speakers
use words that refer to clusters of objects. Given that there are nine clusters of
objects in speakers’ environment, such a lexicon would imply a large amount
of synonymy (more than five words on average per cluster). But this view is
not very precise, and looking at each speaker’s private lexicon rather than at
the pool of lexical items is more informative: the last generation of speakers
only know 13.03 words out of the 49 spread in the population at this time, and
while nine words of the lexicon were created before the 500th interaction, the
40 others were created after the 440,000th one. Moreover, every speaker knows
the nine old base words with a high degree of confidence in the associated
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Figure 6. Plots during 500,000 interactions of the number of words in the pool and the number
of competing concepts during the categorization process in a population of 30 speakers per
generation in a stable environment.

concept (i.e. in the meaning of the word), while degrees of confidence are
always less than 0.5, their initial value, for the other words. The population
uses in fact one word per cluster: speakers have on average between 1 and
1.5 different ways of categorizing the object of interactions (see Figure 6).
‘Satellite’ words are permanently created. They stay in the population for a
few generations (a word created at the 440,000th interaction and still present
at the 500,000th has been used for six generations), and then disappear. These
words are not very widespread in the population since each speaker only
knows 13.03 words including the nine base words.

One of the goals of this simulation was to investigate whether in our model
the population is able to develop a lexicon from scratch. When looking at the
results, no doubts can be cast on this. This ‘phylogenic’ acquisition of a lexicon
is similar but nevertheless distinct from the ontogenic one which occurs when
anew generation arrives in the population. Whereas a new generation acquires
the conceptual structure and the associated lexicon very quickly, emergence
of shared conceptual structure and lexicon is a longer process, lasting over
several generations. Our model relies on the strength of cultural transmission
of acquired knowledge from one generation to the following one.

4.3. Dynamics of the Lexicon in a Changing Environment

Contrary to other aspects of language such as phonology or syntax that are
constrained only by speakers’ physiological or cognitive structures, the lexi-
con is constrained by the environment it refers to through mental representa-
tions. Consequently, as the environment changes, speakers must modify their
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Figure 7. Final positions of the clusters after the change.

conceptual structures and thus their lexicon. This is the process to which we
will now turn. As mentioned in Section 3.4, the environmental evolutions that
we will consider are changes in the position of clusters. In order to keep things
tractable, the position of only one cluster will be changed here. The parameter
we will vary is the speed of the transition from the initial to the final state
which is represented in Figure 7.

4.3.1. Simulation 2

In this simulation, the population is placed in an environment that will change
from the initial to final conditions in 10,000 interactions, from the 100,000th to
the 110,000th. Figure 8 shows the evolution of the success and the transmitted
knowledge for 300,000 interactions.
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Figure 8. Plots during 300,000 interactions of the success, the coherence and the stability of a
population of 30 speakers per generation in an environment changing in 10,000 interactions.
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Figure 9. Mean conceptual space of the generation that died at the 90,000th, 105,000th,
120,000th, 135,000th and 150,000th interactions.

In these conditions success is perturbed during the cluster position transition
but recovers its prior level just after the transition. Coherence drops from the
105,000th interaction to the 135,000th, as does stability from the 105,000th
to the 150,000th. Coherence is low for the three generations that experienced
the transition.

Figure 9 presents the mean conceptual space of the generations that died at
the 90,000th, 105,000th, 120,000th, 135,000th and 150,000th interactions.

Even if the transition is shorter than a generation’s lifetime, three of them
have experienced it, and this perception has marked their conceptual structure.
These marks of transition indicate the transition long after it ends, and much
longer than the communicative success does. Because of these traces of an en-
vironment that does not exist anymore, speakers cannot develop a conceptual
structure similar to their parent’s, and this causes the stability to drop.

The lexicon of the population is again composed of nine basic words shared
by all the speakers, and a set of satellite words. The basic word used for the
changed cluster at the end of the simulation is created between the 108,000th
and 108,500th interactions. As long as the transition is going on the population
invents new words, and lexicalizes one of them only after the transition it is
over. Figure 10 shows the average number of competing concepts during
categorization and the number of word in the pool. It indicates that this lexical
innovation period is also characterized by a higher synonymy level, which is
the cause of the low coherence.

4.3.2. Simulation 3

The next simulation is exactly identical to the previous one, except that the
transition between the initial and final position of the cluster is not as rapid. We
still seek semantic change, i.e. changes of the representation associated with a
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Figure 10. Plots during 300,000 interactions of the number of words in the pool and the number
of competing concepts during the categorization process in a population of 30 speakers per
generation in an environment changing in 10,000 interactions.

word, and neither word loose nor lexical innovation as observed in the previous
simulation fall into this category. The hypothesis behind this simulation is
that if the transition is stretched over several generations, semantic change
may occur. Figure 11 shows the evolution of the success and the knowledge
transmission for 500,000 interactions with a transition occurring between the
100,000th and the 200,000th interactions.

Success and stability are both lower than their normal level during transition.
Coherence is less affected.
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Figure 11. Plots during 500,000 interactions of the success, the coherence and the stability of a
population of 30 speakers per generation in an environment changing in 100,000 interactions.
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Figure 12. Plots during 500,000 interactions of the number of words in the pool and the number
of competing concepts during the categorization process in a population of 30 speakers per
generation in an environment changing in 100,000 interactions.

The lexicon at the end of the simulation has a similar pattern than in the
previous: nine basic words are shared by all the speakers. Figure 12 is a plot of
the synonymy in the population. Again the transition induces more synonymy
in the lexicon. The word for the changed cluster appears in the population
between the 173,000th and 173,500th interaction, the population opting again
for lexical innovation rather than changing the meaning of the word used for
the cluster before the transition. Nevertheless, at the 173,500th interaction,
the position of the cluster was not the final one, and thus representations
associated to the word at this moment were different from these associated to
it after the transition. This is a case of semantic change.

4.3.3. Simulation 4
This last simulation with simple environmental evolution is similar to the
two previous in all respects, expect for the number of interactions needed for
the transition, which is now set to 500,000. Figure 13 shows the evolution
of the success and the transmitted knowledge for 700,000 interactions with a
transition occurring between the 100,000th and the 600,000th interactions.

Success, coherence and similarity are not affected by the transition. The
reason is that the change is so gradual that speakers are not aware of it.
Figure 14 present the mean conceptual space of generations that died at the
105,000th, 300,000th and 600,000th interactions. Contrary to Figure 9, no
traces of environmental changes are observed.

If we turn to the lexicon of the population at the end of the simulation, the
situation differs from the previous simulation. There are still nine basic words
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Figure 13. Plots during 700,000 interactions of the success, the coherence and the stability of a
population of 30 speakers per generation in an environment changing in 500,000 interactions.

plus satellite words, but the basic word used for the changed cluster is created
before the 500th interaction, i.e. at the very beginning of the simulation,
simultaneously with the other basic words: the concepts associated with it in
the successive generations represent the different stages of the evolution of
the cluster, evolving with it. As Figure 15 indicates, synonymy is not affected
by this transition.

5. DISCUSSION
5.1. The Model Itself
Evolutionary linguistics, i.e. computers simulations for the evolution of lan-
guage, is an approach that has exponentially grown in the last few years. It

uses the power of computers to allow us to build virtual labs in which we can
test hypothesis that would have been only speculation otherwise.

Figure 14. Mean conceptual space of the generation that died at the 105,000th, 300,000th and
600,000th interactions.
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Figure 15. Plots during 700,000 interactions of the number of words in the pool and the number
of competing concepts during the categorization process in a population of 30 speakers per
generation in an environment changing in 500,000 interactions.

Our model follows along the same lines as many others related models
that include some semantics (Steels, 1998; Hashimoto, 1998; Hurford and
Kirby, 2001; Smith, 2003; Vogt, 2003). However, most of these models suf-
fer from a double grave vice already mentioned by Smith (2003) and Vogt
(2003): communication acts upon a predefined semantics and meanings are
explicitly transmitted. However, as explained in Section 2, not only mean-
ing is grounded and then not predefined, but it is also private to speakers
and cannot then be explicitly transmitted without some kind of mind reading
or telepathy. This telepathical prerequisite is a hypothesis put in the mod-
els that obviously contradicts reality. Moreover, as noted by Smith (2003),
if both the meaning and the signal are explicitly transferred in communica-
tion, then the signal does not convey the meaning anymore, and thus becomes
useless.

Accord