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RUSSELL ON …
General editor’s introduction

A. C. Grayling

Russell achieved public fame – often enough, notoriety – because of his
engagement in social and political debates, becoming known to a wide
audience as a philosopher in the popular sense of the term. His chief con-
tributions, the ones that have made a permanent difference to the history of
thought, lie in logic and philosophy; and they are such that his influence
both on the matter and style of twentieth-century philosophy, principally
in its anglophone form, is pervasive. Elsewhere I have described his contri-
bution as constituting the “wall-paper” of analytic philosophy, in the sense
that his successors “use techniques and ideas developed from his work 
without feeling the need – sometimes without recognizing the need – to
mention his name; which is influence indeed”.

Russell devoted much attention to central technical questions in 
philosophical logic, epistemology and metaphysics. He also wrote exten-
sively and forcefully about moral, religious and political questions in ways
not merely journalistic. Much of his work in all these areas took the form of
essays. Some have of course been famously collected, constituting a funda-
mental part of the canon of twentieth-century analytic philosophy. But
there are many more riches in his copious output, their value to some degree
lost because they have not hitherto been collected and edited in such a way
as to do justice to the development and weight of his thinking about these
subjects. This series, in bringing together Russell’s chief writings on major
subject areas in an editorial frame that locates and interprets them fully
aims to remedy that lack and thereby to make a major contribution both to
Russell scholarship and to contemporary analytic philosophy.
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This book is a collection, along with a commentary, of the most significant
writings on metaphysics by Bertrand Russell. Unlike the other books 
published in this series so far, the heading under which Russell’s writings
are selected is one that may not be fully understood in advance by some
readers. Russell discussed many things, including politics, religion and
ethics. He was, however, one of the greatest analytic philosophers of the
twentieth century and this book includes some of the writings for which he
deserves this status. Some of the ideas Russell discusses here may be diffi-
cult, therefore. But Russell thought that in almost all areas of philosophy,
clarity and simplicity was possible and that even very difficult ideas could
be stripped down to their easily grasped essentials. He successfully demon-
strates this in these papers. Thus, someone completely new to metaphysics
ought nevertheless be able to understand what is said. Indeed, this 
collection would provide a fine introduction to the subject or to analytic
philosophy in general. Though it is not a student textbook nor a research
monograph, it is the work of a prominent and important philosopher
engaged in metaphysical study. Perhaps there is no better introduction to
metaphysics than such a thing. Further, this book might be an informative
introduction to analytic philosophy and its history. Some of the papers con-
tain the metaphysical development that underpinned the transition from
British idealism to contemporary British philosophy.

To some who know a little of Russell’s philosophy, it might seem strange
to speak of him being engaged in metaphysics. He is often depicted as stand-
ing squarely in the empiricist tradition that had, on the whole, rejected
metaphysics and was concerned primarily with the theory of knowledge or
epistemology. If this book has but one aim, it is to relieve its readers of that
misconception. Russell was a metaphysician. It might even be thought that
his most important and lasting philosophical insights were metaphysical.
Though famed for his work on the foundations of mathematics and logic,
perhaps his greatest achievement was thinking of the metaphysical basis on
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which to build his mathematics and logic. Arguably, the basis remains even
though much of the detail of his logical and mathematical work has been
rejected or surpassed. Most importantly, Russell was able to see an alterna-
tive to the metaphysics of the dominant idealism with which he grew up.
In so doing, he has the strongest claim to being the father of analytic 
philosophy.

When British idealism was rejected, the reputation of metaphysics in
general suffered, despite the fact that Russell and his friend G. E. Moore
rejected idealism for metaphysical reasons. Subsequent developments saw
metaphysics fall into even greater disrepute. The logical positivists, for
instance, spoke of metaphysics as nonsense. It was hardly surprising, there-
fore, that very little metaphysics was being produced. Because of this, dur-
ing the first half of the twentieth century, Russell might well have been the
most productive analytic metaphysician. This accolade has been disguised,
though, because Russell was so productive in many other areas as well. Only
a very small portion of Russell’s works are directly and overtly metaphysi-
cal. But even a small portion of Russell’s vast corpus, adds up to a large con-
tribution to the subject. It is thus hard to think of anyone who made as big
a contribution to metaphysics in the analytic tradition during this period.

In the rest of this introduction, I aim to give a background for the papers
collected. I start with the nature of metaphysics so that readers new to the
subject might get an understanding of it before embarking on it. I then
move on to the history of metaphysics around the time these papers were
written, concentrating on the background of British idealism. The final 
section considers Russell as a metaphysician and assesses his most important
claims. In addition to this introduction, however, I have provided an intro-
duction to each of the selections reproduced so as to set out some more
detailed and subject-specific background.

WHAT IS METAPHYSICS?

Metaphysics is one of the most abstract areas of philosophy. Its abstract
nature can be quite intimidating for those who do not understand its meth-
ods and aims. So as not to exclude such people from the enjoyment of
Russell’s contribution to metaphysics, I will begin by offering an explana-
tion of the subject. The most difficult part of metaphysics is understanding
what it is about. Once one gets to grips with that, former difficulties can
melt away.

There are a number of definitions of metaphysics on offer and these vary
in the degree that they are interesting or helpful. I will outline the defini-
tion that I find most helpful for getting into a metaphysical frame of mind.

INTRODUCTION
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Metaphysics aims to uncover the fundamental nature of reality beyond
appearance. It studies the world, but not anything about it that can be
observed. It follows from this that the questions of metaphysics cannot be
settled empirically, by looking for observable evidence, but must be solved
using philosophical methods of analysis, reason and argument. Russell 
himself followed this way of characterising metaphysics when he said “By
metaphysical entities I mean those things which are supposed to be part of
the ultimate constituents of the world, but not to be the kind of thing that
is ever empirically given” (from paper 11, reproduced below).

There are occasions when the physicist and metaphysician are consider-
ing the same subject. They might both consider, for instance, what it is for
something to be a material substance. But they can consider this subject in
very different ways. Similarly, if I punch someone and am observed by 
a moral philosopher, a lawyer and boxing promoter, they may each think
very different things about the same action. Likewise with the metaphysi-
cian and physicist studying material substance.

One traditional debate in metaphysics is whether substances are merely
bundles of qualities or underlying substrata that hold such qualities
together. The issue is discussed by Locke (1690: Book II, ch. 23). In the 
first view, if the properties of being black, furry, four-legged, smelly, of 
a certain height and appearance, and so on, are collected together, then this
is all that is required for there to be a dog at the place where the properties
are gathered. The substratum theorist argues that there is something more
that is needed. This something extra might be called “particularity”. A prob-
lem with the bundle theory is that there might be two particulars that have
all the same properties. Suppose our dog has a twin. Would we not want to
say that there are two particulars with all the same properties? But if they
have all the same properties, how are they to be distinguished other than by
being two separate particulars, where the distinct particularity is not
accountable in terms of some difference in properties?

Resolving this debate between bundle theorists and substratum theorists
about substance is not my aim here. The example is intended to serve as an
illustration, though Russell’s discussions of the subject can be found in
papers 15 and 21. However we are to resolve the debate, we cannot do so
empirically. We cannot judge the debate on the basis of how the world
looks. Indeed, we could say that the world would look the same to us
whichever of the bundle theory or substratum theory is true. Because sci-
ence deals with the observable, it is, therefore, no use at all to us on this
subject. A scientist might sometimes refer to things that are not directly
observable, such as sub-atomic particles. But they are at the very least com-
mitted to the view that there could, in principle, be some observations
which confirm or falsify the existence of sub-atomic particles, otherwise the
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subject is not scientific. What a scientist says, therefore, is usually of little
use in a metaphysical debate. A physicist might say, for instance, that 
material substances are ultimately made out of electrons and such things.
This answer is of no use to the metaphysician because the very same meta-
physical question can arise: is an electron a bundle of qualities or does it
have an underlying substratum?

If metaphysicians cannot decide between rival theories on the basis of
observations, on what basis can they decide? In short, they decide on the
basis of argument and analysis. In doing so, the metaphysician is no differ-
ent from the moral philosopher, the epistemologist, logician, or practitioner
of any other branch of philosophy. Metaphysics is no more puzzling than
philosophy in general. A moral philosopher, for example, cannot find
answers to their questions empirically. They, like the metaphysicians, are
dependent upon reason and argument. The moral philosopher might ask
whether it is good to procure the greatest happiness of the greatest number.
They cannot decide this by observing groups of happy people. The question
is abstract and non-empirical. There is still something to decide after all the
observed facts are collected. Collecting such facts is often of no use at all to
the philosopher.

Thus metaphysics is no more mystifying than any other branch of 
philosophy. It deals with the nature of reality but not the empirical part of
it, just as moral philosophy deals with right actions without investigating
them empirically or epistemology deals with the theory of knowledge 
non-empirically.

RUSSELL AND METAPHYSICS

Russell became interested in philosophy as a juvenile, at a time when meta-
physics was a prominent and fashionable discipline. British metaphysics
was mainly under the influence of G. W. F. Hegel’s system. Little could
Russell have known that he would be one of the main figures to destroy
Hegel’s reputation in Britain. For while Hegel was an influence on British
metaphysics and on Marxism, in the twentieth century there would be reac-
tions against it. In continental Europe, that reaction would take the form of
existentialism. In Britain, it would take the form of analytic philosophy.
Metaphysics would not have too honoured a place in early analytic philoso-
phy because, to an extent, such philosophy was a rejection of metaphysics.
Metaphysics was important in British Hegelianism and when Hegelianism
was spurned, so too was its beloved metaphysics. It is arguable, however, that
there was an underlying metaphysical basis to analytic philosophy which
was distinctly anti-Hegelian and it was Russell who best voiced that basis.

INTRODUCTION

4



There are two excellent book-length studies of this period in philosophy
and Russell’s role in it (Griffin 1991 and Hylton 1990). It will be useful
here, however, to have a short summary, if only to show the confusing back-
ground from which Russell’s work emerged. Hylton says of Russell’s early
work that “Idealism, and the need to refute it, forms a crucial context of this
period of Russell’s work” (Hylton 1990: 8). In Parts I and II of the current
book, I will be offering primary source evidence in support of this view. The
idealism with which Russell was concerned was mainly that of Bradley,
which had come, through T. H. Green, from Hegel. Green offered a Hegelian
version of Kantianism that became the standard British Hegelian philoso-
phy. He began by attacking Locke’s version of empiricism for denying the
reality of relations and yet requiring them for a plausible account of knowl-
edge. Thought is a pre-condition of knowledge in the way Kant set out. All
knowledge is knowledge of the phenomenal world, which consists of the
way the world appears to us. We impose form and content upon what is
given to us – we impose a structure which is responsible for notions of space
and time, causation, substance and so on. Such notions are not derived from
experience but are a pre-condition of experience. Green put a Hegelian
twist on this orthodox Kantianism. He rejected the notion of a world in
itself, separate from thought. There is no given, prior to experience. But he
also saw the phenomenal world as problematic. Whose mind constitutes the
phenomenal world? Green says it is the single spiritual being of which all
reality is the activity or expression. Our own minds are manifestations of
this single self-consciousness. The whole of reality is constituted by thought,
therefore.

Bradley was the most prominent philosopher in Britain in the 1890s,
when Russell was beginning his philosophical writing. Bradley’s most
important book, Appearance and Reality, had been published in 1893. In “The
free-will problem from an idealist standpoint” (paper 3), Russell describes
Appearance and Reality as an “epoch-making work” and G. E. Moore had 
a similarly high evaluation for a time (Hylton 1990: 44). But by 1897 both
Russell and Moore had come to reject Bradley and the whole tradition of
which he was the culmination. Bradley argues that neither immediate expe-
rience nor relations are real, and from the latter we can infer that no ordinary
phenomena are real and that there is no absolute truth or falsehood. Reality
is a single togetherness rather than being many distinct, related things. The
things that appear to us as distinct individuals are actually aspects of the
comprehensive, concrete individual, which Bradley calls the Absolute.1
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In rejecting Bradley and idealism, Russell and Moore came to be realists.
They accepted as real all the everyday, common sense, things that Bradley
had told us were mere illusions. Whereas Bradley wanted to push appearance
and reality apart, Russell and Moore sought to bring them together.

Such a desire, alone, was insufficient, however. Bradley had arguments
for his position and Russell and Moore needed refutations if they were going
to offer a serious alternative to idealism. By good fortune, Russell discov-
ered the work of Gottlob Frege (Frege 1980) and, from there, works of others
in the theory of logic. He describes the accident in his autobiography:

James Ward was always giving me fresh books … and each time
I returned them, saying that they were very bad books. … In the
end, but after I had become a Fellow, I got from him two small
books, neither of which he had read or supposed of any value. They
were Georg Cantor’s Mannichfaltigkeitslehre, and Frege’s Begriffsschrift.
These two books at last gave me the gist of what I wanted, but in
the case of Frege I possessed the book for years before I could make
out what it meant. Indeed, I did not understand it until I had myself
independently discovered most of what it contained.

(Russell 1967: 68)

What the new work meant was that the logic upon which Bradley and 
others had based their arguments was totally inadequate. Frege had what
would be the foundations of a new logic. Bradley’s position was based on 
an erroneous belief, among others, that all arguments must be based on 
subject-predicate logic, which had little changed since Aristotle. By 
discovering the new logic, Russell was able to diagnose all the fallacies of
Bradley and the idealists that had lead them to so counterintuitive a position.

The new logic had a metaphysical basis, however. It assumed all sorts of
things that Bradley had rejected. It assumed certain objects such as real and
mind-independent propositions. It assumed objective truth and falsehood,
regardless of belief. It assumed the existence of relations with an independ-
ence that was external to their relata. It also assumed a plurality of objects.
Russell discussed some of these questions of ontology in the papers collected
in Part II. An ontology is simply an inventory of what there is. For a meta-
physician, this will be a list of the categories of things that exist, such as
propositions, properties and relations.

Russell’s own book, The Principles of Mathematics (1903), was one of the
key texts in the foundations of analytic philosophy. British idealism was
vanquished. Russell, and others, were able to work on a new programme
and the remaining papers of this collection were all created within the new
tradition.
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RUSSELL AS A METAPHYSICIAN

As well as collecting Russell’s main papers in metaphysics, this book tells
also the story of Russell’s philosophical thinking. Certainly in the first phases
of Russell’s thought, this also shows how metaphysical concerns were driv-
ing the whole of his philosophical development.2 Hence, the establishment
of analytic philosophy in the Anglo-American world – which in no small
part is down to Russell – can be understood as springing from a metaphys-
ical insight. This insight can be summed up as realism. Perhaps G. E. Moore
had the insight initially, and Gottlob Frege had provided the chief analytic
tool, but it was Russell who brought these two together and, in so doing,
became the most important early exponent of the new approach.

A pre-condition of understanding the importance of Moore’s insight to
Russell is an awareness of Russell’s training in the idealist metaphysics of
the day. Part I of this book concerns Russell’s move into, and then back 
out of, the British Hegelian tradition. The dominant metaphysics day was
passed to him through his teachers at Cambridge, James Ward, G. F. Stout
and John M. E. McTaggart. At times Russell was Kantian and at other
times Hegelian. His Hegelianism had a lasting influence to the extent that
the “Tiergarten programme” was seen through (see paper 4), long after its
Hegelian raison d’être was rejected. His second book, An Essay on the
Foundations of Geometry (Russell 1897), was both Kantian (in its first part)
and Hegelian (in its second). In the first part, Russell argues that certain
features of space, and thereby geometry, are known a priori and other 
features are known only by experience. In the second part, he shows the 
contradictions inherent in our notion of space, and the need to move to the
next stage in the dialectic: taking matter to be real.

But before Russell could complete his Hegelian synthesis of all the 
sciences, he came under the influence of Moore. Part I ends with a paper
that is a landmark in Russell’s thinking, “Seems Madam? Nay, It Is”.
Unpublished at the time, this paper has since appeared in a variety of places
but it is so important, in representing the major turning point in Russell’s
thinking, that it must appear in this collection.

Having made this break, Part II shows how Russell developed his new
realist ontology. Because he was largely concerned with the technical detail
of his project, most notably in Principia Mathematica, with A. N. Whitehead
(Russell and Whitehead 1910–13), direct discussion of the broader meta-
physical underpinning to the project was comparatively rare. The papers in
this part were thus stretched out over a number of years. The rarity with
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which Russell discussed such issues does not indicate a relative lack of
importance to his work, however. Without the metaphysical picture in
place, there would have been no point in Russell working out the detail.

In the papers in Part II, Russell describes some of the foundation stones
of analytic philosophy. He takes the world to contain facts, for instance,
“which are what they are whatever we may choose to think about them”
(paper 11). Hence, Russell had moved from idealism to a mind-independent
view of the world. There are also propositions, which are made true by 
facts, though they do not name facts. The analytic technique is described
and justified, where what is complex is to be analysed into that which is
simple because “the existence of the complex depends on the existence of
the simple, and not vice versa” (paper 10). The most important doctrine, as
Russell claims in various places, such as paper 9, is the doctrine of external
relations, which allows the same entity to be a part of many different com-
plexes. Without this latter pluralist insight, there would be no standard
extensional logic in the form we now know it. Analytic philosophy was
developed in these papers, though it was given its paradigm exemplar in
“On denoting” (Russell 1905).

The difficulty of having a metaphysical basis to one’s philosophy, 
however, is that if the metaphysical basis is wrong, so too might be the phi-
losophy. Most of the basic tenets that form the basis of analytic philosophy
have been challenged, though some only recently. Hence, extensional logic
has been attacked for being based on an erroneous Humean metaphysic
(Ellis 2001: ch. 8). Logical analysis appears to rest on an unfounded assump-
tion that there are simples, which is a point Russell was to concede (paper 11).
Whether there are mind-independent facts is an issue that has provoked 
a vast literature. Such a re-appraisal of these assumptions of analytic phi-
losophy is in its early stages, however. Even if it is eventually decided
against certain metaphysical commitments, the techniques developed in
analytic philosophy are likely to endure. It is unimaginable, for instance,
that we should judge that Frege and Russell were wrong to see Aristotelian
logic as in need of improvement. If we are able to improve on Russell’s
metaphysics at all, we will be fortunate indeed if we can do so to the same
extent that he improved on idealist metaphysics.

Russell put aside the questions of the foundations of analytic philosophy
and moved on to some more detailed studies of specific problems in philos-
ophy. Parts III and IV collect papers on two issues he revisited at various
points in his career, spread over a distance of years.

Part III collects Russell’s work on the problem of universals, which is
one of the central topics of metaphysics in Western philosophy, with a his-
tory going back at least as far as Plato. Russell’s initial “solution” to the
problem, in The Problems of Philosophy (1912: chs 9 and 10) did not differ too

INTRODUCTION

8



far from Plato’s. Plato’s transcendent realism about universals leaves a number
of difficulties, however, and Russell returned to some of these in longer
studies. We find, for example, discussion of whether there is a fundamental
division in reality between universals and particulars and, if so, what it is.
Russell argues that there is such a division (paper 12) but, in a much later
paper (paper 13), he argues that particular things are nothing more than 
a collection of compresent qualities. His eventual position seems to be, therefore,
that everything is constituted solely by universals but that, under certain
conditions of compresence, universals can come together to be a spatially
located particular thing. Though many have rejected this basic picture, the
notion of compresence is one which has remained and is used by contem-
porary philosophers. Jan Van Cleve invokes the notion, for instance, in his
more recent defence of the bundle theory of substance (Van Cleve 1985).

Russell is often placed within an empiricist tradition that runs from
Locke through Berkeley, Hume and Mill. The empiricist dictum – that all
knowledge comes from experience – has been reflected in the metaphysics
of the empiricists, even if its authenticity is at times unconvincing. In the
papers in Part IV, which concern causation, substances and laws, there is
good evidence in favour of Russell’s classification among the empiricists.
Two main claims are developed by Russell, each typical of empiricist meta-
physics. First, Russell argues for a general deflationism about causation:
there is no causation nor any modal truth in the world (the only necessities
are in language or relations between propositions). Second, Russell attempts
to replace an ontology of permanent, or at least enduring, physical objects
with one of succeeding and connected events. This creates a problem for
Russell, however. In the first selection, “On the notion of cause” (paper 14),
Russell had argued strongly against the notion of cause and pushed the view
that causal claims should not just be replaced with a more precise relation
but, rather, causal claims were wildly misconceived and should be elimi-
nated altogether. There is no other relation that maps on to the metaphys-
ical relation of causation. Like demonic possession and phlogiston, causation
just does not exist. But in the later papers in this section, Russell needs
some relation that unites certain classes of events so as to constitute what
we commonly think of as an object. Here, a causal relation would seem 
particularly helpful and Russell indeed says in “Physics and metaphysics”
(paper 16) that “[objects] are a series of more or less similar phenomena,
connected, not by substantial identity, but by certain causal connections”.
Russell is obliged, therefore, to offer an explanation of what can be meant
if there really is no causation. This leads him to a discussion of laws – the
laws of nature – which are the only thing that can be sensibly put in place
of causes. But Russell’s empiricism also dictates a certain view on laws. They
tell us only what does happen or has happened, they cannot tell us what
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must happen. It seems after all, then, that there really is nothing that binds
together the successive stages of an object. There is no necessity from one,
earlier stage of an object to a later stage.

The final selection in Part IV (paper 17) shows a remarkable change of
view. Causality, it is now argued, is one of the fundamental postulates of 
science. It is one of the basic assumptions upon which science rests. This
contrasts radically with the earlier view that only metaphysics, not science,
employs such a notion. However, thirty-five years had passed between the
first and final papers in this part, a period over which a change of mind can
hardly be attributed to fickleness. There are also discernible continuities in
Russell’s thinking on the subject. The only sensible account of causation is
still essentially an empiricist one, according to Russell.

Part V collects papers on diverse matters of ontology from the later
period of Russell’s work. His paper “Vagueness” (paper 18) is a classic by
any measure but especially so as it seems to have been the first paper to have
taken vagueness as a serious philosophical subject. “Physics and neutral
monism” (paper 19) develops Russell’s response to the metaphysical ques-
tion in the philosophy of mind. Mental and physical events will be, he says,
compresent. In “Language and metaphysics” (paper 20), Russell considered
the metaphysical implications of language and the final paper, “The princi-
ple of individuation” (paper 21), is a look at the difficult and abstract issue
of “what is a ‘particular’?”.

Collectively, the papers in this book constitute a fine and important
body of work that alone would be sufficient to mark Russell as one of the
greatest philosophers of the twentieth century. That he made similarly 
significant contributions to many other areas of philosophy – notably in the
theory of logic and epistemology – can leave no doubt as to his standing.
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Part I

IDEALISM

We may use metaphysics, like poetry and music, as a means of
producing a mood, of giving us a certain view of the universe, a
certain attitude towards life.

“Seems Madam? Nay, It Is”





After Russell’s parents died, against their wishes he was given 
a religious Victorian upbringing mainly by his formidable grand-
mother, Lady Russell. He was educated well but, on certain matters,
freedom of speech was limited. This was why he decided, aged 
fifteen, to write down his thoughts in a coded diary. It was in translit-
erated Greek characters with “Greek Exercises” written as the title.
In it, Russell could question convention and religious orthodoxy
without fear of intrusion or concern from his people. He mentions 
a former tutor in §1, Mr Ewen, who was an acquaintance of Marx’s
daughter Eleanor (see Papers 1: xvi). With Ewen’s departure, Russell
could only consider these questions in soliloquy so that appears to
be the event that immediately prompted Russell’s earliest surviv-
ing philosophy. Russell refers, in the selection, to a work by Argyll
(1866). This is ignored by contemporary metaphysicians.

Free will and determinism was a chief concern of the author of
“Greek Exercises” and this led him to consider issues of causation
and laws of nature. God’s existence was accepted at this stage 
but only because there was a “scientific” argument for it. If matter
and force were created, they could only have been so by divine
power. Even if they were not created, they are regulated by laws of
nature, which entails a divine controller. It followed from this
argument that the God of reason could not be expected to love
us or answer our prayers. Further, there would be no immortality
and no miracles, for both these and free will would entail 
constraints on God’s omnipotence.

Some of the argument is less than rigorous and would not be 
considered serious metaphysics by any professional contemporary
philosopher. But it is still advanced for an adolescent and sets the
scene for a number of Russell’s papers that follow. Papers 2, 3 and
14 make an interesting comparison with the juvenile reasoning here.

He manages by the later sections, after reading Argyll, to 
produce the following “solution” to his concerns about free will.
God’s omnipotence is said (§20) to be the same thing as the reign
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of (natural) law and the determination of actions by motives is the
form the reign of law takes in man. He is thus doubtful that there
is any room for free will. We are biological machines and there is
no sharp dividing line between man, protozoa and trees. Why
should we have free will if trees do not?

We can see these early efforts as evidence of a fertile mind
undergoing development and self-reflection yet concerned with
the basic metaphysical nature of the universe and the place of
human beings in it.

1

Eighteen eighty-eight. March 3. I shall write about some subjects especially
religious ones which now interest me. I have in consequence of a variety of
circumstances come to look into the very foundations of the religion in
which I have been brought up. On some points my conclusions have been
to confirm my former creed, while on others I have been irresistibly led to
such conclusions as would not only shock my people, but have given me
much pain. I have arrived at certainty in few things but my opinions, even
where not convictions are on some things nearly such. I have not the
courage to tell my people that I scarcely believe in immortality. I used to
speak freely to Mr. Ewen on such matters, but now I cannot let out my
thoughts to any one, and this is the only means I have of letting off steam.
I intend to discuss some of my puzzles here.

[…]

3

19th. I mean today to put down my grounds for belief in God. I may say to
begin with that I do believe in God and that I should call myself a theist if
I had to give my creed a name. Now in finding reasons for belief in God 
I shall only take account of scientific arguments. This is a vow I have made,
which costs me much to keep and to reject all sentiment. To find then sci-
entific grounds for a belief in God we must go back to the beginning of all
things. We know that if the present laws of nature have always been in
force, the exact quantity of matter and energy now in the universe must
always have been in existence; but the nebular hypothesis points to no dis-
tant date for the time when the whole universe was filled with undifferen-
tiated nebulous matter. Hence it is quite possible that the matter and force
now in existence may have had a creation, which clearly could be only by
divine power. But even granting that they have always been in existence,
yet whence come the laws which regulate the action of force on matter? 
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I think they are only attributable to a divine controlling power, which 
I accordingly call God.

4

March 22. In my last exercise I proved the existence of God by the uniformity
of nature, and the persistence of certain laws in all her ways. Now let us look
into the reasonableness of this reasoning. Let us suppose that the universe we
now see has as some suppose grown by mere chance. Should we then expect
every atom to act in any given conditions precisely similarly to another atom?
I think if atoms be lifeless, there is no reason to expect them to do anything
without a controlling power. If on the other hand they be endowed with free
will we are forced to the conclusion that all atoms in the universe have com-
bined in the commonwealth and have made laws which none of them ever
break. This is clearly an absurd hypothesis, and therefore we are forced to
believe in God. But this way of proving his existence at the same time dis-
proves miracles and other supposed manifestations of divine power. It does
not however disprove their possibility for of course the maker of laws can also
unmake them. We may arrive in another way at a disbelief in miracles. For if
God is maker of the laws, surely it would imply an imperfection in the law if
it had to be altered occasionally, and such imperfection we can never impute
to the divine nature. (As in the Bible, God repented him of the work.)

5

April 2nd. I now come to the subject which personally interests us poor
mortals more perhaps than any other. I mean, the question of immortality.
This is the one in which I have been most disappointed and pained by
thought. There are two ways of looking at it. First, by evolution, and com-
paring man to animals, second by comparing man with God. The first is the
more scientific, for we know all about the animals, but not about God.
Well, I hold that, taking free will first to consider, there is no clear divid-
ing line between man and the protozoon. Therefore if we give free will to
man, we must give it also to the protozoon. This is rather hard to do.
Therefore unless we are willing to give free will to the protozoon, we must
not give it to man. This however is possible, but it is difficult to imagine,
if, as seems to me probable, protoplasm only came together in the ordinary
course of nature, without any special providence from God, then we and all
living things are simply kept going by chemical forces and are nothing
more wonderful than a tree (which no one pretends has free will) and even
if we had a good enough knowledge of the forces acting on anyone at any
time, the motives pro and con, the constitution of his brain at any time,
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then we could tell exactly what he will do. Again from the religious point
of view, free will is a very arrogant thing for us to claim for of course it is
an interruption of God’s laws, for by his ordinary laws all our actions would
be fixed as the stars. I think we must leave to God the primary establish-
ment of laws which are never broken and determine everybody’s doings.
And not having free will we cannot have immortality.

6

[…]

Monday April 9. I do wish I believed in the life eternal. For it makes me quite
miserable to think man is merely a kind of machine endowed unhappily for
himself with consciousness. But no other theory is consistent with the com-
plete omnipotence of God, of which science I think gives ample manifesta-
tions. Thus I must either be an atheist or disbelieve in immortality. Finding
the first impossible, I adopt the second, and let no one know. I think, how-
ever disappointing may be this view of man, it does give us a wonderful idea
of God’s greatness to think that he can in the beginning create laws which,
by acting on a mere mass of nebulous matter perhaps merely ether diffused
through this part of the universe, will produce creatures like ourselves, con-
scious not only of our existence but even able to fathom to a certain extent
God’s mysteries! All this with no more intervention on his part! Now let us
think whether this doctrine of want of free will is so absurd. If we talk about
it to any one, they kick their legs or something of that sort. But perhaps they
cannot help it, for they have something to prove and therefore that supplies
a motive to them to do it. Thus in anything we do we always have 
motives which determine us. Also there is no line of demarcation between
Shakespeare or Herbert Spencer and a Papuan. But between them and a
Papuan there seems as much difference as between a Papuan and a monkey.

7

April 14th. Yet there are great difficulties in the way of this doctrine that
man has not immortality, nor free will, nor a soul, in short, that he is noth-
ing more than a species of ingenious machine endowed with consciousness.
For consciousness in itself is a quality quite distinguishing men from dead
matter. And if they have one thing different from dead matter, why not
another, free will? (By free will I mean, that they do not for example obey
the first law of motion, or at least that the direction in which the energies
they contain is employed depends not entirely on external circumstances.)
Moreover, it seems impossible to imagine that man, the great man, with his
reason, his knowledge of the universe; and his ideas of right and wrong,
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man, with his emotions, his love and hate, and his religion, that this man,
should be a mere perishable chemical compound, whose character, and his
influence for good or for evil, depends solely and entirely on the particular
motions of the molecules of his brain, and that all the greatest men have
been great by reason of some one molecule hitting up against some other 
a little oftener than in other men! Does not this seem utterly incredible, and
must not any one be mad who believes in such an absurdity? But what is
the alternative? That (accepting the evolution theory, which is practically
proved), apes having gradually increased in intelligence, God suddenly, by
a miracle, endowed one with that wonderful reason which it is a mystery
how we possess. Then is man, truly called the most glorious work of God,
is man destined to perish utterly, after he has been so many ages in evolving?
We cannot say; but I prefer that idea to God’s having needed a miracle to
produce man, and now leaving him free to do as he likes.

[…]

10

April 25th. I have begun reading Argyll’s Reign of Law, and have read about
half his chapter on the supernatural. I am much interested by it, but I think
there are lots of fallacies in it. For example he seems to assume that there
are lots of laws of nature, of which God chooses the ones necessary for his
purpose, and by suitably choosing them performs an apparent miracle. But
I think, very likely, that first, there is only one ultimate law of nature (since
fresh discoveries tend to diminish their number, as gravitation reduced
Kepler’s laws to one, and as I hope before long all the inverse squares will
be reduced to one law, and as I hope all elements will reduce to one, ether,
their differences, on the vortex theory, being caused by different kinds of
vortices), which law of nature is really pretty much the same as God (bear-
ing about the same relation as the Logos in the gospel according to John);
secondly, God, I should say, lets his laws act for themselves, and choosing
them out in that way would be in itself an act of divine intervention, which
I should have called a miracle. Many other things in the book struck me as
unsound but perhaps I didn’t understand them.

[…]

12

[…]

May 3. I am beginning to understand a possibility of the existence of free
will. I am reading over again Argyll’s chapter on the supernatural. I am
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much interested by his idea of miracles. He says they may be produced not
by breaking through the laws of nature, but by the use of laws not com-
monly brought into play, i.e. of peculiar circumstances. Now may not we
apply this argument to man and the animals? May we not say, in the ordi-
nary course of nature, when the constituent parts of protoplasm came
together, by a law at present quite beyond us, the compound formed was
endowed with a germ of consciousness certainly and possibly of free will?
This germ, if it existed in the protozoon, may easily be conceived of as
developing itself more and more until it has evolved into the marvellous
product of nature which we behold in man. Even man may be only a prel-
ude to something grander and more gifted still, which may even now be in
process of evolution. I don’t believe in the Duke when he says there is an
obvious purpose running through all animals, which received its final
attainment in man. For is there not just as much an evolution from the
Papuan to a philosopher or a Newton, as from the monkey to the Papuan?
May not this process of evolution continue until a being is evolved differ-
ing greatly from the man of today? A being perfectly reasonable, without
superstition? (able possibly to comprehend the infinite), and in many other,
perhaps as yet inconceivable ways, superior to the greatest of modern
philosophers? This loophole about free will, (which does not at all convince
me of its actual existence, but only of its possibility) does not however affect
my views on immortality. For there is another very strong argument which
I did not insert in its place, namely, that the soul here below seems so insep-
arably bound up with the body, growing with it, weakened with it, sleep-
ing with it, and affecting the brain and affected in return by anything
abnormal in the brain. Wordsworth’s “Intimations” are humbug, for it 
is obvious how the soul grows with the body, not as he says, perfect from
the first.

[…]

20

30th July 1888. In numbers fifth, sixth and seventh I have treated of free
will and immortality. Now however I should not say what I then said, that
without free will, immortality is impossible. Force and matter are most
likely wanting in free will, yet they have immortality. So that argument is
done for. In fact, since then, the question of free will has only grown clearer
and clearer to me, while immortality remains wrapped in uncertainty. I will
here make an exposition of my views about free will …

There are about three different, though comerging, ways of looking at
this question of free will, first, from the omnipotence of God, second, from
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the reign of law, and third, from the fact that all our actions, if looked into,
show themselves as caused by motives. These three ways we see at once to
be really identical, for God’s omnipotence is the same thing as the reign of
law, and the determination of actions by motives is the particular form
which the reign of law takes in man. Let us now examine closely each of
these ways.

First, from the omnipotence of God. What do we mean, in the first
place, by free will? We mean that where several courses are open to us, we
can choose any one. But according to this definition, we are not ruled by
God, and alone of created things, we are independent of him. That appears
unlikely, but is by no means impossible, since his omnipotence is only an
inference. Let us then pass on to the 

Second, from the reign of law. Of all the things we know, except perhaps
the higher animals, it is obvious, that law is completely the master. 
That man is also under its dominion, appears from a fact such as Grimm’s
law, and again from the fact that it is possible sometimes to predict 
human actions. If man, then, be subject to law, does not this mean, that 
his actions are predetermined, just as much as the motions of a planet or 
the growth of a plant? The Duke of Argyll indeed speaks of freedom 
within the bounds of law, but to me that’s an unmeaning phrase, for 
subjection to law must mean a certain consequence always following in
given conditions. No doubt different people in the same circumstances act
differently, but that is only owing to difference of character, just as two
comets in the same position move differently because of differences in their
eccentricities.

The third, from the consideration of motives, is about the strongest. For
if we examine any action whatsoever, we find always motives, over which
we have no more control than matter over the forces acting on it, which 
produce our actions. The Duke of Argyll says we can present motives to
ourselves, but is not that an action, determined by our character, and other
unavoidable things.

The argument for free will from the fact that we feel it, is worthless, for
we do not feel motives which we find really exist, nor that mind depends
on brain, etc. But I am not prepared dogmatically to deny free will, for 
I have often found that good arguments don’t present themselves on one
side of a question till they are told one. My nature may incline me to dis-
believe free will, and there may be very excellent arguments for free will
which either I have never thought of, or else have not had their full weight
with me. All my arguments may be answerable, but my present opinion is
that free will is a delusion, arising from the imperceptibility of the bonds
that hold us. It is however a hard thought, and one which causes one at first
much pain, for it reduces man to the level of a conscious steam engine or
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electric battery. It is impossible for us to imagine, although we find we
must be, that we are

… only cunning casts in clay,

and we may say with the poet

Let science prove we are, and then
What matters science unto men?

We can scarcely continue to believe that “life is real, life is earnest”, and it
is difficult not to become reckless and commit suicide, which I believe 
I should do but for my people.
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We know that Russell attended James Ward’s metaphysics course
at Cambridge in the academic year 1893/4. This selection appears
to have been written for that course though it is unlike Russell’s
other graduate essays which have survived. They were mainly com-
mentaries on the great philosophers whereas this essays takes 
a more problem-based approach to the subject. The manuscript
also differs from his other essays in that it has none of Ward’s 
comments marked anywhere. Could Russell, therefore, have been
inspired to write this essay of his own initiative? With some
moments of clarity, the essay contains many puzzling and unusual
claims. In the introduction, I have tried to set out the confusing
philosophical background, and understanding of metaphysics,
against which this essay was written.

Russell distinguishes the viewpoints of physics, psychology
and metaphysics. He offers a critique of idealism. The early idealists,
such as Berkeley, had taken it that the psychological viewpoint was
a given, that could be known immediately without any inference
or presupposition. Russell argues that the positions of physics and
psychology are on an equal footing. Physics has “transcended the
immediate datum” in inferring physical objects beyond the given
experience. The mistake is to think that psychology has made no
such inference but that it merely reports the given data in presup-
positionless statements such as “I see the appearance of a table”.
Russell notes that, in such cases, I am going beyond the given
when I note that I have a certain perception. Physics infers matter
while psychology infers an experiencing subject. Metaphysics
appears, at this point in the argument, as an attempt (somewhat
lame, Russell judges) to “restore the original concrete unity” of
objective reference and subjective idea. In short, the acceptance of
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both a physical world and of individual minds are metaphysical 
commitments. This characterisation of metaphysics, and Russell’s
assessment, might explain away what looks at first sight to be an
inconsistency in the essay. In the last paragraph, Russell says that
metaphysics sees the objective reference and subjective nature of
an idea as known intuitively and immediately. Given that Russell
has said earlier that the physical and psychological viewpoints
transcend the given, it can only be assumed that Russell thought
metaphysics mistaken in this respect.

In the science of Psychology we are concerned with mental states as such;
we analyse them into their simplest constituents, we study the laws of their
generation and decay; if possible, we find out their physiological antecedents
or concomitants (though this strictly speaking belongs to Psychophysics).
We accept every mental state, or psychosis, as a fact, just as in Astronomy
we accept the motions of the heavenly bodies. We try to discover causal laws
as to the succession of such states, and to discover what, in isolation from
the outer world, their true nature and composition may be.

But, besides their existence and their nature, our ideas have what we may
call meaning. This word is used to denote their objective reference, that is,
their reference to something beyond themselves, to something which they
are not, but with which they are intimately concerned. And this aspect of
our ideas is more interesting to the plain man, is indeed altogether more
that which presents itself in every-day life, than the psychological aspect.
This may be illustrated by pretty nearly every state of mind, though in the
case of pure sensation this distinction between subject and object is perhaps
hardly as yet explicit, and the reference to anything beyond itself is very
vague. If I lie in a field on a hot day with my eyes shut, and feel sleepily the
heat of the sun, the buzz of the flies, the slight tickling of a few blades of
grass, it is possible to get into a frame of mind which seems to belong to 
a much earlier stage of evolution; at such times there is only what Bradley
would call “a vague mass of the felt”; I do not reflect on the outside causes
of the various blurred and indistinct sensations, nor on the fact that I am
feeling these sensations. Perhaps we may hope that there are also possible
states of mind where we are above the distinction of subject and object, as
in pure sensation we are below it; but to pursue such a possibility would 
be to plunge into mysticism, from which for the present we shall do well to
keep free.

Neglecting, then, such extreme cases, and confining ourselves to more
normal states of consciousness, whether cognitive or volitional, we see that
it is the objective reference which first attracts our attention. If I see a table,
the normal reflection is “There is a table”, not “I am in a state of mind in which
a table appears to my sight.” Indeed in each of these I have transcended the
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immediate datum, in the one case by judging that there is a table, in the
other by judging that I have a certain perception (which, be it observed, is
an entirely different frame of mind from that in which I have the percep-
tion, and contains knowledge only obtainable by memory and retrospec-
tion). It is extremely important to realize that the psychological reflection
is a transcending of the given every whit as much as the physical; indeed
even more if anything. It was the failure to notice this which led to Berkeley
and Subjective Idealism, and made people suppose their knowledge of their
own states of mind was more certain and ultimate than that of the outside
world. The experience is originally given as one whole, a subjective idea
with an objective reference; thought splits the whole into two parts, rele-
gating the one to Physics, the other to Psychology; Metaphysics endeav-
ours, somewhat lamely, it is to be feared, to undo the work of thought and
restore the original concrete unity; or, as has been said, to stitch Cassim
together again after the robbers have hewn him asunder – The above
instance was from a cognitive element of consciousness: similar remarks
apply to the volitional. Suppose I desire to eat an apple: there is here 
(1) a subjective state of mind, springing from certain causes, hunger, gour-
mandise or what not; this is what interests the psychologist (2) an objective
reference, to the apple namely; this latter is what interests the student of
Ethics. The state of mind is (to the psychologist) a state of tension accom-
panied or produced by a certain state of the body, having definite causal
antecedents and consequents just like any other event, physical or mental;
but it means (to the student of Ethics) a felt want, a contrast between the
ideal and the actual, the craving for a fuller self-realization, the momentary
identification of the apple with my Good; and he has to discuss how far such
identification is moral, just as the Physicist has to discuss how far our per-
ception is correct. Here again the metaphysician endeavours to combine the
two; for him the absolute chasm between the ideal and the real, which
Ethics has produced by abstraction, has somehow to be bridged: the desire
and the desired have somehow to be brought into harmony – But to pursue
this idea would take us too far from our subject.

We have thus seen how a psychosis has three aspects under which it may
be viewed: (1) Its existence (2) Its content (3) Its meaning. Psychology deals
with the second alone, and in doing so it is of course perfectly justified; like
every Science, it has to proceed by abstraction. But – and here lies the pecu-
liarity of this Science – every idea in Psychology, when it comes into the
mind of the discoverer or the learner, is itself a fresh idea, with all the three
sides to it, whereas we are very apt, unless we take care, to regard it as the
old idea which forms our matter. Let us take an instance in which this is
particularly glaring, the act of belief. Any particular act of belief exists, and
it has meaning; the meaning, indeed, is here evidently of overwhelming
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importance; but, in accordance with the principle of Psychology, we abstract
from these two sides of belief, leaving it merely as a psychical phenomenon.
It follows that we can no longer be concerned with the logical grounds for
any belief, since these have reference to its meaning, but only to the psy-
chological causes. But every result we obtain as to these causes is itself 
a proposition demanding our belief, and if we subject it to a similar criti-
cism to that which produced it, we only get a fresh proposition, and so on
ad infinitum, so that our procedure is circular. Of course it is none the worse
for that: philosophical procedure is necessarily circular; but this affords an
instance of the slipperiness of psychological reasoning, for until this point
has been made clear, it might seem as if such criticism were giving valuable
aid in deciding what we should believe and what not, whereas in reality it
of necessity takes its stand within the matter it is criticising, and cannot
therefore have any such value (directly at any rate). The same criticism
applies (though less obviously) to a psychological treatment of desire, for
desire is an ever-present element in every psychosis, and but for it we should
not go on reading about Desire in our Psychology books. Of course I do not
mean that Psychology is not a valuable study, full of important results; 
I only mean, that, being from the first one-sided, its results throughout are
necessarily one-sided; and that its criticism, like every criticism of funda-
mentals, is of necessity not thorough, and can have no direct bearing on our
views as to the correctness of beliefs or the morality of desires, except on
purely psychological subjects.

Metaphysics then endeavours to bridge the chasm between physics and
psychology. Seeing that the objective reference of an idea is known as intu-
itively and immediately as its subjective nature (if not more so), it frankly
accepts both; it allows a world other than the individual mind, concerning
which we have knowledge and desire; its criticism is not of these them-
selves, but of a world concerning which they are possible: given Self and the
world in relation, the problem is to make each term and their relation intel-
ligible; and Self and the World are given, because the only alternative is
blank and absolute scepticism.
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In contrast to the previous two selections, this paper shows signs
of the clarity and maturity that were distinctive marks of Russell’s
philosophy. Though it is not known why Russell wrote the paper,
there is evidence that he was deliberately writing it in a popular
rather than technical style (see Papers 1: 229). As far as is known,
the paper remained unpublished.

In the essay, Russell returns to the problem of free will that had
concerned him in “Greek Exercises” and applies to it the then fash-
ionable idealism to offer a Kantian solution. He calls this solution
“reconciliationist”. This corresponds to what philosophers now call
“compatibilism” – the view that free will is compatible with
determinism – but it does so in a distinctly idealist way.

The crux of Russell’s argument for the reconciliationist con-
clusion is his analysis of the laws of nature. If psychology has laws
like physics, those laws cannot control mental phenomena such as
our thoughts, desires and decisions. Russell takes laws to be
descriptions of uniformity. They cannot bind or control what will
happen because they merely report what does happen. Put another
way, a law does not regulate its instances, it is nothing more than
its instances (“the law is nothing but a compendious description of
these various motions”). There is, thus, no ground for saying that
people could not have acted otherwise than they in fact did. There
is no external constraint on the universe. It has perfect freedom
and perfect determinism: self-determinism. All its laws (regulari-
ties) are self-imposed laws. But the universe is the sum of all spi-
rits that are in it, as the idealist would put it, hence all contribute
to the self-determined laws so participate in the freedom and self-
determinism of the whole. One may still wonder what kind of
freedom this is. Russell explains that we are free to the extent that
we are in harmony with the whole. The ethical thing to do is to
seek such harmony.

The understanding of laws, that is crucial to the argument, is 
controversial. Russell is evidently employing a Humean metaphysic
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in which there are no necessary connections between events (Hume
1777: VII). The cause does not determine the effect; neither 
compels the other. Rather, we infer patterns of regularities from
what we have observed so far. Laws are nothing more than such
discernible patterns or, perhaps more accurately, a record, sum-
mary or systematisation of what events follow others. After being
the dominant view for around two centuries, the Humean meta-
physics is now under attack (Ellis 2001). But it has also been
defended, most notably by David Lewis (1973: 72–7 and 1986:
postscripts B and C). The Humean view has been so philosophi-
cally entrenched that it might have been thought by Russell to
need no argument. Nevertheless, he does offer the argument 
that laws must be discovered by experience so must be merely 
perceivable regularities. But this is not satisfactory. The anti-
Humean could claim that laws concern the essential properties 
of things but that those properties can only be discovered empiri-
cally. The fact that laws are discovered does not settle the issue
either way.

Supposing that Russell’s argument goes through, and laws are
nothing more than regularities in the events that occur, are such
laws “self-imposed” in anything more than a metaphorical sense?
Do we want something more than metaphorically self-imposed
laws? Further, is it clear that we have freedom if it is only freedom
to be in harmony with the General Will of the universe?

As stated above, compatibilism is generally regarded as being
the best attitude to take to the free will and determinism issue so
Russell’s “reconciliationist” position might still be considered
good sense. The other options, strong determinism and libertari-
anism are thought to have obvious drawbacks that leave compati-
bilism the winner by default. However, Honderich has recently
challenged the whole division of compatibilism and incompatibil-
ism as involving a misconception of the notion of freedom
(Honderich 1988).

Among the countless readers of Mr. Balfour’s Foundations of Belief, there
must have been many who, after appreciating to the full his very able criti-
cism of Naturalism, have felt a certain disappointment at the brevity and
inconclusiveness of his Chapter on Idealism.1 There is a cardinal weakness,
to begin with, in the choice, as the representative of English Idealists, of the
late Mr. T. H. Green, who can scarcely, at this date, be regarded as a satis-
factory champion. It is a canon of criticism – at any rate if criticism is to be
conclusive – to criticise the best of a school. But we cannot deny, however
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we may honour Mr. T. H. Green as a pioneer, that the school which he
founded has, since his day, made very material advances in several directions.
Mr. Balfour complains of the non-appearance of “original work which 
shall represent the constructive views of the younger school of thinkers”.
Mr. Bradley’s Appearance and Reality might, one would think, have answered
very accurately to this description; but Mr. Balfour dismisses this epoch-
making work with the remark that “he does not know whether it has yet
commanded any large measure of assent from the few who are competent to
pronounce a verdict upon its merits”. His criticism of Idealism cannot,
therefore, be regarded as touching the more modern work of those to whose
views this name applies.

As a large part of Mr. Balfour’s objections, both to Naturalism and to
Idealism, are founded on their treatment of the Free-Will problem, and the
supposed insufficiency of that treatment as a basis for Ethics, it seemed
worthwhile, perhaps, to state popularly the chief points of the accepted
Idealist solution of this problem, and to trace, briefly, the effects of that
solution on the foundations of Ethics. Such a statement seemed the more
desirable, as Mr. Balfour’s only allusion to this view, in a footnote, contains,
if I am not mistaken, an error as to the nature of law in the psychical world,
which a discussion of this problem is calculated to remove.

The question of Free Will is one in which we must all feel some inter-
est, whether we are metaphysicians or “plain men”. Many people have an
uneasy sense that Science has destroyed the possibility of Freedom, and yet
they cling passionately to their belief in it – so passionately, sometimes, as
to dread all discussion of it, for fear their faith might be shaken. Some,
indeed, who are of a scientific turn of mind, and anxious to be “up to date”,
reject it scornfully, as a metaphysical mystery, fit only for the Middle Ages.
These men will tell you boldly that all your actions are due to processes in
the brain, that life is nothing but protoplasm, and matter is the only ultimate
reality. But from these the “plain man” shrinks; he cannot face “that moral
impoverishment which”, as Mr. Balfour says, “determinism is calculated to
produce”. He falls back, usually, on the supposed self-evidence of freedom;
“why, I know I can do whatever I choose”, he says, “and it is simply absurd
to tell me I couldn’t have done otherwise if I had wanted to”. “No doubt”,
you might retort, “you can do whatever you choose, but can you choose at
haphazard? Your choice always has a motive, which is determined by your
whole nature, and your nature came to you partly through inheritance,
partly through education. At any rate, you have it now, for better or worse,
and such as it is, you cannot alter it”. But if you made such a retort, you
would not convince him; you would only bring down upon you a vehement
abuse of Metaphysics. In this abuse, if in nothing else, the “up to date” 
scientist would be ready enough to join. He would join the more readily, 

FREE-WILL PROBLEM FROM AN IDEALIST STANDPOINT

27



if you previously applied the same process of questioning to him. You
would easily, by suggesting a few metaphysical abstractions, get him to
refuse belief to anything which was not evident to his senses, and from this
point his ruin would be easy. “How so?” you would rejoin, “you allow noth-
ing to exist except what is evident to the senses? How about matter which
no one sees? How about the world before the germ of life appeared?” At this
point he would begin to be puzzled, and if you pushed your advantage
home, and urged that such a world, by his own definition, was impossible,
and therefore mind must be just as ultimate as matter – if you urged all this
upon him, he would join with the plain man in abuse of Metaphysics, and
say, with mock humility, that, for his part, he preferred to confine himself
to the plain teachings of Science.

Thus the “plain man” and the “up to date man” both abuse Metaphysics,
and yet there is no other way out of their difficulties. They cannot hope
finally to settle the problem – so important to them both – except by
Metaphysics, that “unusually obstinate attempt to think clearly”, as 
Mr. Bradley has called it. To make such an attempt, however imperfectly, in
connection with the question of Free Will; to point out that, in the main,
each of the men we have been cross-questioning is right in what he asserts,
but wrong in what he denies; to supply a positive doctrine, in which each
of them shall find all that he really values in his view – this is the object of
the present Essay. The solution which will be suggested is no new one in
philosophy, but philosophy is so apt, in this country at any rate, to be
crowded out by science, and has been, on this question, so hardly used by
Mr. Balfour, that it may not be fruitless to render popularly the chief points
on which the solution depends.

First of all, what is the meaning of our terms? Freedom and
Determination, are both ambiguous, have both a stricter and a wider sense –
determination, in the narrower sense, means fatalism, and freedom, the free-
dom of caprice. This ambiguity is a very fruitful source of controversy, the
stricter sense being usually the one attacked, while the wider sense is the
one defended. Thus the arguments on both sides are apt to be irrefutable,
and by sufficient care in avoiding definitions, the discussion can be pro-
longed ad infinitum. The fact is, as we shall see, that in their narrower senses
both are false, while in then broader senses both are true – the reconcilia-
tion of these broader senses, however, belongs to that domain of which 
the plain man entertains a vague though vivid horror, the domain of 
“metaphysical subtleties”.

To begin with Determinism: What its opponents usually mean by it is
the doctrine – more properly called fatalism – that, struggle as you will,
you are fatally and irrevocably compelled, from without, to a certain type of
actions and of thoughts. Your whole soul may rebel against the acts you
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commit, and yet, as in some horrid nightmare, you are driven by that vague
power, the force of circumstances, into this, that or the other course.

If we are doomed to die, we are enow
To do our country loss; and if to live,
The fewer men, the greater share of honour.

What need of more men, since heaven has ordained our victory or defeat,
and our efforts cannot alter the eternal decrees? Of late, this doctrine has
acquired a pseudo-scientific sanction, from such works as Ibsen’s Ghosts; the
sins of the fathers are supposed, without any acquiescence of our own, to
lead us, blindly and helplessly, along the downward path. But, whatever
may be said by crude interpreters of science, the doctrine of Fatalism,
though it has led to some of the most heroic episodes in the world’s history,
is manifestly false; we cannot reasonably doubt, however much our actions
may be determined by previous causes, that those causes lie partly within
ourselves. We know that, in different characters, similar circumstances lead
to different actions, and this alone shews that our character, however
acquired, counts for something in determining what our acts shall be. The
only sense, therefore, in which Determinism deserves our consideration, is
the sense in which it asserts that all our actions have a cause. Our own char-
acter and disposition, however, is always a part of that cause and can never be
neglected without error. So much as to the two meanings of Determination.

There remain the two meanings of Freedom. The freedom of caprice – or
Liberty of Indifference, as it was called – though formerly the only sort of
freedom contemplated, has now been almost universally abandoned. It was
supposed, by those who held this view, that a man could, by a sheer act of
will, in the presence of any motives, act in any way whatever; no knowledge
of his previous character, not even the most perfect, and no knowledge of
the motives at present soliciting him, would enable the onlooker, according
to these people, to decide with certainty as to the course of conduct which
the man will pursue. And this inability to predict does not spring from the
insufficiency of the data, or from the complexity of the problem, but sim-
ply from the fact that Will is exempted from the domain of Causation. This
view was upheld by Kant, and formed the basis of his whole Ethic. The pure
or moral Will, in his view, was never determined by external causes, was
never, in short, an effect, but always itself a new cause breaking in upon the
series of events – it was the beginning of a new chain of causes and effects,
but never a link in the middle of the chain. Kant admitted that the Will
was often determined by previous causes, but he regarded actions so caused
as base, and held that it is always possible to prevent the natural effect on
the Will from taking place. He imagined a Transcendental Ego sitting
aloft, in eternal calm, above the realm of passion and of sense, and able,
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despite all the solicitations of the phenomenal world, to determine, by the
light of pure reason, what it should do and what it should avoid. Such an
Ego has, however, become impossible now-a-days; we know enough about
Psychology to be sure that volitions always obey the law of causation, and
that, like all other events, they are at once effects of what precedes, and causes
of what follows. Further, even if such capricious acts of will were possible,
we should not be bound to restrict the notion of Freedom to these; indeed,
there is much to be said for denying that such volitions would be free at all.
Pure caprice, if it could exist, would involve that the agent did not necessar-
ily pursue his own ends, for his ends, since he desires them, are motives, and
if he pursues them, his will is caused by them. We may even go further, and
say, if there are to be real cases of caprice, that the agent cannot always pursue
his own ends – but this, surely, is not freedom, but the most intolerable
bondage! Not only, then, is this Liberty of Indifference, philosophically
impossible, but, even if it could exist, it would not really be Freedom.

But if not this, what do we mean by Freedom? The true meaning seems
to be, absence of external compulsion. A man is free, when the laws he fol-
lows are self-imposed, when he is “a law unto himself ”. Such laws – being,
in truth, nothing but the resolution consistently to pursue certain ends –
will in no way limit our freedom – the power of making them is, indeed,
that very freedom which we all desire.

But how, in the face of science and its demands, can we maintain that
such a freedom is real? On this point, let us hear Mr. Balfour, who has con-
descended, for this occasion only, to make himself the mouthpiece of science.

Mankind, it seems, are on this theory free, but their freedom does
not exclude determinism, but only that form of determinism
which consists in external constraint. Their actions are upon this
view strictly prescribed by their antecedents, but these antecedents
are nothing other than the characters of the agents themselves.

Now it may seem at first sight plausible to describe that man
as free whose behaviour is due to “himself ” alone. But without
quarrelling over words, it is, I think, plain that, whether it be
proper to call him free or not, he at least lacks freedom in the sense
in which freedom is necessary in order to constitute responsibility.
It is impossible to say of him that he “ought”, and therefore he
“can”. For at any given moment of his life his next action is by
hypothesis strictly determined. This is also true of every previous
moment, until we get back to that point in his life’s history at
which he cannot, in any intelligible sense of the term, be said to
have a character at all. Antecedently to this, the causes which 
have produced him are in no special sense connected with his
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individuality, but form part of the general complex of phenomena
which make up the world. It is evident, therefore, that every act
which he performs may be traced to pre-natal, and possibly to
purely material, antecedents, and that, even if it be true that what
he does is the outcome of his character, his character itself is the
outcome of causes over which he has not, and cannot by any possi-
bility have, the smallest control.2

How are we to answer this argument? This question is, as Mr. Balfour
rightly points out, the crux of the Free-Will problem, but I believe, contrary
to Mr. Balfour’s view, that it is a question which Idealism is able to answer.

The apparent cogency of the above argument depends upon an insuffi-
cient criticism of the nature of those causes and laws with which science
deals. To make this plain, let us consider some science, such as Astronomy,
in which the “Reign of Law” has been thoroughly established, and chance
and caprice have long ago disappeared. A cause may have, here, in popular
language, two meanings, but only one of these, as the following discussion
will shew, can be admitted by philosophy.

(1) Cause may denote a more general law, such as the Law of Gravitation,
under which the particular phenomenon can be subsumed: the fall of
Newton’s apple, we say, was caused by gravitation. This sense, however, is
very loose. It regards the law as something existing independently of the phe-
nomena, just as a human law exists on the statute-book, whether or not there
are any cases to which it applies. Hence we get the notion that natural laws
govern phenomena, as human laws govern states, but this notion rests, at
bottom, on no better foundation than the double meaning of the word Law.
The law of Gravitation was discovered by observing the phenomena. Newton
saw the apple fall, and he saw the moon go round the earth; he found that
the one formula, of the earth’s attraction, would describe both these facts.
Finally, he discovered that attraction all round, according to the same for-
mula, would also describe the motions of the planets round the sun. Thus the
law is nothing but a compendious description of these various motions.
Without the motions, it would be nothing; it is a uniformity analysed out of
the phenomena, and has no existence apart from the phenomena which
exemplify it. Hence it can no more control the phenomena than a census con-
trols the population. It is, therefore, only in a very loose and popular sense,
that a law can be regarded as the cause of the phenomena to which it applies.

(2) But, again, we say that a phenomenon is caused by some phenomenon
which immediately preceded it – gunpowder explodes because we put 
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a match to it, a man dies because he has taken arsenic, a billiard-ball moves
because we hit it, and so on. In this sense, the notion of cause has still 
a function in science. In Physics, cause and effect are phenomena of the same
kind, and are quantitatively equal. One billiard-ball is in motion, it hits
another, and communicates its motion to that other; the total amount of
motion is the same after the impact as it was before, and the former motion
is the cause of the latter. In this sequence of cause and effect, there are cer-
tain uniformities by which, when we know the cause, we can discover the
effect, and when we know the effect we can discover the cause. These uni-
formities are the laws of science. But these laws only tell us how phenomena
follow each other – they do not shew us why phenomena should choose that
particular mode of sequence. Nor do they give us any more reason for
regarding the future as determined by the past, than for regarding the past
as determined by the future. From the present state of the heavenly bodies,
we can discover past eclipses and transits, just as easily as those to come.
The fact is, that, in the most perfect sciences, any two phenomena have to
each other a perfectly determinate relation. We cannot say that the cause
determines the effect, without admitting, at the same time, that the effect
determines the cause – had the effect been different, we should have inferred
a different cause. Neither, in any way that we can see, compels the other –
all we can say is, that, as far as our experience goes, the one can be inferred
from the other, by certain rules which, in all hitherto observed sequences,
have been found to hold.

If, then, Psychology is to have laws like those of Physics, we must not
expect those laws to be such as to control psychical phenomena – they will
only be laws which the phenomena themselves contain. If people, on certain
occasions, act in certain ways, that is no ground for saying they could not
have acted otherwise – we cannot say this even of the heavenly bodies – all
we can say is, that people do act in these ways. Again, we saw that it was
just as reasonable to regard the future as determining the past as it was to
take the opposite view, and when we come to examine the nature of will,
we shall see how important this way of regarding things may be.

When we start from the later phenomenon, and regard it as determin-
ing the earlier one, we call the one which comes last an End, and that which
went before a means. This way of looking at things does not upset the causal
relation, but supplements it – and in dealing with will, at any rate, it is
essential to any complete account of the facts. My putting the kettle on the
fire causes it to boil, but it is also the means I adopt to the end of making it
boil. Now in any act of will, we always have some end in view; hence we
may regard the end, which is future, as determining the will, which is the
means to its attainment. The will, however, regarded as cause, also determines,
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as its effect, the occurrence of the end which it has in view; thus neither will
nor the end it has in view outweighs its alternative in the relation, but each,
as an event in the time-series, would enable an ideally perfect Psychology
to infer the other.

After this, I fear, somewhat tedious series of definitions and distinctions,
let us see what consequences they will lead to in the metaphysical discus-
sion of Free Will. We have, here, the inestimable advantage of direct intro-
spection – we may hope, therefore, to get a deeper insight into the nature
of laws and sequences than was possible where, as in the physical sciences,
we had only outward observation to guide us.

The meaning which we found above for Freedom was, it will be remem-
bered, the absence of external compulsion. Where our acts follow no laws
save those of our desires – where we are able, always, to pursue what seems
to us our highest good – there, surely, it would be out of place to complain
of want of freedom. There are cases where such a complaint would be justi-
fied – cases where the outer world, breaking in upon our hopes, interposes
some impassible obstacle between ourselves and our desires. The death of a
friend, the deafness of a Beethoven, the defeat of a cause to which all life’s
energies had been devoted, these are real limits to liberty, in these the world
does definitely declare itself hostile to our cherished ends; but where we are
freely able to work out the realization of our desires, there, surely, it would
be unreasonable to complain because our desires cannot be other than they
are. Such a complaint would be the more unreasonable, as this inability to
be different is, at bottom, only the law of identity. If they are such and such,
it would be a contradiction to suppose them anything else; but if we choose,
we can make of our desires what we will. Whatever appears to us desirable,
we desire; what appears otherwise, we surely should not wish to desire.

But to what extent does such freedom fall to our lot? And what are the
conditions of our attaining to the fullest possible development of it? 
To answer these questions, it will be necessary to consider man’s relation to
his environment, and his share in the life of the whole.3
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Since freedom consists of the absence of external compulsion, it is clear
that the Universe, as the sum of all that is, must be free, for there is noth-
ing outside it by which its freedom could be interfered with. Nevertheless,
since the universe is amenable to science, since the world, so far as we know
it, is an orderly world, this freedom, which the universe enjoys, is not Liberty
of Indifference – on the contrary, we must regard the universe as imposing laws
upon itself, and these laws must be regarded as flowing from its own nature.
We have thus, in the universe as a whole, a combination of perfect freedom
with perfect determination. The determination is self-determination – that
is, it comes from within, and may be regarded as an expression of the
Universal Will – but it is none the less perfect on that account, for no one,
now-a-days, would maintain that there is any part of the universe not
amenable to law.

But, further, the Universe is an organism – that is, it is a whole, in which
all the parts are interrelated, so that a change in any one part involves 
a change in every other. Even in physical science, this interdependence may
be seen – laws such as Gravitation and the Conservation of Energy, which
apply to the whole world, make the motion of every single particle depend-
ent on the motions and attractions of all other particles throughout the
material universe – so that we cannot give a full account, even here, of any
one portion of the whole, without considering, at the same time, its rela-
tion to every other portion. And when we come to the human world, this
interdependence is infinitely more varied and more intimate – each of us
has a thousand points of contact with the world of his fellow-men, and is
dependent on them in a thousand ways in every part of his life. How can
such dependence, we may ask, be compatible with Freedom?

The laws of the universe, as we saw, are self-imposed laws. Now the uni-
verse is only the sum of all the beings in it, so that every being must have
some share in determining what the laws shall be. As a participator in the
nature of the whole, every finite spirit must, to some extent, participate in
the freedom of the whole; we each and all of us add our votes in the con-
struction of the whole, and every one of us, by his will, makes the world, to
some extent, a different place from what it would have been without that
will. The whole sum of such wills constitutes the whole activity of the uni-
verse. We shall be free, then, when the activity we propose to ourselves is
one which the universe as a whole allows, when the law we impose upon
ourselves is the same as the law of the whole. A limitation to our freedom
will only occur when we set ourselves in opposition to the General Will; in
such a case, we shall find our activity impeded from without, and our
actions will no longer be completely self-determined. Hence, finally, we are
free in proportion as we are self-determined, and we are self-determined in
proportion as we are in harmony with the whole. To be in harmony with 
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the Universal Will is, therefore, the full and sufficient condition of our 
freedom.

We have now arrived at the end of the discussion of Free Will, which is
the more special subject of this Essay. We have seen in what sense man has
freedom, how far that freedom extends, and how to make its extent as great
as possible. But it may not be out of place, before taking leave of the 
subject, to add a few words as to the ethical bearing of our solution.

Ever since the time of Kant, the dependence of freedom upon virtue has
been recognized in some sense or other, but owing to Kant’s faulty psy-
chology of volition, his own account of this dependence is no longer 
completely adequate. For we saw that liberty, to him, meant Liberty of
Indifference; the will, according to his view, was only moral when it had no
motive outside itself, when, as he expressed it, the action sprang from pure
respect for the moral law as such. The moral will, in such an act, was sup-
posed to have no end in view – it was not determined by any prevision of
consequences – the pure love of virtue alone determined it, and virtue lay,
not in any prevision of desirable consequences, but in the will alone. Such
a pure, unmotived will was possible to a believer in Liberty of Indifference,
but to us, with our vastly improved psychology, a will which has no pur-
pose in view has become a chimera. The only acts which are not determined
by a prevision of the end to be attained are purely instinctive or reflex acts,
and these, unfortunately, are precisely the acts which Ethics and common
sense agree in regarding as outside the pale of the moral judgment. The acts
which we judge good or bad are deliberative acts – choices between two or
more courses which lie open to us, each presenting some advantageous fea-
tures which the other lacks. In these cases, we estimate, as best we can, the
consequences of either course, and judge which of the two sets of conse-
quences we most desire. The motives to will, even in what are called acts of
self-sacrifice, are always desires – desires, namely, for the consequences of
the volition in question. We can desire the happiness of another just as
truly, and in just the same sense, as we desire our own happiness – when we
sacrifice our own pleasure to another’s, we do so because our desire for the
other’s pleasure is stronger than that for our own. It may be, indeed, that
the conquering desire is not, by itself, so strong as that which it conquers,
but secures the victory by seeking allies among other desires which point to
the same act. Thus we may sacrifice our own pleasure to another’s because
we desire to cultivate what is called an unselfish disposition, or because we
desire the other’s esteem; these desires will reinforce that for the other’s hap-
piness, and may make it prevail, even though singly it was weaker than the
desire for our own happiness. Thus stated, in fact, the doctrine that the
strongest desire always conquers, becomes a truism, for, as in the Survival
of the Fittest, the test of superior strength lies only in the conquest. 
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The only part of the doctrine which is not a truism, is the psychological fact
that our actions, except when they are purely reflex, always spring from the
desire for their consequences.

In all deliberate action, then, what we seek is the satisfaction of desire. If
this is so, if all that seems good to us appears as the realization of desired
ends, the fundamental principle of Ethics must be to obtain as much of this
satisfaction as the world can yield. But here it becomes necessary to guard
against a probable error. Satisfaction of desire is not to be confounded with
pleasure. As I pointed out above, we may desire another’s pleasure just as
much as our own; we may desire truth, or beauty, or posthumous fame, or
a thousand other things besides our own pleasure. If any one of these objects
is attained, the desire for it is satisfied, and what seemed to us good is, so
far, realized in the world. Every object of desire, it is true, gives us, when
attained, a greater or less degree of pleasure, but this pleasure is not itself
the object which we desired. The satisfaction of desire is to be understood
as meaning, not the mere feeling of attainment, but the concrete realiza-
tion, in the actual world, of the object of our desire.

We may, therefore, state our fundamental moral principle thus: In any
case of a conflict of desires, that desire is to be followed which will bring
with it the largest satisfaction – the satisfaction being great in proportion
to the possibility of fully realizing the object of the desire. From this point,
it is easy to see the bearing, on morals, of our proposed solution of the Free-
Will problem.

A man is free, as we saw, when he is unimpeded in his activity, that is,
when his desires are such as can be progressively realized by his actions. But
we also saw that his activity is unimpeded in proportion as he is in harmony
with the universe as a whole. Hence a man will attain to the satisfaction of
his desires in proportion as he is in harmony with the world. Our principle
of morals, therefore, reduces itself to the precept of harmony with the
Universal Will, and such harmony, as we saw, constitutes freedom. The
moral law, therefore, has turned out to be the one and only law “whose serv-
ice is perfect freedom”. Virtue consists in harmony with the will of the
Whole, and in harmony with the Whole lies the secret of perfect freedom.

In this conclusion the “plain man”, would, I hope, be ready to acquiesce,
even if he thought the argument by which it was reached unnecessarily
tedious. If the edifying nature of my result does anything to reconcile him
to the “metaphysical subtleties” of my method, I may hope to have done
something, however slight, towards reconciling him to that “obstinate
attempt” in which Philosophy consists.
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Russell’s most Kantian book was An Essay on the Foundations of
Geometry. It was, however, to be but a small part of a large and
ambitious project requiring a critique of every science. Russell had
become a Hegelian and this had suggested to him a project of
writing that was to last many years.

Russell was later to explain how he came to Hegelianism and
why he rejected it:

At Cambridge, under the influence of McTaggart, I was
taught to hope that the philosophy of Hegel might pro-
vide a substitute for traditional dogmas. I listened to
McTaggart eagerly, and studied Bradley, with whom I
felt inclined to agree. But alas the time came when I
could no longer put off reading Hegel himself. The effect
was shattering. Much of his two Logics I could not under-
stand, but what I could understand, especially the parts
dealing with the philosophy of mathematics, seemed to
me then, as it still does, to be nothing but a tissue of
ignorant nonsense. From that moment I ceased to look
for any satisfaction in the Hegelian metaphysics.

(Russell 1946: 69)

For some time, however, the general Hegelian approach capti-
vated Russell. In his autobiography, he recounts an incident which
occurred in Berlin just before he became twenty-three years old:

I remember a cold, bright day in early spring when I
walked by myself in the Tiergarten, and made projects of
future work. I thought that I would write one series of
books on the philosophy of the sciences from pure math-
ematics to physiology, and another series of books on
social questions: I hoped that the two series might ulti-
mately meet in a synthesis at once scientific and practi-
cal. My scheme was largely inspired by Hegelian ideas.

(Russell 1967: 125)
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This is referred to by Russell scholars as the Tiergarten programme.
The programme was to start a series on abstract subjects that grad-
ually became more practical and a series on practical subjects that
gradually became more abstract. Eventually the two would meet
in a Hegelian synthesis with a metaphysics free of contradiction.
The first book in each series was published before Russell ceased
being a Hegelian. German Social Democracy (1896) can be regarded
the first practical book and An Essay on the Foundations of Geometry
(1897) the first abstract book. Although Russell abandoned the
Hegelian masterplan in 1898, his writing career showed that he
continued to produce books that would fit into each series.

Hegelian metaphysics is driven by dialectical logic. Thinking
and reality, which turn out to be one and the same, develop by a
dialectical process in which a contradiction in one thought or cate-
gory results in it being opposed by its antithesis. This opposite also
contains contradictions and the two are merged into a synthesis.
The synthesis is not satisfactory for long, however, as it constitutes
a new thesis which will soon generate an antithesis because of its
own inherent contradictions. The end fulfilment of this historical
process will appear in both thought and the world beyond. Hegel’s
view of what constituted the fulfilment of the process seems quite
amusing. In thought, its appearance is in Hegel’s own realisation of
these truths. In the world, it appears in the Prussian state.

Russell’s Hegelian project is set out in the first selection, the
note “On the logic of the sciences”, which was probably written in
late 1896 in his notebook of that time. His aim is to show how
each currently existing science is incomplete but could, through 
a dialectical process to be demonstrated by Russell, be formed into
a single consistent system. Each science treats its own subject mat-
ter as an object of independent study, attempting “to construct 
a universe out of none but its own ideas”. As the Universe is a 
unified whole, the incompleteness of each science reveals itself in
contradictions. This incompleteness is remedied by a dialectical
transition to a broader science. The epistemologist’s task is to
uncover, by a Kantian method, the a priori component of each 
science. This reveals its fundamental postulates and exposes the
contradictions. We can then provide the necessary supplement to
these postulates that will overcome the contradictions and lead 
to the next science. This process ends in metaphysics, the only 
self-subsistent and independent knowledge.

This note was Russell’s working manifesto. The task he now
saw for himself was to produce a detailed study of each science and
show the contradictions it generated in virtue of its incomplete-
ness. Geometry was the first science to be attacked and this project
he completed with his Essay On The Foundations Of Geometry. 
He argued that there were inevitable contradictions in geometry

IDEALISM

38



because its space was relative, infinitely divisible and unbounded.
For instance, as geometrical space is relative, spatial figures can be
individuated only relative to others. This being so, no sense can be
made of one figure being moved from one part of space to another.
But the axiom of free mobility says that figures can be so moved with-
out loss of identity. The axiom of free mobility is necessary to make
judgements of measurements as these are based on judgements of
congruence. We can judge congruence only by superimposing one
figure on another but this requires that a figure be moved and, we
have seen, this cannot be done. These contradictions can be
removed only if, as a first step, we restore the notion of matter as
that which is localised and interrelated in space. Matter or sub-
stance, unlike geometrical space, is neither relative, infinitely divis-
ible nor unbounded. Thus, movement in space will be possible and
so will be judgements of congruence and thereby measurement.

Matter would, therefore, have to be the next “science” exposed to
examination. Russell began his work on this as we see in the next
two selections. The Philosophy of Matter was to be Russell’s next book
in the abstract series. His plan of 1897 survives (reprinted below)
and, as further proof that Russell continued with the Tiergarten pro-
gramme long after abandoning its Hegelian justification, Russell
did eventually publish his book on matter (1927). The “Various
notes on mathematical philosophy” were written between 1896 and
1898 and could be seen as his attempts to deal with the detail of this
next stage in his dialectic of the sciences. These notes experiment
with different ideas of matter in an attempt, first, to solve the 
contradictions of geometry and, second, set up new contradictions
concerning matter. He moves from a purely kinematic conception to
a dynamic one. But even under the dynamical conception, matter
fails to be “self-existent”: it must still be defined relationally. This
problem is overcome only by an eventual transition from physics to
psychology but Russell was unable to demonstrate this transition
before he gave up the dialectical project.

When the Hegelian masterplan was abandoned, it seems likely
that Russell threw away many of his manuscripts, regarding the
work as worthless.a One fairly polished paper from the period
which survives, and which can be understood even independently
of the Hegelian programme, is “Why do we regard time, but not
space, as necessarily a plenum?” Russell’s answer can be summed
up: “Because we’re fools.”b Russell does not answer whether space
and time are plenal or punctual but does argue that they must be
alike, both plenal or both punctual. The wider debate is that
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between monism and pluralism or monadism. In monism, there is
just one substance so space and time are plenal, that is, filled at
every point. In monadism or pluralism, space and time are punc-
tual, allowing gaps between times and spaces. The debate between
monism and pluralism or monadism thus turns on whether space
and time are plenal (adjectival) or punctual (relational). The notion
of punctual time is sometimes regarded as absurd, permitting
blank spaces of empty time, when the issue of space being plenal
or punctual is regarded as an empirical matter, where space could
be either without absurdity. One reason for this division is that our
experience is in time but not in space. We can have experience of
space but not in space. Another dissimilarity is thought to be that,
while I can choose which place to be in, I cannot choose which
time to be in. Russell rejects both these grounds.

A NOTE ON THE LOGIC OF THE SCIENCES

Every science works with a certain limited number of fundamental ideas,
which number is smaller than that of all fundamental ideas. Now every
Science may be regarded as an attempt to construct a universe out of none
but its own ideas. What we have to do, therefore, in a logic of the sciences,
is to construct, with the appropriate set of ideas, a world containing no con-
tradictions but those which unavoidably result from the incompleteness of
these ideas. Within any science, all contradictions not thus unavoidable are
logically condemnable; from the standpoint of a general theory of knowl-
edge, the whole science, if taken as a metaphysic, i.e. as independent and self-
subsistent knowledge, is condemnable. We have, therefore, first to arrange
the postulates of the science so as to leave the minimum of contradictions;
then to supply, to these postulates or ideas, such supplement as will abolish
the special contradictions of the science in question, and thus pass outside
to a new science, which may then be similarly treated.

Thus e.g. Number, the fundamental notion of Arithmetic, involves some-
thing numerable. Hence Geometry, since space is the only directly measur-
able element in sensation. Geometry, again, involves something which can
be located, and something which can move – for a position, by definition,
cannot move. Hence matter and Physics.

I think, however, that two types of dialectical transition will have to be
distinguished: the one, like the transition from number to things numer-
able, from space to matter, merely supplies to an abstract idea its necessary
and substantive complement, while leaving, to the abstract science, full
validity on its own level. In this case, there is hardly contradiction, but only
incompleteness. The other kind of transition, like that from continua to
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discreta, or from matter and force to (?), is dialectical in the true Hegelian
sense, and shews that the notion of the science in question is fundamentally
self-contradictory, and must be throughout replaced by another, in any
metaphysical construction of the real.

THE PHILOSOPHY OF MATTER

The philosophy of matter is distinguished from Philosophy in general by 
a special hypothesis, which, without suicide, it cannot dispense with. This
is the hypothesis that matter is real – that, though perhaps not all reality,
it yet forms a self-consistent and self-dependent constituent of reality. Not
that the Philosophy of matter is compelled, as the final outcome of its spec-
ulation, to substantiate this hypothesis, but that, in abandoning it, specu-
lation passes at once beyond the realm which is marked out by our title. At
most we may include the disproof of our special hypothesis, and an outline
of the manner in which the facts may be reconciled with such disproof. To
rationalize the Universe, as far as this may be possible, within our hypo-
thesis, to admit and demonstrate our necessary failure to rationalize completely
within this hypothesis, and to suggest some theory containing whatever
truth we have found on the road – this must be the task of a philosophy of
matter. The first step in this task must be the definition of matter.

[…]

VARIOUS NOTES ON MATHEMATICAL 
PHILOSOPHY

I. Note on transition from geometry to dynamics

Matter commonly thought of as defined by one or other of two properties:
extension, or force. But if space purely relative, as discussion of Geometry
suggests, extension cannot be the distinguishing mark of matter, which has
to do duty as substance.1 Therefore only force remains, i.e. atoms are to be
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1 This point may be stated thus: Space is perfectly homogeneous, therefore so long as we leave
matter out of account, one position is exactly like another, and motion has no meaning. Even
if we had one material point, there would be no sense in saying it either moved or stood still.
If we had two, there would be no sense in any motion except in the straight line joining
them, because their distance would be the only determinable spatial relation. [This proves,
by the way, that any force which two particles may exercise on each other, independently of
other matter, must be in straight line joining them.] Now if we had a homogeneous mass
filling all space, motion would remain unmeaning, for the same reasons. Similarly motion in
a perfect fluid, as conceived in hydrodynamics, is nonsense. And if we take our atoms as hav-
ing finite extension, and homogeneous within that extension, the internal spatial relations of
a single atom demand infinite divisibility, and therefore an infinite number of smaller atoms,
or else demand, as ultimate material units, point-atoms within the above extended atoms.



regarded as unextended centres of force, not inherently spatial, and localized
only by their interactions. Now force can only manifest itself by producing
motion: statical conception of equilibrium of forces only deduction from
dynamical conception. Hence Geometry involves consideration of matter,
and matter must be considered primarily as that which produces motion in
other matter. We have, here, a mainly relative conception of matter, which
is desirable: a conception, moreover, whose relativity involves contradic-
tions if matter taken as ultimate category. We have first to discuss laws of
motion, and then shew that these and their view of matter involve 
something more, and lead us on to some other science.

Can we identify force with distance? If so, we have two centres of force

A
. ab→ ba←

B
.

with a relation, which is geometrically distance dist. AB or BA, dynami-
cally force

→
ab or 

→
ba: third law of motion. Law of gravitation in general form:→

ab � f (AB); since force and distance aspects of same phenomenon. We are
now on level of mechanical view of nature, and can use no conceptions but
space, and matter or force (which last involves motion and time). Matter, as
atom, punctual carrier (Träger) of relations which constitute space: but in
order that it may appear, in space, as preferable to other points, must have
some super-spatial property. This supplied, on mechanical view of nature,
by force, i.e. by causal relations between atoms. But if atoms constituted by
relations (i.e. destitute of adjectives which have not an external reference),
and if only intrinsic relation between two atoms be distance (but why
should it be?), then force between two atoms, which is an intrinsic relation,
must be derivative from distance, i.e. must equal f (distance).

Above keeps to mechanical view of nature. In reality, atoms will have
properties derived from temporal continuity, from new complexes of rela-
tions allowing organic growth, etc.

Dynamics distinguished from Geometry by force or substance (which are
interchangeable), while geometrical relations statical. But if statical rela-
tions of Geometry turn out to involve interactions between material atoms,
and atoms can only be conceived as centres of force, then geometrical rela-
tions become dynamical, and have inherent tendency to produce changes in
themselves. [See �Note III�.]

Above leaves obscure why carriers of relations not perfectly unchanging,
why universe not motionless. But carriers must be substance, and substance
always conceived as involving action. Why? Presumably to give individu-
ality or self-assertion required for the real. But this seems vague.

† Would Dynamics be possible if force did not vary as f (distance)? Some force
between particles necessary for mere notion of such a Science. To make force
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vary as time introduces absolute time. To make force vary as direction of
join introduces relation to other matter, which can, I think, be proved
impossible by same argument I used for distance. Therefore force between two
particles intrinsic relation between them. If force measurable, must be function of
measurable intrinsic relation, i.e. distance. [Discuss magnetism, polarization,
etc. at this point.]

Above analytical argument, from conditions which make Dynamics pos-
sible. Deductive argument, from implicit principle making above necessary,
still in requisition.

[This will have to start from motion as immediate datum in experience,
and analyze conditions of possibility of experience of motion.]

Observe. For the dialectical transition from Geometry to Dynamics, that
Geometry involves comparison of different parts or figures in space, and that
this involves motion; and that motion involves a more than spatial matter,
for a position in space, being defined solely by its position, cannot move.
Hence Geometry impossible without moving matter. This brings us to
Kinematics, and hence to Dynamics. For motion involves a moving matter,
whose motion is only relative to other matter. The motion must have a cause,
and being a reciprocal relation between bits of matter, the interactions of
these bits must be the cause. This contains already the laws of motion.

[…]

III. Some definitions of matter

General definition. Matter is that, in the data of the outer sense, which can
be regarded, with less contradiction than any other sensational datum, as
logical subject, or as substance.

I. Kinematical definition. Matter is that of which spatial relations are adjectives.
We saw, in Geometry, that the attempt to make space a logical subject

breaks down: that those axioms, which alone make a knowledge of space
possible, can only be true on condition that space is a mere adjective. It
must therefore be an adjective of something: and even Geometry, though
otherwise indifferent to matter, requires this something, in general, as a
condition of its possibility. For Geometry compares different parts of space:
therefore its possibility involves the possibility of motion, i.e. of change of
position. This does not yet, so far as Geometry is concerned, introduce time,
for how the change of place is effected is irrelevant – nor does it introduce
any property of matter except that of being susceptible of varying spatial
adjectives without loss of identity. But so much is necessary, for motion is
necessary, and motion involves something more than space, since positions,
being defined solely as such, are immoveable. Space, in short, is immoveable,
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and therefore, if Geometry is impossible without motion, we require 
something which can move in space – Again space, as required for Geometry,
is not merely an adjective, but an adjective of relation: therefore the ulti-
mate constituents of this kinematical matter must contain no space,2 but be
localized, by their spatial relations, as points. These punctual atoms must,
for the axiom of Free Mobility e.g. actually move, i.e. change their spatial
relations – but how they move, is here irrelevant. The atoms are only local-
ized by their relations to each other, and these relations alone, in the mani-
fold of their possible values, give space. Thus, e.g. if there were only two
atoms, space would be only the straight line joining them: if three, the plane
in which they lie.

II. Dynamical Definition of Matter. Matter is not only the moveable, but
the mover: two pieces of matter are capable of causally affecting one another
in such a way as to change their spatial relations.
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2 There seem three kinematical definitions of matter which are prima facie geometrically
possible (1) the plenum (2) material points (3) as a compromise, extended atoms with
empty space between them.

(1) The plenum may be either homogeneous or heterogeneous.

(a) In the first case, it suffers all the incapacity of space for thinghood. Homogeneity
is synonymous with complete relativity, and further, there is no sense in motion
in a homogeneous plenum, for if two parts are interchanged, there is no change.
Some differentiation is necessary for motion, and homogeneous plenum could no
more move than space itself, from which it would be indistinguishable.

(b) In the second case, what is to mark its heterogeneity? What is the quantum
of which denser portions contain more? The Plenum has nothing from which
to form a quantum except extension, which makes it necessarily homogeneous.
Moreover the search for elements, which in Geometry leads to the absurdity
of points, leads here to an equal absurdity, more gross in a matter defined as
substance, than in space, which we could degrade to an adjective.

(2) Is my view.
(3) Extended atoms must, internally, be regarded as on a level with the plenum.

Moreover, if they have extension, they have internal relations, and therefore internal
complexity, and therefore are not unanalyzable, but consist of fresh atoms. Moreover
they must have a centre of mass, a centre of gravity, etc., and the determination of
these demands internal elements, since infinitesimal calculus really only possible
where we have indivisibles and finite differences. Moreover gravitation is inexplicable
on any theory of contact-action, and thus even extended atoms have to be capable of
action at a distance, and lose their only advantage, of allowing reduction to contact-
action. But again, contact-action, which we think self-evident because we have played
billiards, is wholly inexplicable for the atom – the whole of molar impact depends on
deformation, but the atom cannot suffer deformation.



For we saw, in the above definition, that matter must actually move, i.e.
change its spatial relations to other matter; now such a change is an event, and
must, by the Law of Causation, have a cause. Moreover, if we are to be able
to construct a Dynamic, i.e. a science of matter in motion, considered apart
from other things in the universe, we must be able to find this cause within
the conceptions we already have, i.e. within matter and spatial relations.3

Hence we say the motion of matter is caused by matter: any two pieces of
matter have a reciprocal causal relation tending to change their spatial 
relation, i.e. their distance. This relation is force.

Force must be reciprocal (third law), since its effect is change of distance,
which is a reciprocal relation: moreover, unless we suppose it capable of 
a finite effect in an infinitesimal time, which would be absurd, its effect must
be to produce a finite change of spatial relation, and therefore a finite veloc-
ity, in a finite time, which gives its instantaneous effect as acceleration.
(This is equivalent to first law.) Again, in order that a science of force may
be possible, the force between two atoms must be a function of their spatial
relation, since this alone is measurable. (This necessity may also be deduced
from inverse of Law of Concomitant Variations, since spatial relation and
force causally connected.) Hence F � f (distance), which is general form of
law of Gravitation. Since experience does not immediately confirm this, we
invent a new conception, mass, and put F � mm�f (r). (This includes second
law of motion.) This assumes mass (equivalent to quantum of matter) 
constant for same particle at all times and places, which follows from con-
ception of matter as substance – The above gives Gravitation as ultimate
law of Dynamics, and astronomical measure of mass as the fundamental one.
Hence, for Dynamics, matter consists of interrelated things, whose relations
consist of (1) spatial relations (2) causal relations (forces) tending to change
the spatial relations, and themselves measured by their effects in changing
these, and functionally connected with these. Their measurement, as well as
the subsidiary measurement of mass, thus depends on the measurement of
space and time, and thus ultimately on that of space.

IV. Dynamics and absolute motion

The only way of defining a position, and hence a motion, is by reference to
axes, which axes, to be perceptible, and to be capable of supplying relata for
spatial relations, must be material, or rather, must be generated by the 
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relations of material points. Motion can therefore only be defined by relation
to matter. But it is essential to the laws of motion that this matter should
have no dynamical (i.e. causal) relation to the matter whose motion is con-
sidered or, indeed, to any matter. If it has such a relation, the laws of motion
become inapplicable, and our equations become untrue. But the laws of
motion lead to Gravitation, and if this be universal, there is no matter with-
out any dynamical relation to any given matter. Hence arises an antinomy:
For dynamics, it is geometrically necessary that our axes should be material,
and dynamically necessary that they should be immaterial.

How solve this antinomy? It is plain it is so fundamental as to render a
purely dynamical universe absurd – real things, in short, must have other
adjectives than space and force, whose relativity destroys them – For prac-
tical purposes, the antinomy does not destroy the utility of Dynamics, for
we can always find matter sufficiently unrelated to any matter whose
motion we are studying to make our equations practically true. But for the-
ory, we must replace space and force by relations whose relativity does not
render them unintelligible. Perhaps there may be hope in restoring the
preëminence of the here, as a source of absolute position; perhaps we may
replace force by conation, and pass on into psychology.

WHY DO WE REGARD TIME, BUT NOT SPACE,  
AS NECESSARILY A PLENUM?

It is usually held that events must be absolutely contiguous, that the cause
must be temporally in contact with the effect, that changes cannot occur in
jerks, like the motions of a clock, and that the conception of blank spaces of
empty time, interspersed with (strictly) instantaneous phenomena, is wholly
absurd and untenable. As regards space, on the contrary, it is now generally
held that the doctrine of the plenum is one to be proved or disproved by
empirical science, or, at any rate, that it cannot be established a priori. It seems
not improbable that an investigation of the grounds for this difference might
prove instructive, either as disproving the received position, or as pointing to
some fundamental limitation of the analogy between space and time.

Broadly speaking, there are two views – perhaps not wholly incompati-
ble – which, as soon as we have discovered that time and space are not solid
things, appear naturally as the only available alternatives. Either space or
time, we may say, may be regarded as an adjective, or series of adjectives, of
one and the same thing; while either, again, may be regarded as a relation, or
series of relations, between different things. It is fairly evident that, regarded
exclusively as adjectives, both space and time must be plena, for both, wher-
ever they are, will be adjectives of some thing, which thing, therefore, will be
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at that point of space or time. It seems equally evident that, regarded exclu-
sively as relations, space and time must be empty; for the relata cannot them-
selves, on this view, be spatial or temporal, so that space and time will fall
between things and be empty. The above difference in the ordinary views of
space and of time shows, therefore, that time is normally regarded as an adjec-
tive, while space is regarded as possibly a relation. For this reason, time is
regarded as a plenum, while space, it is thought, may or may not be a plenum.
I wish to investigate, by way of preliminary to the very difficult metaphysi-
cal discussion of these alternatives, some of the reasons which are held to
make self-evident this difference between space and time. When these are
disposed of, the metaphysical argument may proceed with greater freedom.

The view we have to discuss is roughly as follows. Space, it may be said,
is not an adjective of the real, but a relation between spaceless reals: while
time, on the contrary, is an adjective of reals which have temporal extension.
Thus empty space becomes not only possible, but necessary, while empty
time becomes unmeaning. This is a very important view, and one which
asserts a fundamental difference between space and time. Let us see on what
grounds it rests.

Our own experience, we are told, is of space, but not in it, while it is
both of time and in time. We are not forced, therefore, to regard space as an
adjective of ourselves: we may take it as involved only in relations with the
not-self. The not-self is thus the spatially external, and space is part of our
relation to this not-self – so our present view would urge. But however
much one might wish to apply a similar argument to time, this cannot be
done, for our own experience is in time, and time is therefore not a mere
relation to the not-self. Wherever we have no experience, therefore, there is
no time, and empty time is impossible. It seems hard, no this view, to
account for sleep or trance, but I will pass to more vital arguments.

I am bold enough, in connection with the above contention, to raise a fun-
damental doubt, namely: Is it obvious that our experience is in time, in any
sense in which it is not also in space? I will discuss this question at length.

In what sense is our experience in time? Our thoughts, one may say, take
place in different times, and even occupy time in the thinking. Now the
first part of this reply is undeniable, but worthless: our thoughts also take
place in different places. Now I think in England: six months ago I thought
in America. But, I may be told, you cannot think two thoughts in the same
instant, whereas you can think two thoughts in the same place. Now if this
means that change of position in the time-series occurs necessarily and 
continuously in one direction, that, I reply, is a mere result of the one-
dimensional nature of time, and would be equally true of a one-dimensional
space. If it means that I cannot stand still in time, it is a mere confusion;
for to stand still is to retain the same position at different times, and 

THE DIALECTIC OF THE SCIENCES

47



obviously I cannot, at different times, be in the same point of time. There
is nothing mystical about this. If it means that there is some peculiar unity
about a present thought, it seems either verbal or false. Either my present
thought may be defined as what is meant by one thought – the statement is
then purely verbal. Or my present thought is supposed to possess some
unity or simplicity beyond what is possessed by a train of thoughts – in this
case the statement seems false. But all these meanings are frivolous, and
somewhat superficial. The important point seems to be, that, while I can-
not be in two places at once, “like a bird”, I can be in the same place at dif-
ferent times. This, if true, is important; but it seems questionable what is
meant by being in a place. If my body is meant, the statement is false: for
my body, being extended, is in many places. In the body, duration in time
and extension in space are on a level. If a single point of the body is meant,
we have a perfectly barren statement: the infinite division in space has not
been accompanied by an infinite division in time, and hence, naturally, the
parallelism of the two has been destroyed. To give a useful meaning, there-
fore, to the statement that I cannot be in two places at once, it must be
assumed that my soul is in a place, and moreover that it is definitely in one
place, and in a place which it can change. Now this is a doctrine by no
means universally received, and having, indeed, somewhat of the air of 
a paradox. If space, as is usually held, be wholly alien to the soul, it would
seem that the soul is everywhere or nowhere, according to the point of view
adopted. If this is so, the argument fails; but whether this be so or not, 
I leave undecided for the present. There is yet another meaning, it may be
said. I can choose my position in space, but not in time; I can choose my
country, but not my century. This proves, I may be told, that time is more
intimately bound up than space with the nature of the soul. But the argu-
ment seems false. What I can choose (within limits) is the correlation of my
positions in space and in time, not either separately. Being where I am now,
I can choose only within certain limits where I shall be an hour hence. I can
equally choose, however, within certain limits, at what time I shall be in
any given place. The parallelism does not seem, therefore, to be broken by
this contention.

Nothing would seem to result, then, as regards the difference between
space and time, from the fact that our thoughts occur in different times.
Much more important is the contention that our thoughts take time to
think. Do we, in judging, actually pass, in time, from subject to predicate?
or in syllogizing, from premiss to conclusion? Or when we read a book or
watch a play, are our thoughts necessarily a continuous stream, filling all
the interval marked by our clocks, or may they, like the ticking of those
clocks, be discrete occurrences, and unlike the ticking, timeless occurrences,
having position, but not duration, in the time-series? If the latter view is
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possible, there seems little left of the supposed difference between space and
time. Time, also, becomes a series of relations between different experiences.
It is true that the various experiences I call mine occur necessarily at differ-
ent points of time, but not necessarily at different points of space. But to
this there are two replies: First, the reply I gave above, that one experience
is usually defined by its occurring in one time; second, the reply that if
space is experienced, I can experience different points of space, as well as
different points of time. Yes, but my experience, I shall be told, is not 
in different points of space, but of them. This, however, is by no means obvi-
ous. There remains the view which I left undiscussed above, the view,
namely, that the soul has a position in space, and that other positions are
experienced as the not-self. There seem thus, both in space and time, to be
the same alternatives, neither of which we have as yet discussed. Either
space or time, in fact, may be regarded as an adjective of one extended expe-
rience – in which case we get the doctrine of the plenum – or as relations
between different experiences, in which case we get the doctrine of discrete
real points separated by empty space or time, both of which are relations
falsely hypostatized. Why this latter doctrine, which is allowed to pass
freely in space, should be regarded, when applied to time, as an impossible
paradox, I for one am wholly unable to understand.

That our thoughts actually do take time, and are not discrete timeless
units, is a doctrine which, like the continuity of matter, cannot be directly
proved by experience. That they appear as a continuous series, is undoubt-
edly true; but the appearance of spatial continuity in matter has been no bar
to atomic theories, and I fail to see why the temporal appearance should be
differently treated. No difficulty arises, to my knowledge, in connection
with the perception of time, which does not arise in connection with space
also: memory, in fact, can surely render the same services for time as are ren-
dered, for space, by external perception. That the present thought can refer
outside itself, is a cardinal necessity for knowledge and volition alike; that
it should refer to something separated by empty time seems no more
extraordinary than that it should refer to something separated by empty
space. I would suggest, therefore, that the doctrine of the plenum is no
more self-evident, when applied to time, than when applied to space, and
that in either case it is open to us, should good reasons arise, to reject the
doctrine. I would suggest, further, that the many difficulties in the way of
the reality of time, which, while experience is regarded as temporal, form
an almost insuperable obstacle to any satisfactory metaphysic, would, on the
relational view of time, be very much less paradoxical, and would demand
a considerably smaller degree of transformation of our ordinary experience.

Having now, I hope, cleared the ground of any common-sense precon-
ceptions, let us see whether the metaphysical arguments for and against
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these alternative views of space and time allow any distinction, in their
application, between the one and the other.

The first point to observe is, that the distinction between a relation and
an adjective, if it is to have any real import, demands a monadistic view of
the Universe. If the world contains simple and substantially unanalyzable
elements, then a distinction can be drawn between their natures, and their
references to other monads. Even if all their states refer to other monads,
still the manner of such reference will be determined by their intrinsic
natures. In such a case, every monad would have an essence consisting of
adjectives, but exhibited only in relations. There thus remains, on a monadis-
tic hypothesis, an irreducible difference between adjectives and relations.
On a strictly monistic view, on the contrary, no such distinction can be
maintained. Everything is really an adjective of the One, an intrinsic prop-
erty of the Universe; the Universe is not validly analyzable into simple ele-
ments at all, but if we postulate such elements, our error will avenge itself
by pointing out that the elements are still analyzable. In this case, whatever
appears as a relation between two reals is, properly speaking, only an adjec-
tive of a whole which embraces both. (It is this also, even on a monadistic
view, but not this only.) These considerations suggest, what I believe to be
the truth, that the choice between the relational and the adjectival views of
space and time is inseparably bound up with the choice between Monadism
and Monism. If so, since these two philosophies have divided the world ever
since thought began, it would be idle to hope for a speedy verdict on the
spatio-temporal alternative.

But does not monadism result from the relational view of space alone,
even if time be left adjectival? Suppose we have simple (but not self-subsistent)
reals, each non-spatial, but each connected by spatial relations with all the
others. Suppose, further, that each persists through a continuous time, and
has therefore, as an adjective, the time of its persistence. We have here an
undoubted monadism. But will such a view stand? We must suppose that
some metaphysical reason has forced us to assume simple reals, and to deny
the possibility of a differentiated whole not analyzable into constituent ele-
ments. Applying this reason – whatever it may be – to each of our persist-
ent monads, we arrive at the same need for further elements to explain their
diversity. A monad persisting, with changing states, through time, is prac-
tically the same problem as a Universe extending through space. If our
Universe must consist of non-spatial monads, these monads themselves,
surely, must, by the same argument, be analyzable into non-temporal mon-
ads. We should thus obtain, as the simple elements of the real, non-spatial
and non-temporal monads, localized by their mutual relations at definite
points of space and time.
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But, the indignant objector will exclaim, an ultimate constituent of
Reality must be eternal, and therefore persistent through time. To suppose
simple reals, which perish in the very moment of their birth, is surely the
height of absurdity and paradox! I must confess that I can see little force in
this argument. That a monad must be eternal I of course admit, if by 
eternal is meant timeless; but I fail to see any inference from timelessness to
persistence through time. Any such inference must depend on first estab-
lishing that time is an adjective, and not a relation, which is the very point
in dispute. Until such a conclusion is proved, I see no more reason why a
monad should persist through all time, than why it should extend through
all space.

Let us now see whither we are led by taking the alternative view, the
view, namely, that a real persisting and changing in time, is not necessarily
analyzable into simpler constituent reals. In this case, we must admit that
a whole may be differentiated, without being analyzable, as to its substance,
into undifferentiated elements. When once this admission is made, how-
ever, the grounds for a spatial monadism vanish. We can, according to the
present view, conceive of a spatially differentiated Universe, in which there
are no constituents of equal reality, but on the contrary, only parts which a
thorough understanding reveals to be not parts, but mere aspects of the one
real whole. Thus the ground for spatial monadism is gone – space is left as
an adjective of the One, and as therefore necessarily a plenum, in the sense
that the One is omnipresent. On either view, therefore, there seems no
ground for a distinction between space and time. If space is necessarily rela-
tions between non-spatial monads, the same must be true of time; if time
is necessarily a plenum, the same argument will prove the same conclusion
concerning space. To decide between these alternatives would be to solve
the most fundamental question of metaphysics; but to state the alternatives
may surely be not unimportant.
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The break with Hegelianism, in 1898, Russell regarded as the
most important revolution in his lifetime’s thinking (Russell
1959: 11). The conversion to realism was largely inspired by his
contact with G. E. Moore. Russell explained:

I think that although we agreed in our revolt, we had
important differences of emphasis. What I think at first
chiefly interested Moore was the independence of fact
from knowledge and the rejection of the whole Kantian
apparatus of a priori intuitions and categories, moulding
experience but not the outer world. I agreed enthusiasti-
cally with him in this respect, but I was more concerned
than he was with certain purely logical matters.

(Russell 1959: 12)

Russell thus plunged himself directly into technical matters of
mathematical logic and there was little general metaphysical 
speculation for some time. He had a new technical programme on
which to work and little time to outline the broad basis of realism.
This explains the importance of “Seems, madam? Nay, it is”.

Russell wrote it in December 1897 to be read to the Cambridge
Apostles, the secretary of which was Moore. The paper marks the
beginning of Russell’s rejection of Hegelianism which was a gra-
dual process stretching well into the next year and after which
Russell’s philosophy became highly technical. The argument of
the paper is that the world of appearance is real, for all practical
purposes, whereas the world of the reality behind appearances is 
a practical irrelevance. Furthermore, the metaphysical reality bears
no relation to experience and is an “empty abstraction”, existing
only in the metaphysics books. A motivation for these claims
becomes apparent towards the end of the paper: metaphysics can-
not be expected to provide any religious satisfaction. We should
pursue it out of intellectual curiosity and be guided by that alone,
as opposed to a desire for religious satisfaction.

5
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Immediately following the last quotation above, Russell goes
on to explain the main metaphysical commitment that was to
drive the next period of his work.

The most important of these [logical matters], and the
one that has dominated all my subsequent philosophy,
was what I called “the doctrine of external relations”.
Monists had maintained that a relation between two
terms is always, in reality, composed of properties of the
two separate terms and of the whole which they com-
pose, or, in ultimate strictness, only of this last. The view
seems to me to make mathematics inexplicable. I came
to the conclusion that relatedness does not imply any
corresponding complexity in the related terms and is, in
general, not equivalent to any property of the whole
which they compose. Just after developing this view in
my book on The Philosophy of Leibniz, I became aware of
Peano’s work on mathematical logic, which led me to a
new technique and a new philosophy of mathematics.
Hegel and his disciples had been in the habit of “prov-
ing” the impossibility of space and time and matter, and
generally everything that an ordinary man would believe
in. Having become convinced that the Hegelian argu-
ments against this and that were invalid, I reacted to the
opposite extreme and began to believe in the reality of
whatever could not be disproved – e.g. points and
instants and particles and Platonic universals.

(Russell 1959: 12)

Philosophy, in the days when it was still fat and prosperous, claimed to 
perform, for its votaries, a variety of the most important services. It offered
them comfort in adversity, explanation in intellectual difficulty, and guidance
in moral perplexity. No wonder if the Younger Brother, when an instance of
its uses was presented to him, exclaimed with the enthusiasm of youth.

How charming is divine Philosophy!
Not harsh and crabbed, as dull fools suppose,
But musical as is Apollo’s lute.

But those happy days are past. Philosophy, by the slow victories of its
own offspring, has been forced to forego, one by one, its high pretensions.
Intellectual difficulties, for the most part, have been acquired by Science –
philosophy’s anxious claims on the few exceptional questions, which it still
endeavours to answer, are regarded by most people as a remnant of the 
dark ages, and are being transferred, with all speed, to the rigid Science 
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of Mr. F. W. H. Myers. Moral perplexities – which, until recently, were
unhesitatingly assigned by philosophers to their own domain – have been
abandoned by McTaggart and Mr. Bradley to the whimsies of statistics 
and common sense. But the power of giving comfort and consolation is 
still supposed by McTaggart to belong to philosophy. It is this last posses-
sion of which, tonight, I wish to rob the decrepit parent of our modern
gods.

It might seem, at first sight, that the question could be settled very
briefly. “I know that philosophy can give comfort”, McTaggart might say,
“because it certainly comforts me”. I shall try to prove, however, that those
conclusions which give him comfort are conclusions which do not follow
from his general position – which, indeed, admittedly do not follow, and
are retained, it would seem, only because they give him comfort.

As I do not wish to discuss the truth of philosophy, but only its emo-
tional value, I shall assume a metaphysic which rests on the distinction
between Appearance and Reality, and regards the latter as timeless and 
perfect. The principle of any such metaphysic may be put in a nutshell.
“God’s in his heaven, all’s wrong with the world” – that is its last word. But
it seems to be supposed that, since he is in his heaven, and always has been
there, we may expect him some day to descend to earth – if not to judge the
quick and the dead, at least to reward the faith of the philosophers. His long
resignation, however, to a purely heavenly existence, would seem to sug-
gest, as regards the affairs of earth, a stoicism on which it would be rash to
found our hopes.

But to speak seriously. The emotional value of a doctrine, as a comfort in
adversity, appears to depend upon its prediction of the future. The future,
emotionally speaking, is more important than the past, or even than the
present. “All’s well that ends well” is the dictum of unanimous common
sense. “Many a dull morning turns out a fine day” is optimism; whereas 
pessimism says:

Full many a glorious morning have I seen
Flatter the mountain tops with sovereign eye
Kissing with golden face the meadows green
Gilding pale streams with heavenly alchemy;
Anon permit the basest clouds to ride
With ugly rack on his celestial face
And from the forlorn world his visage hide
Stealing unseen to west with this disgrace.

And so, emotionally, our view of the universe as good or bad depends on the
future, on what it will be; we are concerned always with appearances in
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time, and unless we are assured that the future is to be better than the 
present, it is hard to see where we are to find consolation.

So much, indeed, is the future bound up with optimism, that McTaggart
himself, while all his optimism depends upon the denial of time, is com-
pelled to represent the Absolute as a future state of things, as “a harmony
which must some day become explicit”. It would be unkind to urge this
contradiction, as it is mainly McTaggart himself who has made me aware of
it. But what I do wish to urge is, that any comfort, which may be derived
from the doctrine that Reality is timeless and eternally good, is derived only
and exclusively by means of this contradiction. A timeless Reality can have
no more intimate connection with the future than with the past: if its per-
fection has not appeared hitherto, there is no reason to suppose it ever will –
there is, indeed, every likelihood that God will stay in his heaven. We
might, with equal propriety, speak of a harmony which most once have been
explicit; it may be that “my grief lies onward and my joy behind” – and it
is obvious how little comfort this would afford us.

All our experience is bound up with time, nor is it possible to imagine
a timeless experience. But even if it were possible, we could not, without
contradiction, suppose that we ever shall have such an experience. All expe-
rience, therefore, for aught that philosophy can show, is likely to resemble
the experience we know – if this seems bad to us, no doctrine of a Reality
distinguished from Appearances can give us hope of anything better. 
We fall, indeed, into a hopeless dualism. On the one side we have the world
we know, with its events, pleasant and unpleasant, its deaths and failures
and disasters – on the other hand an imaginary world, which we christen
the world of Reality, atoning, by the largeness of the R, for the absence 
of every other sign that there really is such a world. Now our only ground
for this world of Reality is, that this is what Reality would have to be if 
we could understand it. But if the result of our purely ideal construction
turns out so very different from the world we know – from the real 
world, in fact – if, moreover, it follows from this very construction that we
never shall experience the so-called world of Reality, except in a sense in
which already we experience nothing else – then I cannot see what, as con-
cerns comfort for present ills, we have gained by all our metaphysicizing.
Take, for example, such a question as immortality. People have desired
immortality either as a redress for the injustices of this world, or, which 
is the more respectable motive, as affording a possibility of meeting 
again after death those whom they have loved. The latter desire is one which
we all feel, and for whose satisfaction, if philosophy could satisfy it, we
should be immeasurably grateful. But philosophy, at best, can only assure
us that the soul is a timeless reality. At what points of time, if any, it may
happen to appear, is thus wholly irrelevant to it, and there is no legitimate
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inference from such a doctrine to existence after death. Keats may still
regret

That I shall never look upon thee more,
Never have relish in the fairy power
Of unreflecting love

and it cannot much console him to be told that “fair creature of an hour” is
not a metaphysically accurate phrase. It is still true that “Time will come
and take my love away”, and that “This thought is as a death which cannot
choose But weep to have that which it fears to lose”. And so with every part
of the doctrine of a timelessly perfect Reality. Whatever now seems evil –
and it is the lamentable prerogative of evil that to seem so is to be so –
whatever evil now appears may remain, for aught we know, throughout all
time, to torment our latest descendants. And in such a doctrine there is, to
my mind, no vestige of comfort or consolation.

It is true that Christianity, and all previous optimisms, have represented
the world as eternally ruled by a beneficent Providence, and thus meta-
physically good. But this has been, at bottom, only a device by which to
prove the future excellence of the world – to prove, for example, that good
men would be happy after death. It has always been this deduction – 
illegitimately made of course – which has given comfort. “He’s a good 
fellow, and ’twill all be well.”

It may be said, indeed, that there is comfort in the mere abstract doc-
trine that Reality is good. I do not myself accept the proof of this doctrine,
but even if true, I cannot see why it should be comforting. For the essence
of my contention is, that Reality, as constructed by metaphysics, bears no
sort of relation to the world of experience. It is an empty abstraction, from
which no single inference can be validly made as to the world of appearance,
in which world, nevertheless, all our interests lie. Even the pure intellectual
interest, from which metaphysics springs, is an interest in explaining the
world of appearance. But instead of really explaining this actual palpable
sensible world, metaphysics constructs another fundamentally different
world, so different, so unconnected with actual experience, that the world
of daily life remains wholly unaffected by it, and goes on its way just as if
there were no world of Reality at all. If even one were allowed to regard the
world of Reality as an “other world”, as a heavenly city existing somewhere
in the skies, there might no doubt be comfort in the thought that others
have a perfect experience which we lack. But to be told that our experience,
as we know it, is that perfect experience, must leave us cold, since it cannot
prove our experience to be better than it is. On the other hand, to say that
our actual experience is not that perfect experience constructed by philoso-
phy, is to cut off the only sort of existence which philosophical reality can
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have – since God in his heaven cannot be maintained as a separate person.
Either, then, our existing experience is perfect – which is an empty phrase,
leaving it no better than before – or there is no perfect experience, and our
world of Reality, being experienced by no one, exists only in the metaphy-
sics books. In either case, it seems to me, we cannot find in philosophy the
consolations of religion.

There are, of course, several senses in which it would be absurd to deny
that philosophy may give us comfort. We may find philosophizing a plea-
sant way of passing our mornings – in this sense, the comfort derived may
even, in extreme cases, be comparable to that of drinking as a way of pass-
ing our evenings. We may, again, take philosophy aesthetically, as probably
most of us take Spinoza. We may use metaphysics, like poetry and music,
as a means of producing a mood, of giving us a certain view of the universe,
a certain attitude towards life – the resulting state of mind being valued on
account of, and in proportion to, the degree of poetic emotion aroused, not
in proportion to the truth of the beliefs entertained. Our satisfaction,
indeed, seems to be, in these moods, the exact opposite of the metaphysi-
cian’s professions. It is the satisfaction of forgetting the real world and its
evils, and persuading ourselves, for the moment, of the reality of a world we
have ourselves created. This seems to be one of the grounds on which
Bradley justifies metaphysics. “When poetry, art and religion”, he says,
“have ceased wholly to interest, or when they show no longer any tendency
to struggle with ultimate problems and come to an understanding with
them; when the sense of mystery and enchantment no longer draws the
mind to wander aimlessly and love it knows not what; when, in short, twi-
light has no charm – then metaphysics will be worthless.” What meta-
physics does for us in this way is essentially what, say, The Tempest does for
us – but its value on this view, is quite independent of its truth. It is not
because Prospero’s magic makes us acquainted with the world of spirits that
we value the Tempest; it is not, aesthetically, because we are informed of 
a world of spirit that we value metaphysics. And this brings out the essen-
tial difference between the aesthetic satisfaction, which I allow, and the 
religious comfort, which I deny to philosophy. For aesthetic satisfaction,
intellectual conviction is unnecessary, and we may therefore choose, when
we seek it, the metaphysic which gives us the most of it. For religious com-
fort, on the other hand, belief is essential, and I am contending that we do
not get religious comfort from the metaphysic which we believe.

It is possible, however, to introduce a refinement into the argument, by
adopting a more or less mystical theory of the aesthetic emotion. It may be
contended that, although we can never wholly experience Reality as it really
is, yet some experiences approach it more nearly than others, and such expe-
riences, it may be said, are given by art and philosophy. And under the
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influence of the experiences which art and philosophy sometimes give us, it
seems easy to adopt this view. For those who have the metaphysical passion,
there is probably no emotion so rich and beautiful, so wholly desirable, as
that mystic sense, which philosophy sometimes gives, of a world trans-
formed by the beatific vision. As Bradley again says: “Some in one way,
some in another, we seem to touch and have communion with what is
beyond the visible world. In various manners we find something higher,
which both supports and humbles, both chastens and supports us. And,
with certain persons, the intellectual effort to understand the Universe is a
principal way of thus experiencing the Deity. … And this appears”, he 
continues, “to be another reason for some persons pursuing the study of
ultimate truth”.

But is it not equally a reason for hoping that these persons will not find
ultimate truth? If indeed ultimate truth bear any resemblance to the doc-
trines set forth in Appearance and Reality. I do not deny the value of the emo-
tion, but I do deny that, strictly speaking, it is in any peculiar sense a
beatific vision, or an experience of the Deity. In one sense, of course, all
experience is experience of the Deity, but in another, since all experience
equally is in time, and the Deity is timeless, no experience is experience of
the Deity – “as such” pedantry would bid me add. The gulf fixed between
Appearance and Reality is so profound, that we have no grounds, so far as 
I can see, for regarding some experiences as nearer than others to the perfect
experience of Reality. The value of the experiences in question must, there-
fore, be based wholly on their emotional quality, and not, as Bradley would
seem to suggest, on any superior degree of truth which may attach to them.
But if so, they are at best the consolations of philosophizing, not of philos-
ophy. They constitute a reason for the pursuit of ultimate truth, since they
are flowers to be gathered by the way; but they do not constitute a reward
for its attainment, since, by all that appears, the flowers grow only at the
beginning of the road, and disappear long before we have reached our 
journey’s end.

The view which I have advocated is, no doubt, not an inspiriting one,
nor yet one which, if generally accepted, would be likely to promote the
study of philosophy. I might justify my paper, if I wished to do so, on the
maxim that, “where all is rotten, it is a man’s work to cry stinking fish”.
But I prefer to suggest that metaphysics, when it seeks to supply the place
of religion, has really mistaken its function. That it can supply this place, 
I admit; but it supplies it, I maintain, at the expense of being bad 
metaphysics. Why not admit that metaphysics, like science, is justified by
intellectual curiosity, and ought to be guided by intellectual curiosity
alone? The desire to find comfort in metaphysics has, we must all admit,
produced a great deal of fallacious reasoning and intellectual dishonesty.
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From this, at any rate, the abandonment of religion would deliver us. And
since intellectual curiosity exists in some people, it is probable that some
attempts would still be made to understand the world, and it is possible
that they would be freed from certain hitherto persistent fallacies. “The
man”, to quote Bradley once more, “whose nature is such that by one path
alone his chief desire will reach consummation, will try to find it on that
path, whatever it may be, and whatever the world thinks of it; and if he does
not, he is contemptible”.
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Part II

ONTOLOGY (I )

The fundamental doctrine in the realistic position, as I understand
it, is the doctrine that relations are “external”.

“The Basis of Realism”





In the first of the selections from The Principles of Mathematics,
Chapter 4, Russell outlines some of the basic ontological commit-
ments behind his early philosophy of mathematical logic. As he
says at the end, the subject might seem remote from the principles
of mathematics but is necessary for his treatment of some of the
problems to follow. That Russell saw these questions of ontology
as basic and fundamental to his project can be seen from their 
placing in Part I of the work, on the indefinables in mathematics.

The ontology advocated is one guided by the logic of language.
This is not a view advocated by Russell in some of his later work.
One of his final philosophical campaigns was a vehement attack on
ordinary language philosophy which claimed, disingenuously, to
read philosophical truths from such ordinary language nonsense 
as “I ain’t never done no harm to no one” (Russell 1957: 633).
However, his work leading up to the “big book of 1903” was writ-
ten more under Frege’s influence where logic and ontology were
seen as closely connected. Russell first read Frege seriously in 1901
and it had a profound influence on his approach (see his account in
Russell 1955: 107). However, even here there are reservations
about language dictating ontology. Language is seen only as prima
facie evidence, where grammar “though not our master, will yet be
taken as our guide”.

What Russell finds from the guide of grammar is that a dis-
tinction is made between substantive and adjective that is more or
less equivalent to that between substance and attribute. Every
object of thought is a term and may also be called a unit, individ-
ual, entity, whatever may be counted as a one. Some terms can be
used both as predicates in assertion, as in “Socrates is human”, and
as subjects of assertion, as in “humanity belongs to Socrates”. Terms
capable of this twofold use are concepts. Terms that cannot be used
as predicates are things. This may seem to be a conflation of 
language and ontology in that such entities, which are clearly
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meant to be individuals in the world, are also called subjects or
substantives, while properties are also called concepts. However,
when contrasting this division with Bradley’s, Russell makes it
clear that he allows no psychological element to his propositions
or terms. The term a man is a concrete particular, in §51, a certain
featherless biped that exists whether or not we use a word to name
him or a proposition to talk about him. In Fregean style, terms and
propositions have an almost Platonic existence, independent of any
mind that apprehends them. In this, Russell is asserting a major
claim of the realist metaphysic. He is rejecting the whole tradition
of British Hegelianism in favour of the new ontology he had found
employed by Frege.

§55 contains a key component of Russell’s realism: the doctrine
of external relations (though it is not yet given that name). Where
A differs numerically from B, and C differs numerically from D, it
is the same difference in both cases. In the idealist tradition, inter-
nal relations are employed, where the difference between A and B
is “unique and unanalyzable and not shared by any other pair of
terms”. Hence, a relation between C and D can never be the same
relation as one which holds between A and B. This issue will be
discussed in more depth in “The basis of realism”, later in this part.

A further theme to be found in this selection is the pluralism,
avowed in two places. In §47 he admits many terms which, he
says, destroys monism. In §50 he admits conceptual diversity,
which implies numerical diversity where numerical diversity is the
source of plurality. In taking time to make these points, which now
seem obvious, Russell is showing that the monism of idealism was
still a position requiring rebuttal. Acceptance of pluralism seemed
to be one of the main motivations for Russell giving up idealism.
If he were to convert idealists to his cause, no opportunity should
be passed up for a disproof of monism.

The second selection from The Principles of Mathematics is an
early attempt to address the ideas of Alexius Meinong. This is 
a philosopher that Russell’s readers know chiefly from the discus-
sion in “On denoting” (Russell 1905) but those who know
Meinong only through that work will think he was “something of
a madman” (Lackey, in Russell 1973: 17). Other works by Russell
show that he had taken Meinong far more seriously than is con-
veyed in “On denoting”, however, and in these selections we see
that respect for Meinong displayed (see also Russell 1904). In §47,
for instance, Russell allows that anything that may be an object of
thought – a man, a number, or a chimera – is a term. But a term,
we have seen, is to be thought of as a mind-independent, really
existing individual and not just a word. This view is, thus, a good
representation of Meinong’s view and it was not until Russell 
discovered his theory of descriptions that he was able to reject it.
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In §427, Russell goes into these matters again. He affirms 
a division between Being and Existence and allows that every con-
ceivable term has the former but not the latter, otherwise we could
form no coherent proposition about non-existent objects such as
Homeric gods and golden mountains. “A is not” implies, we are
startled to read, that there is a term A whose being is denied, 
and hence that A is. We shall see in the next selection that this
confusing Meinongian solution is rejected but it is clear that, as
late as 1903, Russell saw it as the best available response to the
problem.

PROPER NAMES,  ADJECTIVES,  AND VERBS

46. In the present chapter, certain questions are to be discussed belonging
to what may be called philosophical grammar. The study of grammar, in my
opinion, is capable of throwing far more light on philosophical questions
than is commonly supposed by philosophers. Although a grammatical dis-
tinction cannot be uncritically assumed to correspond to a genuine philo-
sophical difference, yet the one is prima facie evidence of the other, and may
often be most usefully employed as a source of discovery. Moreover, it must
be admitted, I think, that every word occurring in a sentence must have
some meaning: a perfectly meaningless sound could not be employed in the
more or less fixed way in which language employs words. The correctness
of our philosophical analysis of a proposition may therefore be usefully
checked by the exercise of assigning the meaning of each word in the sen-
tence expressing the proposition. On the whole, grammar seems to me to
bring us much nearer to a correct logic than the current opinions of
philosophers; and in what follows, grammar, though not our master, will
yet be taken as our guide.1

Of the parts of speech, three are specially important: substantives, adjec-
tives, and verbs. Among substantives, some are derived from adjectives or
verbs, as humanity from human, or sequence from follows. (I am not speak-
ing of an etymological derivation, but of a logical one.) Others, such as
proper names, or space, time, and matter, are not derivative, but appear pri-
marily as substantives. What we wish to obtain is a classification, not of
words, but of ideas; I shall therefore call adjectives or predicates all notions
which are capable of being such, even in a form in which grammar would call
them substantives. The fact is, as we shall see, that human and humanity
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denote precisely the same concept, these words being employed respectively
according to the kind of relation in which this concept stands to the other
constituents of a proposition in which it occurs. The distinction which we
require is not identical with the grammatical distinction between substan-
tive and adjective, since one single concept may, according to circum-
stances, be either substantive or adjective: it is the distinction between
proper and general names that we require, or rather between the objects
indicated by such names. In every proposition, as we saw in Chapter III [not
included], we may make an analysis into something asserted and something
about which the assertion is made. A proper name, when it occurs in a
proposition, is always, at least according to one of the possible ways of
analysis (where there are several), the subject that the proposition or some
subordinate constituent proposition is about, and not what is said about the
subject. Adjectives and verbs, on the other hand, are capable of occurring in
propositions in which they cannot be regarded as subject, but only as parts
of the assertion. Adjectives are distinguished by capacity for denoting – a term
which I intend to use in a technical sense to be discussed in Chapter V [not
included]. Verbs are distinguished by a special kind of connection, exceed-
ingly hard to define, with truth and falsehood, in virtue of which they dis-
tinguish an asserted proposition from an unasserted one, e.g. “Caesar died”
from “the death of Caesar”. These distinctions must now be amplified, and
I shall begin with the distinction between general and proper names.

47. Philosophy is familiar with a certain set of distinctions, all more or
less equivalent: I mean, the distinctions of subject and predicate, substance
and attribute, substantive and adjective, this and what.2 I wish now to point
out briefly what appears to me to be the truth concerning these cognate dis-
tinctions. The subject is important, since the issues between monism and
monadism, between idealism and empiricism, and between those who
maintain and those who deny that all truth is concerned with what exists,
all depend, in whole or in part, upon the theory we adopt in regard to the
present question. But the subject is treated here only because it is essential
to any doctrine of number or of the nature of the variable. Its bearings on
general philosophy, important as they are, will be left wholly out of account.

Whatever may be an object of thought, or may occur in any true or false
proposition, or can be counted as one, I call a term. This, then, is the widest
word in the philosophical vocabulary. I shall use as synonymous with it the
words unit, individual, and entity. The first two emphasize the fact that
every term is one, while the third is derived from the fact that every term has
being, i.e. is in some sense. A man, a moment, a number, a class, a relation,
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a chimaera, or anything else that can be mentioned, is sure to be a term; and
to deny that such and such a thing is a term must always be false.

It might perhaps be thought that a word of such extreme generality
could not be of any great use. Such a view, however, owing to certain wide-
spread philosophical doctrines, would be erroneous. A term is, in fact, 
possessed of all the properties commonly assigned to substances or substan-
tives. Every term, to begin with, is a logical subject: it is, for example, the
subject of the proposition that itself is one. Again every term is immutable
and indestructible. What a term is, it is, and no change can be conceived in
it which would not destroy its identity and make it another term.3 Another
mark which belongs to terms is numerical identity with themselves and
numerical diversity from all other terms.4 Numerical identity and diversity
are the source of unity and plurality; and thus the admission of many terms
destroys monism. And it seems undeniable that every constituent of every
proposition can be counted as one, and that no proposition contains less
than two constituents. Term is, therefore, a useful word, since it marks 
dissent from various philosophies, as well as because, in many statements,
we wish to speak of any term or some term.

48. Among terms, it is possible to distinguish two kinds, which I shall
call respectively things and concepts. The former are the terms indicated by
proper names, the latter those indicated by all other words. Here proper
names are to be understood in a somewhat wider sense than is usual, and
things also are to be understood as embracing all particular points and
instants, and many other entities not commonly called things. Among con-
cepts, again, two kinds at least must be distinguished, namely those indi-
cated by adjectives and those indicated by verbs. The former kind will often
be called predicates or class-concepts; the latter are always or almost always
relations. (In intransitive verbs, the notion expressed by the verb is com-
plex, and usually asserts a definite relation to an indefinite relatum, as in
“Smith breathes”.)

In a large class of propositions, we agreed, it is possible, in one or more
ways, to distinguish a subject and an assertion about the subject. The asser-
tion must always contain a verb, but except in this respect, assertions appear
to have no universal properties. In a relational proposition, say “A is greater
than B”, we may regard A as the subject, and “is greater than B” as the
assertion, or B as the subject and “A is greater than” as the assertion. There
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are thus, in the case proposed, two ways of analyzing the proposition into
subject and assertion. Where a relation has more than two terms, as in “A is
here now”,5 there will be more than two ways of making the analysis. But in
some propositions, there is only a single way: these are the subject-predicate
propositions, such as “Socrates is human”. The proposition “humanity
belongs to Socrates”, which is equivalent to “Socrates is human”, is an asser-
tion about humanity; but it is a distinct proposition. In “Socrates is human”,
the notion expressed by human occurs in a different way from that in which
it occurs when it is called humanity, the difference being that in the latter
case, but not in the former, the proposition is about this notion. This indi-
cates that humanity is a concept, not a thing. I shall speak of the terms of 
a proposition as those terms, however numerous, which occur in a proposition
and may be regarded as subjects about which the proposition is. It is a char-
acteristic of the terms of a proposition that any one of them may be replaced
by any other entity without our ceasing to have a proposition. Thus we shall
say that “Socrates is human” is a proposition having only one term; of the
remaining components of the proposition, one is the verb, the other is 
a predicate. With the sense which is has in this proposition, we no longer have
a proposition at all if we replace human by something other than a predicate.
Predicates, then, are concepts, other than verbs, which occur in propositions
having only one term or subject. Socrates is a thing, because Socrates can
never occur otherwise than as term in a proposition: Socrates is not capable
of that curious twofold use which is involved in human and humanity. Points,
instants, bits of matter, particular states of mind, and particular existents
generally, are things in the above sense, and so are many terms which do not
exist, for example, the points in a non-Euclidean space and the pseudo-
existents of a novel. All classes, it would seem, as numbers, men, spaces, etc.,
when taken as single terms, are things; but this is a point for Chapter VI [not
included].

Predicates are distinguished from other terms by a number of very inter-
esting properties, chief among which is their connection with what I shall
call denoting. One predicate always gives rise to a host of cognate notions:
thus in addition to human and humanity, which only differ grammatically,
we have man, a man, some man, any man, every man, all men,6 all of which
appear to be genuinely distinct one from another. The study of these 
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various notions is absolutely vital to any philosophy of mathematics; and it
is on account of them that the theory of predicates is important.

49. It might be thought that a distinction ought to be made between 
a concept as such and a concept used as a term, between, e.g. such pairs as is
and being, human and humanity, one in such a proposition as “this is one” and
1 in “1 is a number”. But inextricable difficulties will envelop us if we allow
such a view. There is, of course, a grammatical difference, and this corre-
sponds to a difference as regards relations. In the first case, the concept in
question is used as a concept, that is, it is actually predicated of a term or
asserted to relate two or more terms; while in the second case, the concept is
itself said to have a predicate or a relation. There is, therefore, no difficulty
in accounting for the grammatical difference. But what I wish to urge is, that
the difference lies solely in external relations, and not in the intrinsic nature
of the terms. For suppose that one as adjective differed from 1 as term. In this
statement, one as adjective has been made into a term; hence either it has
become 1, in which case the supposition is self-contradictory; or there is
some other difference between one and 1 in addition to the fact that the first
denotes a concept not a term while the second denotes a concept which is a
term. But in this latter hypothesis, there must be propositions concerning
one as term, and we shall still have to maintain propositions concerning one
as adjective as opposed to one as term; yet all such propositions must be false,
since a proposition about one as adjective makes one the subject, and is there-
fore really about one as term. In short, if there were any adjectives which
could not be made into substantives without change of meaning, all propo-
sitions concerning such adjectives (since they would necessarily turn them
into substantives) would be false, and so would the proposition that all such
propositions are false, since this itself turns the adjectives into substantives.
But this state of things is self-contradictory.

The above argument proves that we were right in saying that terms
embrace everything that can occur in a proposition, with the possible excep-
tion of complexes of terms of the kind denoted by any and cognate words.
For if A occurs in a proposition, then, in this statement, A is the subject;
and we have just seen that, if A is ever not the subject, it is exactly and
numerically the same A which is not subject in one proposition and is sub-
ject in another. Thus the theory that there are adjectives or attributes or
ideal things, or whatever they may be called, which are in some way less
substantial, less self-subsistent, less self-identical, than true substantives,
appears to be wholly erroneous, and to be easily reduced to a contradiction.
Terms which are concepts differ from those which are not, not in respect of
self-subsistence, but in virtue of the fact that, in certain true or false propo-
sitions, they occur in a manner which is different in an indefinable way from
the manner in which subjects or terms of relations occur.
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50. Two concepts have, in addition to the numerical diversity which
belongs to them as terms, another special kind of diversity which may be
called conceptual. This may be characterised by the fact that two proposi-
tions in which the concepts occur otherwise than as terms, even if, in all
other respects, the two propositions are identical, yet differ in virtue of the
fact that the concepts which occur in them are conceptually diverse.
Conceptual diversity implies numerical diversity, but the converse implica-
tion does not hold, since not all terms are concepts. Numerical diversity, as
its name implies, is the source of plurality, and conceptual diversity is less
important to mathematics. But the whole possibility of making different
assertions about a given term or set of terms depends upon conceptual
diversity, which is therefore fundamental in general logic.

51. It is interesting and not unimportant to examine very briefly the
connection of the above doctrine of adjectives with certain traditional views
on the nature of propositions. It is customary to regard all propositions as
having a subject and a predicate, i.e. as having an immediate this, and a gen-
eral concept attached to it by way of description. This is, of course, an
account of the theory in question which will strike its adherents as
extremely crude; but it will serve for a general indication of the view to be
discussed. This doctrine develops by internal logical necessity into the 
theory of Mr. Bradley’s Logic, that all words stand for ideas having what he
calls meaning, and that in every judgment there is a something, the true sub-
ject of the judgment, which is not an idea and does not have meaning. To
have meaning, it seems to me, is a notion confusedly compounded of logi-
cal and psychological elements. Words all have meaning, in the simple sense
that they are symbols which stand for something other than themselves.
But a proposition, unless it happens to be linguistic, does not itself contain
words: it contains the entities indicated by words. Thus meaning, in the
sense in which words have meaning, is irrelevant to logic. But such con-
cepts as a man have meaning in another sense: they are, so to speak, sym-
bolic in their own logical nature, because they have the property which 
I call denoting. That is to say, when a man occurs in a proposition (e.g. “I met
a man in the street”), the proposition is not about the concept a man, but
about something quite different, some actual biped denoted by the concept.
Thus concepts of this kind have meaning in a non-psychological sense. And
in this sense, when we say “this is a man”, we are making a proposition in
which a concept is in some sense attached to what is not a concept. But
when meaning is thus understood, the entity indicated by John does not
have meaning, as Mr Bradley contends7; and even among concepts, it is
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only those that denote that have meaning. The confusion is largely due, 
I believe, to the notion that words occur in propositions, which in turn is
due to the notion that propositions are essentially mental and are to be
identified with cognitions. But these topics of general philosophy must be
pursued no further in this work.

52. It remains to discuss the verb, and to find marks by which it is 
distinguished from the adjective. In regard to verbs also, there is a twofold
grammatical form corresponding to a difference in merely external rela-
tions. There is the verb in the form which it has as verb (the various inflex-
ions of this form may be left out of account), and there is the verbal noun,
indicated by the infinitive or (in English) the present participle. The 
distinction is that between “Felton killed Buckingham” and “Killing no
murder”. By analyzing this difference, the nature and function of the verb
will appear.

It is plain, to begin with, that the concept which occurs in the verbal
noun is the very same as that which occurs as verb. This results from the
previous argument, that every constituent of every proposition must, on
pain of self-contradiction, be capable of being made a logical subject. If we
say “kills does not mean the same as to kill”, we have already made kills
a subject, and we cannot say that the concept expressed by the word kills
cannot be made a subject. Thus the very verb which occurs as verb can occur
also as subject. The question is: What logical difference is expressed by the
difference of grammatical form? And it is plain that the difference must be
one in external relations. But in regard to verbs, there is a further point. By
transforming the verb, as it occurs in a proposition, into a verbal noun, the
whole proposition can be turned into a single logical subject, no longer
asserted, and no longer containing in itself truth or falsehood. But here too,
there seems to be no possibility of maintaining that the logical subject
which results is a different entity from the proposition. “Caesar died” and
“the death of Caesar” will illustrate this point. If we ask: What is asserted
in the proposition “Caesar died”? the answer must be “the death of Caesar
is asserted”. In that case, it would seem, it is the death of Caesar which is
true or false; and yet neither truth nor falsity belongs to a mere logical sub-
ject. The answer here seems to be that the death of Caesar has an external
relation to truth or falsehood (as the case may be), whereas “Caesar died” in
some way or other contains its own truth or falsehood as an element. But if
this is the correct analysis, it is difficult to see how “Caesar died” differs
from “the truth of Caesar’s death” in the case where it is true, or “the false-
hood of Caesar’s death” in the other case. Yet it is quite plain that the lat-
ter, at any rate, is never equivalent to “Caesar died”. There appears to be an
ultimate notion of assertion, given by the verb, which is lost as soon as we
substitute a verbal noun, and is lost when the proposition in question is
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made the subject of some other proposition. This does not depend upon
grammatical form; for if I say “Caesar died is a proposition”, I do not assert
that Caesar did die, and an element which is present in “Caesar died” has
disappeared. Thus the contradiction which was to have been avoided, of an
entity which cannot be made a logical subject, appears to have here become
inevitable. This difficulty, which seems to be inherent in the very nature of
truth and falsehood, is one with which I do not know how to deal satisfac-
torily. The most obvious course would be to say that the difference between
an asserted and an unasserted proposition is not logical, but psychological.
In the sense in which false propositions may be asserted, this is doubtless
true. But there is another sense of assertion, very difficult to bring clearly
before the mind, and yet quite undeniable, in which only true propositions
are asserted. True and false propositions alike are in some sense entities, and
are in some sense capable of being logical subjects; but when a proposition
happens to be true, it has a further quality, over and above that which it
shares with false propositions, and it is this further quality which is what I
mean by assertion in a logical as opposed to a psychological sense. The
nature of truth, however, belongs no more to the principles of mathematics
than to the principles of everything else. I therefore leave this question to
the logicians with the above brief indication of a difficulty.

53. It may be asked whether everything that, in the logical sense we are
concerned with, is a verb, expresses a relation or not. It seems plain that, if
we were right in holding that “Socrates is human” is a proposition having
only one term, the is in this proposition cannot express a relation in the
ordinary sense. In fact, subject-predicate propositions are distinguished by
just this non-relational character. Nevertheless, a relation between Socrates
and humanity is certainly implied, and it is very difficult to conceive the
proposition as expressing no relation at all. We may perhaps say that it is 
a relation, although it is distinguished from other relations in that it does
not permit itself to be regarded as an assertion concerning either of its terms
indifferently, but only as an assertion concerning the referent. A similar
remark may apply to the proposition “A is”, which holds of every term
without exception. The is here is quite different from the is in “Socrates is
human”; it may be regarded as complex, and as really predicating Being of
A. In this way, the true logical verb in a proposition may be always regarded
as asserting a relation. But it is so hard to know exactly what is meant by
relation that the whole question is in danger of becoming purely verbal.

54. The twofold nature of the verb, as actual verb and as verbal noun, may
be expressed, if all verbs are held to be relations, as the difference between
a relation in itself and a relation actually relating. Consider, for example, the
proposition “A differs from B”. The constituents of this proposition, if we
analyze it, appear to be only A, difference, B. Yet these constituents, thus
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placed side by side, do not reconstitute the proposition. The difference
which occurs in the proposition actually relates A and B, whereas the dif-
ference after analysis is a notion which has no connection with A and B. It
may be said that we ought, in the analysis, to mention the relations which
difference has to A and B, relations which are expressed by is and from when
we say “A is different from B”. These relations consist in the fact that A is
referent and B relatum with respect to difference. But “A, referent, differ-
ence, relatum, B” is still merely a list of terms, not a proposition. A pro-
position, in fact, is essentially a unity, and when analysis has destroyed the
unity, no enumeration of constituents will restore the proposition. The
verb, when used as a verb, embodies the unity of the proposition, and is
thus distinguishable from the verb considered as a term, though I do not
know how to give a clear account of the precise nature of the distinction.

55. It may be doubted whether the general concept difference occurs at all
in the proposition “A differs from B”, or whether there is not rather a spe-
cific difference of A and B, and another specific difference of C and D,
which are respectively affirmed in “A differs from B” and “C differs from
D”. In this way, difference becomes a class-concept of which there are as many
instances as there are pairs of different terms; and the instances may be said,
in Platonic phrase, to partake of the nature of difference. As this point is
quite vital in the theory of relations, it may be well to dwell upon it. And
first of all, I must point out that in “A differs from B” I intend to consider
the bare numerical difference in virtue of which they are two, not difference
in this or that respect.

Let us first try the hypothesis that a difference is a complex notion, 
compounded of difference together with some special quality distinguishing
a particular difference from every other particular difference. So far as the
relation of difference itself is concerned, we are to suppose that no distinc-
tion can be made between different cases; but there are to be different asso-
ciated qualities in different cases. But since cases are distinguished by their
terms, the quality must be primarily associated with the terms, not with
difference. If the quality be not a relation, it can have no special connection
with the difference of A and B, which it was to render distinguishable from
bare difference, and if it fails in this it becomes irrelevant. On the other
hand, if it be a new relation between A and B, over and above difference, we
shall have to hold that any two terms have two relations, difference and 
a specific difference, the latter not holding between any other pair of terms.
This view is a combination of two others, of which the first holds that the
abstract general relation of difference itself holds between A and B, while
the second holds that when two terms differ they have, corresponding to
this fact, a specific relation of difference, unique and unanalyzable and not
shared by any other pair of terms. Either of these views may be held with
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either the denial or the affirmation of the other. Let us see what is to be said
for and against them.

Against the notion of specific differences, it may be urged that, if 
differences differ, their differences from each other must also differ, and thus
we are led into an endless process. Those who object to endless processes
will see in this a proof that differences do not differ. But in the present
work, it will be maintained that there are no contradictions peculiar to the
notion of infinity, and that an endless process is not to be objected to unless
it arises in the analysis of the actual meaning of a proposition. In the pres-
ent case, the process is one of implications, not one of analysis; it must
therefore be regarded as harmless.

Against the notion that the abstract relation of difference holds between
A and B, we have the argument derived from the analysis of “A differs from
B”, which gave rise to the present discussion. It is to be observed that the
hypothesis which combines the general and the specific difference must
suppose that there are two distinct propositions, the one affirming the gen-
eral, the other the specific difference. Thus if there cannot be a general dif-
ference between A and B, this mediating hypothesis is also impossible. And
we saw that the attempt to avoid the failure of analysis by including in the
meaning of “A differs from B” the relations of difference to A and B was vain.
This attempt, in fact, leads to an endless process of the inadmissible kind;
for we shall have to include the relations of the said relations to A and B
and difference, and so on, and in this continually increasing complexity we
are supposed to be only analyzing the meaning of our original proposition.
This argument establishes a point of very great importance, namely, that
when a relation holds between two terms, the relations of the relation to the
terms, and of these relations to the relation and the terms, and so on 
ad infinitum, though all implied by the proposition affirming the original 
relation, form no part of the meaning of this proposition.

But the above argument does not suffice to prove that the relation of A
to B cannot be abstract difference: it remains tenable that, as was suggested
to begin with, the true solution lies in regarding every proposition as hav-
ing a kind of unity which analysis cannot preserve, and which is lost even
though it be mentioned by analysis as an element in the proposition. This
view has doubtless its own difficulties, but the view that no two pairs of
terms can have the same relation both contains difficulties of its own and
fails to solve the difficulty for the sake of which it was invented. For, even
if the difference of A and B be absolutely peculiar to A and B, still the three
terms A, B, difference of A from B, do not reconstitute the proposition 
“A differs from B”, any more than A and B and difference did. And it seems
plain that, even if differences did differ, they would still have to have some-
thing in common. But the most general way in which two terms can have
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something in common is by both having a given relation to a given term.
Hence if no two pairs of terms can have the same relation, it follows that no
two terms can have anything in common, and hence different differences
will not be in any definable sense instances of difference.8 I conclude, then,
that the relation affirmed between A and B in the proposition “A differs
from B” is the general relation of difference, and is precisely and numeri-
cally the same as the relation affirmed between C and D in “C differs from
D”. And this doctrine must be held, for the same reasons, to be true of all
other relations; relations do not have instances, but are strictly the same in
all propositions in which they occur.

We may now sum up the main points elicited in our discussion of the
verb. The verb, we saw, is a concept which, like the adjective, may occur in
a proposition without being one of the terms of the proposition, though it
may also be made into a logical subject. One verb, and one only, must occur
as verb in every proposition; but every proposition, by turning its verb into
a verbal noun, can be changed into a single logical subject, of a kind which
I shall call in future a propositional concept. Every verb, in the logical sense
of the word, may be regarded as a relation; when it occurs as verb, it actu-
ally relates, but when it occurs as verbal noun it is the bare relation consid-
ered independently of the terms which it relates. Verbs do not, like
adjectives, have instances, but are identical in all the cases of their occur-
rence. Owing to the way in which the verb actually relates the terms of 
a proposition, every proposition has a unity which renders it distinct from
the sum of its constituents. All these points lead to logical problems, which,
in a treatise on logic, would deserve to be fully and thoroughly discussed.

[…]

427. I come now to the second of Lotze’s objections to empty space. This
is again of a somewhat abstract logical character, but it is far easier to dis-
pose of, since it depends upon a view more or less peculiar to Lotze. There
are, it says, three and only three kinds of being, no one of which belongs to
space. These are (�) the being of things, which consists in activity or the
power to produce effects; (�) the validity of a truth; (�) the being which
belongs to the contents of our presentations.

The answer to this is, that there is only one kind of being, namely, being
simpliciter, and only one kind of existence, namely, existence simpliciter. Both
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being and existence, I believe, belong to empty space; but being alone is rel-
evant to the refutation of the relational theory – existence belongs to the
question which Lotze confounds with the above, namely, as to the reality or
subjectivity of space. It may be well first to explain the distinction of being
and existence, and then to return to Lotze’s three kinds of being.

Being is that which belongs to every conceivable term, to every possible
object of thought – in short to everything that can possibly occur in any
proposition, true or false, and to all such propositions themselves. Being
belongs to whatever can be counted. If A be any term that can be counted
as one, it is plain that A is something, and therefore that A is. “A is not”
must always be either false or meaningless. For if A were nothing, it could
not be said not to be; “A is not” implies that there is a term A whose being
is denied, and hence that A is. Thus unless “A is not” be an empty sound,
it must be false – whatever A may be, it certainly is. Numbers, the Homeric
gods, relations, chimeras and four-dimensional spaces all have being, for if
they were not entities of a kind, we could make no propositions about them.
Thus being is a general attribute of everything, and to mention anything is
to show that it is.

Existence, on the contrary, is the prerogative of some only amongst
beings. To exist is to have a specific relation to existence – a relation, by the
way, which existence itself does not have. This shows, incidentally, the
weakness of the existential theory of judgment – the theory, that is, that
every proposition is concerned with something that exists. For if this the-
ory were true, it would still be true that existence itself is an entity, and it
must be admitted that existence does not exist. Thus the consideration of
existence itself leads to non-existential propositions, and so contradicts the
theory. The theory seems, in fact, to have arisen from neglect of the dis-
tinction between existence and being. Yet this distinction is essential, if we
are ever to deny the existence of anything. For what does not exist must be
something, or it would be meaningless to deny its existence; and hence we
need the concept of being, as that which belongs even to the non-existent.
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The famous paper “On denoting” offers the fullest expression of
Russell’s theory of descriptions but it was not the first place in
which the ideas were presented. Nor was it the simplest or clear-
est expression as it contains a notoriously convoluted account of
Frege. It is also anthologised elsewhere so, as representative of the
metaphysical basis of the theory which was so crucial to Russell’s
philosophical development, the following paper is included, which
is shorter and in many ways a clearer summary.

Russell discovered his theory of descriptions in the two months
after moving, on 24 April 1905, to his house at Bagley Wood. “On
denoting” was written at the end of July and published in the
October issue of Mind. “On the existential import of propositions”
was published in the July issue, however, and from the evidence of
his correspondence with MacColl (see Papers 4: 480–1), was com-
posed in April and May. The paper is an absolutely crucial one in
the development of Russell’s theory of descriptions, therefore.

Russell was replying to the claims made by MacColl in two
papers in Mind (MacColl 1905 and 1905a). MacColl had said that
the null-class is the class of all non-existent things. Russell
responds that the null-class is the class with no members, rather
than the class of non-existent members, hence developing his 
critique of Meinong. To say, for example, that no chimeras exist 
is to say that the class of chimeras has no members, rather than, 
as MacColl, that chimeras exist as non-existences. Likewise, “The
present King of France” does not denote an unreal individual;
rather, it fails to denote.

Mr. MacColl’s interesting paper in the January number of Mind, together
with his note in the April number, raises certain points which call for an
answer from those who (like myself ) adhere to the usual stand-point of sym-
bolic logicians on the subject of the existential import of propositions.

The first point in regard to which clearness is essential concerns the
meaning of the word “existence”. There are two meanings of this word, as
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distinct as stocks in a flower-garden and stocks on the Stock Exchange,
which yet are continually being confused, or at least supposed somehow
connected. Of these meanings, only one occurs in philosophy or in common
parlance, and only the other occurs in mathematics or in symbolic logic.
Until it is realized that they have absolutely nothing to do with each other,
it is quite impossible to have clear ideas on our present topic.

(a) The meaning of existence which occurs in philosophy and in daily life is
the meaning which can be predicated of an individual, the meaning in
which we inquire whether God exists, in which we affirm that Socrates
existed, and deny that Hamlet existed. The entities dealt with in mathe-
matics do not exist in this sense: the number. 2, or the principle of the 
syllogism, or multiplication, are objects which mathematics considers, but
which certainly form no part of the world of existent things. This sense of
existence lies wholly outside Symbolic Logic, which does not care a pin
whether its entities exist in this sense or not.

(b) The sense in which existence is used in symbolic logic is a definable
and purely technical sense, namely this: To say that A exists means that 
A is a class which has at least one member. Thus whatever is not a class 
(e.g. Socrates) does not exist in this sense; and among classes there is just one
which does not exist, namely, the class having no members, which is called
the null-class. In this sense, the class of numbers (e.g.) exists, because 1, 2, 3,
etc., are members of it; but in sense (a) the class and its members alike do
not exist: they do not stand out in a part of space and time, nor do they have
that kind of super-sensible existence which is attributed to the Deity.

It may be asked: How come two such diverse notions to be confounded?
It is easy to see how the confusion arises, by considering classes which, 
if they have members at all, must have members that exist in sense 
(a). Suppose we say: “No chimeras exist.” We may mean that the class of
chimeras has no members, i.e., does not exist in sense (b), or that nothing
that exists in sense (a) is a chimera. These two are equivalent in the present
instance, because if there were chimeras, they would be entities of the kind
that exist in sense (a). But if we say “no numbers exist”, our statement is
true in sense (a) and false in sense (b). It is true that nothing that exists in
sense (a) is a number; it is false that the class of numbers has no members.
Thus the confusion arises from undue preoccupation with the things that
exist in sense (a), which is a bad habit engendered by practical interests.

Mr. MacColl assumes (p. 74) two universes, the one composed of 
existences, the other of non-existences. It will be seen that, if the above 
discrimination is accepted, these two universes are not to be distinguished
in symbolic logic. All entities, whether they exist or whether they do not
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(in sense (a)), are alike real to symbolic logic and mathematics. In sense 
(b), which is alone relevant, there is among classes not a multitude of 
non-existences, but just one, namely, the null-class. All the members of
every class are among realities,1 in the only sense in which symbolic logic
is concerned with realities.

But it is natural to inquire what we are going to say about Mr. MacColl’s
classes of unrealities, centaurs, round squares, etc. Concerning all these we
shall say simply that they are classes which have no members, so that each
of them is identical with the null-class. There are no Centaurs; “x is a
Centaur” is false whatever value we give to x, even when we include values
which do not exist in sense (a), such as numbers, propositions, etc. Similarly,
there are no round squares. The case of nectar and ambrosia is more diffi-
cult, since these seem to be individuals, not classes. But here we must pre-
suppose definitions of nectar and ambrosia: they are substances having 
such and such properties, which, as a matter of fact, no substances do have.
We have thus merely a defining concept for each, without any entity to
which the concept applies. In this case, the concept is an entity, but it does
not denote anything. To take a simpler case: “The present King of England”
is a complex concept denoting an individual; “the present King of France”
is a similar complex concept denoting nothing. The phrase intends to point
out an individual, but fails to do so: it does not point out an unreal indi-
vidual, but no individual at all. The same explanation applies to mythical
personages, Apollo, Priam, etc. These words have a meaning, which can be
found by looking them up in a classical dictionary; but they have not a 
denotation: there is no entity, real or imaginary, which they point out.

It will now be plain, I hope, that the ordinary view of symbolic logicians
as to existential import does not require Mr. MacColl’s modifications. This
view is, that A and E do not imply the existence, in sense (b), of their subjects,
but that I and O do imply the existence, in sense (b), of their subjects. No one
of the four implies the existence, in sense (a), either of its subject or of any of
the members of its subject. We have, adopting Peano’s interpretation:

A All S is P � For all values of x, “x is an S” implies “x is a P”.
E No S is P � For all values of x, “x is an S” implies “x is not a P”.
I Some S is P � For at least one value of x, “x is an S” and “x is a P” are

both true.
O Some S is not P � For at least one value of x, “x is an S” and “x is not

a P” are both true.
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Thus I and O require that there should be at least one value of x for
which x is an S, i.e. that S should exist in sense (b). I also requires that P
should exist, and O requires that not-P should exist. But A and E do not
require the existence of either S or P; for a hypothetical is true whenever its
hypothesis is false,2 so that if “x is an S” is always false, “All S is P” and “No
S is P” will both be true whatever P may be.

The above remarks serve to answer the objection raised by Mr. MacColl
in the April number of Mind (p. 295) to the equation 0A � 0. To begin
with, 0 does not represent the class of non-existences, but the non-existent
class, i.e. the class which has no members. Thus, if “XA � X” means “every
X is an A”,3 then “0A � 0” means “every member of the class which has no
members is an A”, or “for every value of x, ‘x is a member of the class which
has no members’ implies ‘x is an A’ ”. This hypothetical is true for all values
of x, because its hypothesis is false for all values of x, and a hypothetical
with a false hypothesis is true. Thus Mr. MacColl’s objection rests upon his
taking 0 to be the class of non-existences, presumably in sense (a), since
only so would 0 be a class with many members, all of them unreal, as he
supposes it to be. The true interpretation of 0, as the non-existent class, in
sense (b), at once disposes of the difficulty.

The same principles solve Lewis Carroll’s paradox, noticed by “W” in the
April number of Mind (p. 293). I cannot agree with “W” in regarding the
paradox as merely verbal; on the contrary, I consider it a good illustration
of the principle that a false proposition implies every proposition. Putting
p for “Carr is out”, q for “Allen is out”, and r for “Brown is out”, Lewis
Carroll’s two hypothetical are:

(1) q implies r.
(2) p implies that q implies not-r.

Lewis Carroll supposes that “q implies r” and “q implies not-r” are 
inconsistent, and hence infers that p must be false. But as a matter of fact,
“q implies r” and “q implies not-r” must both be true if q is false, and are
by no means inconsistent. The contradictory of “q implies r” is “q does not
imply r”, which is not a consequence of “q implies not-r”. Thus the only
inference from Lewis Carroll’s premisses (1) and (2) is that if p is true, q is
false, i.e. if Carr is out, Allen is in. This is the complete solution of the 
paradox.
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Despite the increasing gulf between Russell and Meinong over the
issues of being and existence, and despite the ridicule poured over the
German in “On denoting”, relations between the two philosophers
remained civilised. An intermittent exchange was sustained over a
couple of years and Russell’s contributions are reproduced below.
Russell wrote these in German and they were published in a collec-
tion of Meinong’s correspondence (Kindinger 1965). The versions
here are Douglas Lackey’s translations which first appeared in 1973.

In the first letter, of 1904, we find Russell stressing what is
common to both philosophers. An unreal object, such as the
golden mountain, still has being, Russell admits, but this being
belongs only to its sense and the term has no reference. This 
suggests that Russell had almost arrived at his theory of denoting.
He is utilising here the famous Fregean distinction between sinn
(sense) and bedeutung (reference) (Frege 1892) but is not quite
rebutting the idea of non-existent existences.

Two years later, Russell was still claiming that the differences
between Meinong and himself were “unimportant”, though this is
starting to sound slightly hollow. Russell accepts, as in no way
detrimental to his analysis, that impossible and merely contin-
gently non-existent objects are to be put into the same category,
and he now rejects the view that anything about the existence of an
object follows from it being the subject of a sentence. The method
of “On denoting” shows how these sentences can be analysed without
any existence claim.

In the final letter, though still maintaining a show of cordia-
lity, Russell has even less sympathy. He maintains, sensibly, that
mathematics (and metaphysics in Letter II), being a priori, is 
existence-free. That is, it assumes certain hypotheses or premises
and shows what follows. The nature of space itself must be decided
empirically, not a priori by geometry. This view applied to meta-
physics accords with what contemporary metaphysician David
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Armstrong calls his Irish principle (Armstrong 1978: 11 and
1983: 84). In the current context, this would be something along
the lines of if the existence of some property, relation or thing can be
demonstrated a priori, that is good reason to think that there is no such
property, relation or thing.

THREE LETTERS TO MEINONG: A TRANSLATION

[…]

Letter I

Ivy Lodge, Tilford, Farnham.
15 . XII . 1904.

My dear sir,
Many thanks for your friendly letter, and for the treatise “On the Theory

of Objects”. I have read this treatise, as well as Parts 2–7 of Dr. Ameseder’s,
with the greatest interest. I find myself in complete sympathy with its gen-
eral standpoint, and the problems which it treats are such as seem to me
important. I am accustomed to using the word “logic” for what you call
“the theory of objects”; and the reasons which you present against this 
use, on pp. 20 ff., seem to me hardly decisive. But this is unimportant, and
I concede that a new standpoint should be given a new name.

I have always believed until now that every object must in some sense
have being, and I find it difficult to admit unreal objects. In such a case as
that of the golden mountain or the round square one must distinguish
between sense and reference (to use Frege’s terms): the sense is an object, and
has being; the reference, however, is not an object. The difference between
sense and reference is best illustrated by mathematical examples: “the square
root of 4” is a complex sense, the reference of which is the number 2.

The opinion that mathematics is a theory of objects I agree with com-
pletely; it is one of the principal theses of my Principles [of Mathematics]. If
you don’t have this book, I’ll be glad it to send it to your address. Its entire
first part is explicitly concerned with questions relating to the theory of
objects. Of course there are many discussions whose purpose is purely formal,
i.e. they serve only to lead up to the technical mathematical treatment; but
the non-technical questions are the most important that are dealt with in it.

In connection with what you say on p. 40 about metaphysics, although
I am inclined towards your general view, I feel a certain difficulty: concern-
ing everything that exists, empiricism cannot instruct us; consequently, if
there is metaphysics, it must be a priori.
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I hope that your philosophical views will be rapidly circulated, and it
will be a pleasure for me to contribute to this as much as possible.

Yours respectfully,
Bertrand Russell.

Letter II

Bagley Wood, Oxford.
5 . XI . 1906.

My dear sir,
Many thanks for your friendly letter, and for your interesting article “On

the Place of the Theory of Objects in the System of Sciences”. I too am of
the opinion that the differences between us are unimportant. In general 
I find myself sharing the same standpoint as you do. I agree especially when
you assert that mathematics is an “existence-free science” and belongs 
properly to the theory of objects.

With regard to impossible objects, I am in no way deterred by the con-
sequence that, according to my view, the golden mountain should be put
into the same class as the round square. Accordingly I have in my article
“On Denoting” used the King of France as an example. As you know, there
is for me no fundamental concept of necessity: consequently I cannot dis-
tinguish between Impossible and non-existent objects. Moreover, I cannot
see how one can distinguish between “to exist” and “to be existent”. That
sentences, true [as well as] false, can be formed in which impossible objects
appear as grammatical subjects, of course I do not deny; but I believe that
these sentences must be interpreted in the manner I have indicated in my
article “On Denoting”.

What you say about Frege on p. 51 pleases me greatly. Because of 
his extraordinary difficulty he is very little read, but he is, in my opinion,
worthy of the highest recognition.

Yours most respectfully,
Bertrand Russell.

Letter III

Bagley Wood, Oxford.
5 . II . 1907.

My dear sir,
Many thanks for sending your second article “On the Place of the 

Theory of Objects in the System of Sciences”, which I find very interesting.
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I have read carefully what you have written about the concept of 
necessity, and I believe that the difference of opinion between us is not so
great as it first seemed. I fully acknowledge an epistemic distinction between
a priori and empirical knowledge; but it seems to me that the related 
distinction of the appropriate Objectives consists fully in this, that a priori
knowledge is always existence-free, while empirical knowledge is 
always existential. The word necessary is ambiguous in ordinary speech, and
only a rather long discussion could elucidate all the possible senses of this
word.

With what you write concerning non-Euclidean Geometry I am 
unfortunately not in sympathy. My own opinions I have often defended in
the Revue de Métaphysique et de Morale against Poincaré; also in Principles of
Mathematics, Part VI, and briefly in Mind, July 1905, pp. 414–5. Non-
Euclidean Geometry does not assert that two parallels can intersect; it ques-
tions whether there are parallels. I am also of the opinion that Geometry is
an existence-free science, insofar as Geometry is pure mathematics. As pure
mathematics all geometries are equally true; they merely assert what 
follows from certain premisses – they are all equally hypothetical. But there
is also one space that exists, or at least so pertains to existence, that can be
called the space of the real physical world. Whether this space is an exam-
ple of Euclidean or non-Euclidean Geometry can, in my opinion, only be
decided empirically. That two parallels cannot intersect is indubitable; but
it has to be asked whether the real world admits of parallels or not.

In order to be able to assert the possibility of empirical knowledge of
spatial relations, it must of course be admitted that real relations can be
given empirically. Then it must be asked: Are the perceived spatial relations
(or those derived from perception) Euclidean or non-Euclidean? Mathematics
shows that any class that through relations generates a Euclidean space, at
the same time, through other subsisting relations, also generates all non-
Euclidean spaces. Out of all these systems of relations there is, however, in
the actual world, only one system of which it can in a certain sense be said
that the relations of which it consists exist. In your discussion I find nothing,
so far as I can see, which refutes this view.

By and large I concur with your writings, and so it is useful to discuss
details. With friendly wishes I remain,

Yours sincerely,
Bertrand Russell.
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In 1911, six unremarkable American philosophers published “The
program and first platform of six realists” in which, after a joint state-
ment, each gave their views on what they thought realism was in
philosophy. Given that Russell thought of himself as a realist, he was
inspired to write down his views which were published immediately
after theirs. It is clear, however, that Russell’s account has a widely
different emphasis to that of the Americans. Given that Russell was
a central figure in the realist revolt against neo-Hegelianism, how-
ever, it is to be expected that we see him highlighting the differences
from Bradley more than what is common with the Americans.

Realism in philosophy has various meanings. After the work of
Michael Dummett, it has come to be associated with the rejection
of his position of anti-realism (Dummett 1978). C. B. Martin, for
instance, supports realist intuitions that there are truths wholly
inaccessible to empirical detection (Martin 1994). Anti-realists
reject claims of verification transcendent truth. Hence the state-
ment “a dinosaur coughed, here, 200 million years ago” is neither
true nor false, if there remains no evidence or no way of obtaining
evidence for its truth or falsity.

It is thus curious to see Russell opening his statement of 
realism with the claim that “The fundamental doctrine in the 
realistic position, as I understand it, is the doctrine that relations
are ‘external’ ”. Put in historical context, however, this can be
understood as Russell taking realism to get its meaning by con-
trast with idealism – chiefly idealism of the Bradleyan variety.

That relations are “external” is explained by Russell as meaning
that:

(1) relatedness does not imply any corresponding complexity in
the relata,

(2) any given entity is a constituent of many different complexes.

These are both anti-Bradleyan claims. The Bradleyan says that,
for any relation such as a being the father of b, the relation holds
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in virtue of some element in a : a having the nature of being the
father of b (and some element in b : b having the nature of being
fathered by a). If the reader finds any plausibility in this example,
perhaps they will not with the following. Suppose a is nearer the
North Pole than b. Are we to suppose that a has, in its nature, an
element of being nearer the North Pole than b? Instead, Russell
came to see that we need to posit a and b and a relation between
them that was not contained in some element of a or b but was 
separate or “external” to them. Hence, a and b have a certain rela-
tion external to, but between, them that is not contained in either
one: the relation of one (a) being nearer the North Pole than the
other (b). This relation can change without any change in the
internal nature of either. Hence b can be moved so that it is nearer
the North Pole than a but without any other change in the non-
relational or “intrinsic” natures of either. Such change-without-
intrinsic-change is just what Russell’s account says it is: purely
relational, that is, purely in the relation between a and b and not
in a or b themselves.

Second, the Bradleyan has a position which does not allow the
same thing to be involved in more than one relation at a time.
Where a is the father of b but the son of c, it is not, according to
Russell’s opponent, the same a that is father of b and son of c.
Rather it is a qua father of b that is father of b and a qua son of c that
is son of c; and a qua father of b and a qua son of c are always two dif-
ferent entities. On Russell’s view, a single entity may be involved
in many different relations simultaneously so a may be father of b,
son of c, taller than d, nearer the North Pole than e, and so on, and
it is that same entity a in each case that stands in these different
relations to these different things. That this account of the nature
of relational complexes seems so plausible to us shows what a debt
we owe to Russell and others who were able to overcome the 
confused and confusing received view of their time.

However, we may not have heard the last of internal relations.
While the example of … being nearer the North Pole than … might
seem a plausible external relation, it is not a proof that all relations
are external. Some metaphysicians now argue that there are prop-
erties that have an internal relation to manifestations of a certain
kind (Ellis 2001; Lombardo 2002). While this is not a return to
Bradley, it is a rejection of a Humean metaphysic that has the basic
elements of reality as causally inert, discrete atoms, freely recom-
binable with all other elements. Russell’s metaphysics thus falls
into the category now under attack by the anti-Humeans.

Russell goes on, towards the end of the paper, to discuss issues
far closer to contemporary realism. He affirms the current realist
doctrine that there are unknown truths. That Russell took up 
the opportunity to express such views shows that he thought the
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battle against the fallacies of his “anti-realist” opponents had not
finally been won and, despite much time for us to reflect, it seems
that the battle is still not won.

“The Program and First Platform of Six Realists”, which appeared in this
Journal last July,1 gives expression to a growing movement in philosophy in
a way which deserves the gratitude of all who are in sympathy with that
movement. As I find myself in almost complete agreement with the “six
realists”, I have thought it might be desirable to attempt on my own
account a somewhat similar statement of my philosophical opinions.

The fundamental doctrine in the realistic position, as I understand it, is
the doctrine that relations are “external”. This doctrine is not correctly
expressed by saying that two terms which have a certain relation might
have not had that relation. Such a statement introduces the notion of possi-
bility and thus raises irrelevant difficulties. The doctrine may be expressed
by saying that (1) relatedness does not imply any corresponding complex-
ity in the relata; (2) any given entity is a constituent of many different 
complexes. Each of these propositions requires some expansion.

1. The view which is intended to be denied by this proposition is the view
that, whenever a term a has a certain relation R to a certain other term b,
that implies some element in a in virtue of which it has the relation R
to b. It is usual in this connection to speak rather of the “nature” of a than
of a, and it is not clear whether the “nature” of a is or is not identical with
a; but in any case, this “nature”, according to the view we are denying, is
complex, and contains a constituent which expresses or accounts for a’s rela-
tion to b. Writers who advocate the view in question do not state what they
mean by the “nature” of a. Three views may be suggested: (�) We may 
suppose that the “nature” of a is identical with a. In this case, we affirm, on
the basis of a reductio ad absurdum, that the contention that a’s “nature” must
contain a constituent which expresses or accounts for a’s relation to b, is
demonstrably false. ( �) We may suppose that a’s “nature” is all the propo-
sitions that are true of a, or all the complexes of which a is a constituent. In
this case, the view in question becomes a truism, but fails to yield any 
of the consequences commonly deduced from it. (�) We may define the
“nature” of a as its predicates or attributes, as opposed to its relations. This
view requires a word of explanation. We are accustomed to dyadic, triadic,
tetradic … relations. A dyadic relation may be defined as one which can
occur in propositions containing only two other terms, i.e. as one such that
the simplest propositions in which it occurs contain only two other terms.
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Similar definitions apply to triadic, tetradic … relations. Now there may
also be – I do not say there are – what we may call monadic concepts, i.e.
concepts which can occur in propositions having only one other term. Such
concepts may be called predicates or attributes. It is of course the case that,
whenever a subject has a predicate, there is a dyadic relation of subject and
predicate, but it does not follow that there is not also a proposition in which
the predicate is merely predicated. The analogy of dyadic relations will
make this clearer. Whenever a has the relation R to b, there is a triadic rela-
tion of a and R and b, but in this relation R occurs as a term of the relation,
not as the relating relation of the proposition. Similarly, if there are
monadic concepts, the propositions in which they are said to have the 
relation of predication to their subjects will not be identical with the propo-
sitions in which they are actually predicated. Assuming, then, that there are
monadic concepts, the “nature” of a may consist of all those monadic con-
cepts which are predicable of a. Then the view that a’s “nature” contains a
constituent which expresses or accounts for a’s relation to b will be the view
that there is a monadic concept predicable of whatever has the said relation
to b and of nothing else. More generally, the view in question may be stated
as follows: “Every propositional function of one variable is formally equiva-
lent to some monadic propositional function”, where a monadic proposi-
tional function is one which attributes a monadic concept to a variable
subject. It is no concern of the doctrine of external relations either to affirm
or deny the above view, though we must contend that there is no reason to
suppose the above view to be true. We must, however, deny that a term is
composed of all the monadic concepts which are predicable of it, i.e. that 
a particular subject is identical with the sum of its predicates.

I do not for a moment wish to suggest that any one of the above three
views (�), (�), (�), is held by any of the opponents of external relations
They, I believe, hold a confused mixture of all three, and would not 
continue their opposition if the confusion were removed. My purpose in 
setting forth the above three views was to make it clear what it is that 
I affirm, and what it is that I deny. The view I advocate is, that a term 
a may have a relation to a term b without there being any constituent of 
a corresponding to this relation. If this were false, simple terms could have
no relations, and therefore could not enter into complexes; hence every term
would have to be strictly infinitely complex.

2. Authors who deny external relations hold, in addition to the doctrine
discussed above, that it is impossible for precisely the same term to be 
a constituent of two different complexes, or to occur in two different propo-
sitions. They say that if A is the father of B and the son of C, it is not strictly
the same entity which is father and son, but that it is “A quâ father of B”
who is the father of B, and “A quâ son of C” who is the son of C. 
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This doctrine also is denied by those who advocate external relations. They
would argue that “A quâ father of B” is a complex containing the constituent
A, and “A quâ son of C” is also a complex containing the constituent A.
Thus the attempt to avoid an identical constituent in two complexes breaks
down. The two parts of the doctrine of external relations together consti-
tute the justification of analysis, and the denial of the view that analysis is
falsification.

The importance of the question as to the value of relations lies in the fact
that current arguments against realism and pluralism almost all depend
upon the doctrine of internal relations. When this doctrine is rejected, the
question as to the number of things that exist becomes purely empirical,
but no empirical fact is more certain, if a priori refutations fail, than that
many things exist. I should therefore prefer to call the philosophy which 
I advocate “pluralism” rather than “realism”, because realism, in most of its
accepted uses, involves long and difficult arguments which might be
rejected without contravening anything that was said above as to the nature
of relations. Nevertheless, if any case is to be made out against this or that
form of realism on the basis of external relations, it will have to be a new
case, based upon quite different arguments from those hitherto employed
by idealists. I do not myself believe that any such case can be made out; at
the same time, all the questions involved seem to me to demand fresh 
discussion, and what seems to me so far firmly established is a logic and a
method, rather than any positive metaphysical results. What is plain is that
all arguments based on the contention that knowing makes a difference to
what is known, or implies a community or interaction between knower and
known, rest upon the internal view of relations, and therefore fail when this
view is rejected. It is true there is another argument for idealism, namely
the argument which Professor Perry calls the “egocentric predicament”.
This argument is, in brief, that everything must be known, because we can-
not know of anything else. This is a foolish fallacy, which would equally
prove that I must be acquainted with everybody whose name is Smith.
Sometimes, more plausibly, it is urged merely that we cannot know that
there are things we do not know; but this view rests upon a wrong analysis
of general propositions, in fact upon the same wrong analysis which led Mill
to regard Barbara as a petitio principii. When we know a general proposition,
that does not require that we should know all or any of the instances of it.
“All the multiplication-sums that never have been and never will be
thought of by any human being deal with numbers over 1,000” is obviously
a true proposition, although no instance of such a sum can ever be given. It
is therefore perfectly possible to know that there are propositions we do not
know, in spite of the fact that we can give no instance of such a proposition.
Thus it is fallacious not merely to argue that everything must be known,
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but even to argue that we cannot know that there are things which we do
not know. This instance, like many others, illustrates the elementary 
blunders which philosophers have made owing to their neglect of logic.

To sum up: The primary philosophic effect of the logical doctrines which
I share with the “six realists” seems to me mainly negative; it shows that
most current philosophical argument is fallacious, and that many questions
which have been supposed amenable to a priori treatment must be dealt
with empirically, since logic leaves the alternatives undecided. At the same
time, in all those matters in which philosophy has been led to contravene
science and common sense, there is a presumption, if the arguments of
philosophers have been unsound, that their conclusions have been false;
hence the logic in question naturally associates itself with pluralism and
realism rather than with monism and idealism. Moreover, by the rejection
of a priori constructions the way is opened for philosophy to become induc-
tive, and to begin the patient cooperative accumulation of results by which
the triumphs of science have been achieved.
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“Analytic realism” is another paper with a manifesto-like quality.
It was read in Paris on 23 March 1911 and the ensuing discussion,
of which Russell’s main contribution is included, was recorded 
verbatim. The analytic element, that Russell introduces here, gives
a foretaste of his logical atomism. It is that “the existence of the
complex depends on the existence of the simple, and not vice
versa”. There are two kinds of simples, or atoms: universals and
particulars. Russell claims that complexes presuppose simples
whereas simples do not presuppose complexes.

There are good grounds on which to dispute this, for reasons
which later were to cast the logical atomist programme into
doubt. The problem can be approached from an epistemological
viewpoint or a metaphysical one.

The epistemological problem of atomism is that, while we can
know something to be complex, we can never know that some-
thing is simple. Thus, I could see that some phenomenon has
parts, and thereby know it to be complex, but to know that some-
thing is simple is to know that it does not have parts and this, it
seems, cannot be known. Something may appear simple to me, but
there will always be the possibility of it having unknown parts.
Hence, Russell’s assertion that “one must discover the simple ele-
ments of which complexes are composed” is an imperative it is
impossible to fulfil with any satisfactory degree of certainty.

The metaphysical problem is that there seems no a priori 
reason why there should be simples. There may be simples but,
also, there may be infinite complexity. Consider the history of
investigation into the structure of matter. Atoms were first posited
as simples until it was discovered that they had parts. These parts
were then supposed to be the simples until further parts were dis-
covered to some of them. Currently we think hadrons and leptons
are without structure but can we be sure that they do not in turn 
have parts? Could every such entity have parts? Could there be
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infinite complexity, all the way down?a Philosophers have not 
produced a good argument why not so it seems that if atomism is
true, it is only contingently so and, prior to a conclusive argument,
we should not have a philosophical commitment either way. This
leaves us with the disconcerting result that atomism can neither be
a priori nor a posteriori proved, but nor can it be a priori or a 
posteriori disproved.

Those in favour of Russell’s general analytic approach can 
preserve a weakened form of atomism that avoids both the episte-
mological and metaphysical objections. We may not be able to say
certainly that there are absolute, structureless atoms but we can 
say that there are relative atoms and relative atoms are all we need to say
that something is complex. Russell’s claim that “complexes presup-
pose simples” is wrong, if such simples are to be understood literally
as simples, but it will be right if they are understood only as relative
simples. Hence an atom is a simple relative to the complex molecule
even if the atom is in turn complex relative to something else. This
kind of relative atomism is developed in Armstrong’s factualism, where
facts are non-linguistic and equated with states of affairs. Some such
states of affairs are relatively simple (Armstrong 1997: 122–3).

In addition to the atomism developed in this paper, Russell dis-
cusses some more general metaphysical matters. He argues, for
example, that there are both universals and particulars. Universals
are covered in more depth in Part III, below. Particulars he allows
only the logical properties of traditional substances; that is, they are
those things that are the subjects of predicates or the terms in rela-
tions. They are not given the metaphysical features of substances, as
traditionally conceived, such as being independently existing
underlying substrata. Particulars are also considered by Russell in
Part IV and in paper 21.

The Philosophy which seems to me closest to the truth can be called “analytic
realism”. It is realist, because it claims that there are non-mental entities
and that cognitive relations are external relations, which establish a direct
link between the subject and a possibly non-mental object. It is analytic,
because it claims that the existence of the complex depends on the existence
of the simple, and not vice versa, and that the constituent of a complex,
taken as a constituent, is absolutely identical with itself as it is when we do
not consider its relations. This philosophy is therefore an atomic philoso-
phy. The atoms are of two kinds: universals, which are similar to Platonic
ideas, and particulars, which, in logic, are similar to substances, since they
can never appear as predicates or relations in propositions. (In metaphysics,
however, particulars hardly resemble substances, since they have no need for
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permanent existence.) Known universals are called concepts; known particulars
are called sense-data (including those of inner sense). Neither concepts nor
sense-data are in the mind which knows them. There is no general reason to
suppose that what is known depends in any way on knowledge. There are,
however, reasons of detail for believing that sense-data exist only when they
are perceived. The physical world studied by science is therefore in no way
identical with the sensible world, and we believe there is a physical world
only for inductive reasons, which are more or less probable. Universals, on
the other hand, do not exist in the same sense as particulars do; one should
rather say that they subsist. Their subsistence depends in no way on the
minds which know them; the abstract sciences have, therefore, as their
object something completely independent of any mental element.

This philosophy recommends itself partly for reasons of a general kind,
and partly for reasons derived from the principles of mathematics. Most
philosophies arrive at the conclusion that mathematical propositions cannot
be completely true, and that they are more or less tainted with contradic-
tions or inaccuracies. The philosophy I call analytic realism, on the other
hand, yields the conclusion that there is no reason to doubt the absolute
truth of mathematical propositions. It resolves all the contradictions, both
ancient and modern, which have been found in mathematics, and it shows
that the exactitude of mathematics depends on its being concerned with an
abstract world, a world of essences or Platonic ideas, which is not subject to
the inaccuracies of sensory knowledge, and which is not constrained by the
subjective variations one would have to fear in accepting a psychological
theory such as that of Kant. The transition from the world of abstractions
to the world of particulars is the same as the transition from pure mathe-
matics to applied mathematics; it is made by finding, in the actual world,
something which verifies an hypothesis of pure mathematics.

Besides the completely general problems that analytic realism claims to
solve, I should add that (to my mind) it provides the most satisfactory analy-
sis of the infinite, the continuum, space, time and motion. The problem of
relating the sensible flux to the abstract world of mathematical physics is, if
I am not mistaken, completely solved by a mixture of modern mathematics
and the philosophy to which it has led me. As with all philosophies, however,
this one recommends itself not so much by its detailed and precise arguments,
as by providing a harmonious picture of the universe and the sciences.

DISCUSSION

Mr. B. Russell – The philosophy I espouse is:
Realist, because it considers existence as independent of knowledge.

There is an infinite regress in epistemological idealism, since knowledge
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can exist only if it is known, etc. Therefore existence does not imply being
known: there could be a completely material world, and in the actual world
there could be some things of which we have no knowledge. Knowledge of
an object is a direct relation between the mind and the object: there is no
corresponding change in the mind, but only a relation; in other words,
knowing is not having an idea of what is known. Moreover knowing does
not imply that the mind and what it knows have a common nature. In this
sense, the philosophy in question is realist. I am not saying, however, that
sensible objects, i.e. the immediate sense-data, exist independently of us in
a causal sense, but I reject the a priori arguments which purport to show
that nothing can exist independently of the mind, and I believe that what
is known cannot be nothing, and must, therefore, subsist, whereas what
subsists may very well not be known.

Secondly, the philosophy I espouse is analytic, because it claims that one
must discover the simple elements of which complexes are composed, and
that complexes presuppose simples, whereas simples do not presuppose
complexes. Many philosophers believe that the constituent of a complex, as
such, is not exactly the same as what it is in itself, but is changed in becom-
ing a constituent. This seems to me to rest on a confusion between the prac-
tical identity of people and things in everyday life, and logical identity. For
example, a man is changed when he marries a certain woman. Does this
mean that the spouses are not two people, whom we can consider without
error (however incompletely) in reciprocal isolation? No; it only means that
marriage causes changes such that the husband is not exactly the same man
as the bachelor. But the analysis of a complex is not its biography, and hence
there is no logical difficulty.

I believe there are simple beings in the universe, and that these beings
have relations in virtue of which complex beings are composed. Any time 
a bears the relation R to b there is a complex “a in relation R to b”. The change
consists in the fact that there are complexes belonging to a time t, and that it
might happen that, if we substitute another moment t� for t, there would no
longer be a complex. Take motion, for example: One can have the complex 
“a at point p at time t” without there being “a at point p at time t�”. If we
have “a at point p� at time t�” we can say that a has moved between t and t�.

You will note that this philosophy is the philosophy of logical atomism.
Every simple entity is an atom. One must not suppose that atoms need per-
sist in time, or that they need occupy space: these atoms are purely logical.

You will also observe that in every complex there are two kinds of con-
stituents: there are terms and the relation which relates them: or there
might be (perhaps) a term qualified by a predicate. Note that the terms of
a complex can themselves be relations, as, for example, in the statement that
priority implies diversity. But there are some terms which appear only as
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terms and can never appear as predicates or relations. These terms are what
I call particulars. The other terms found in a complex, those which can
appear as predicates or relations, I call universals. Terms like diversity,
causality, father, white, etc., are universals. They are in effect Platonic ideas.
Only one should not suppose that universals exist in the same sense that par-
ticulars exist; it is better to say that they subsist. Particulars have the purely
logical properties of substances, but do not have their metaphysical proper-
ties. That is to say, particulars can only be either the subjects of predicates
or the terms of relations. Particulars and only particulars exist in the narrow
sense of the word. But they need not persist: they may exist only for an
instant. Neither does their existence need to be causally independent of
other existences. (From the logical point of view, any simple existence is
independent of any other, and the only dependence is that of the complex
on the simple.) The old idea of substance, as one can clearly see in Leibniz
for example, contained two elements: (1) a logical element, (2) a metaphys-
ical element, namely permanent and independent existence. I accept the
first element, but I do not accept the second.

Some universals are known and some are not. The same can be said of
particulars. Universals which are known are called concepts; particulars which
are known are called sense-data (taking this expression in its widest possible
interpretation). Concepts and sense-data are equally objects to the mind: that
is to say, they are entities with some cognitive relationship to the mind.
Neither the one nor the other is in the mind – except, however, for the data
of inner sense.

There is no general reason to reject naive realism, i.e. the realism which
claims that sense-data are identical with physical objects and that they sub-
sist unchanged when not perceived. There are, however, special reasons –
the traditional reasons – for believing that sense-data do not depend
(causally) only on the object, but also on the subject. In other words, one is
forced to believe that sense-data are entities which exist only when there is
a certain relation between the subject and the physical object – a relation
partly spatial and partly psychological. The physical object is a “thing in
itself” which cannot be known directly. Even its existence is doubtful, since
it depends on a rather precarious induction.

In saying that a physical object – i.e. that which subsists independently
of the observer – is a “thing in itself ”, I do not mean to say that the cate-
gories do not apply to the physical object, nor that it is unknowable in an
absolute sense. It can be described; the nature of its relations with other
things can be known – in a word, one can know all that physics has to say
on this subject. That it is not known directly, is, one might say, purely an
accident; it may even be possible to know it directly, in some cases, where it
is given. For the specific reasons which show the “subjectivity” of sense-data
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are not demonstrable in all cases. However, it is easier and more plausible
to suppose that the physical world and the sensible world have no point in
common, and that there is merely a more or less exact correspondence
between the two. In the case of dreams, for example, the correspondence is
lacking. The particulars which we know are subjective in so far as their 
existence depends partly on us – from the causal point of view, of course,
not from the logical point of view.

Universals, on the contrary, do not depend on us in any way. In the case
of particulars, we have a causal dependence, but there could not be a causal
dependence in the case of universals, since they do not exist in time. A log-
ical dependence is equally impossible, since simple things do not logically
depend on anything, and complex things logically depend only on their
constituents. Therefore, universals are completely independent of the mind,
as is everything else which exists, in the narrow sense. The laws of logic, for
example, while they are customarily called “laws of thought”, are just as
objective, and depend as little on the mind, as the law of gravity. Abstract
truths express relations which hold between universals; the mind can 
recognize these relations, but it cannot create them.

It is obviously impossible, on this occasion, to give even a general sur-
vey of the reasons which led me to adopt analytic realism. I will, however,
say a few words on the contrary faults to be found in idealism, on the one
hand, and in empiricism, on the other. Idealism, taken seriously, leads to
the conclusion that what is called “a priori truth” is nothing but an illusion;
one cannot help but believe it, but it is not what is the case. On the other
hand, empiricism, by which we mean the theory that all evidence rests on
sense-experience, leads to the conclusion that one cannot know anything
except sense-data. Every law, every prediction, is not only rash, but com-
pletely devoid of probability. For to say: “this data makes this other event
probable”, is to employ a principle of probability which cannot be proved
by evidence derived from the senses: one will always have to resort to a 
general principle. Therefore, neither idealism nor empiricism provides a 
theory of knowledge consistent with the facts. Moreover, both theories
refute themselves: idealism, because it leads to a vicious regress, since, if
existence depends on knowledge, the existence of knowledge depends on
the knowledge of knowledge and so on; empiricism, because its principle
that nothing is known except through the senses, cannot itself be known by
the senses. It is therefore imperative to find a theory of knowledge which is
neither idealist nor empiricist.
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Russell’s essay on the philosophy of logical atomism is well known,
having being anthologised previously and appearing as the 
basis of an edited book (Pears 1972). Like the last selection, this 
is a verbatim account of Russell’s lecturing. The series was 
presented at Gordon Square in London when Russell was in 
much need of money. As a whole, the essay is the largest record 
of Russell’s lecturing. This selection includes the sections on 
facts, negative facts and the whole final part in which Russell 
considers some of the implications of his philosophy for 
metaphysics.

The basis of the philosophy of logical atomism, we have already
seen. The difference between the previous selections in this Part,
and the current, is that in the meantime Russell had met and been
much influenced by Wittgenstein. Russell acknowledged, in 
a preamble, this essay’s debt to his former pupil. Details of their
meeting and relationship have been well chronicled elsewhere 
(e.g. Russell 1968: 98–101) so will receive no comment here. It
appears that Russell had made a factualist interpretation of the
early work of Wittgenstein. Whether this is the correct interpre-
tation of Wittgenstein is always likely to be contentious. 
More recent philosophers have followed the Russell-line of inter-
pretation (e.g. Skyrms 1981), so if Russell was misinterpreting
Wittgenstein, he deserves credit for originating a philosophy that
has proved enduring.

Earlier in the essay, Russell advocates an atomistic logic in
which there are many separate things. The atoms are logical, by
which Russell means that they are the last residue in analysis. In
other words, when one analyses a complex, the atoms are that
which are unanalysable and thereby at the end of process of analysis.
They are logical atoms rather than physical atoms. Russell thinks
that there are logical atoms, which are simple and unanalysable,
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though, as he makes clear, this might not be the case and there
could be infinite complexity.a

The world contains facts, as described in the first selection,
below, which exist whether or not we think of them. We have
beliefs, which are true or false by reference to facts. A fact is what
makes a proposition true or false. There are different kinds of facts:
particular (this is a man); general (all men are mortal), and so on.
A proposition is the vehicle of truth and falsehood. It asserts some-
thing. It is, however, only a symbol, and properties of the symbol
are not always properties of the thing. A symbol is something that
“means” a fact.

A fact is evidently complex and is expressed by several words.
The simplest imaginable fact is the possession of a quality by 
a particular thing, for example, “this is white”. An atomic pro-
position contains a single verb. An atomic fact is the smallest 
thing that is, that exists, though it is a complex of particular 
and universal. David Armstrong has clarified the issue of how the
simplest thing can also be complex (Armstrong 1997). The uni-
versals and particulars themselves have no independent existence
in that there cannot be a particular that instantiates no universal
and there cannot be a universal that is not instantiated in particu-
lars. Universals and particulars do not, therefore, qualify as inde-
pendent existences so the smallest units of existence must be the
atomic facts.

You can understand a proposition through understanding 
the component words but you cannot understand the simplest
component words themselves through analysis. The basic compo-
nents are simples so their meaning cannot be given by any other
terms. “Red”, for instance, is a simple symbol; “this is red” is a
complex one. The simple symbol can only be understood through
acquaintance with the object; for example, by experiencing 
redness.

The next simplest fact is a relation between two facts, for
example, “this is to the left of that”. Next, there are tetradic rela-
tions, and so on. All facts assert some relation (including monadic
relations) for some particular, where a particular is defined as the
term of relations in atomic facts.

Molecular propositions are built out of propositions by using
words such as “if ”, “and” and “or”. Hence the proposition “today
is Wednesday or today is Thursday” is a “molecule” built out of
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the two “atoms” “today is Wednesday” and “today is Thursday” by
connecting them with the disjunction “ … or … ”. Though there
are disjunctive propositions, there are no disjunctive facts, and
there are similarly no molecular facts corresponding to other
molecular propositions. Molecular facts are simply not needed so,
by application of Occam’s razor, a principle Russell frequently
invokes, they are not included in the list of what exists. We can say
that the truth of molecular propositions is a function of the truth
of the constituent propositions. Hence, for any two propositions, 
p and q, if p and q are both false, the disjunction “p or q” will be
false whatever the content of p and q. If at least one of p or q is true,
their disjunction is true.

However, a complication arises in that Russell has to concede
that there are, or there may be, negative facts. An opponent,
Demos, had said that in asserting “not-p” one is asserting that
another proposition q is true and q is incompatible with p (Demos
1917). Russell rightly objects to Demos’s account on the grounds
that: (a) it makes incompatibility fundamental and an objective
fact, which is not so much simpler than allowing negative facts, 
(b) the incompatibility between two facts would be a molecular
fact and the aim of the analysis was to find atomic facts, and 
(c) incompatibility is not between facts but between propositions.

Russell goes on to consider propositions and facts with more
than one verb such as wishing, believing, willing. These do require
a new form of fact. Where there are two or more verbs, as in 
“I believe Socrates is mortal”, there are correspondingly two facts
or constituents (for lack of a suitable term, Russell calls these con-
stituents “verbs” also). The object of a belief must be a proposition,
not a fact, because of the possibility of error. However, proposi-
tions are “nothing”; they do not inhabit the real world.

We then get accounts of general propositions and existence,
singular existence and classes, which take up themes Russell has
already developed in earlier work. On classes, Russell iterates the
point that statements about classes can be translated into a form
that does not mention classes at all. They are thus logical fictions
that can be analysed into their logical atoms.

This takes us to the final lecture, “Excursus into metaphysics”,
which is reproduced in full below. The application of Occam’s
razor is one of the key themes of the lecture. We should attempt
to invoke as few entities as possible, in our metaphysics, as this
reduces the possibility of error. The reliability of Occam’s princi-
ple is controversial, however. Is simplicity a reliable guide to how
things really are? Could something that appears simple to us actu-
ally be complex in reality? It might be thought also that there is
an anti-realist tendency in Russell’s philosophy when he applies
the razor, as evinced in the claim he makes that, like classes, 
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physical objects are logical fictions.b However, this lecture offers 
a key to understanding Russell’s attitudes to metaphysics, realism
and anti-realism. Although logical fictions can be substituted for
supposed metaphysical entities, the metaphysical entity is neither
asserted nor denied. Rather, Russell refuses to believe in anything
for which there is no empirical evidence and metaphysics is not
part of empirical knowledge. Epistemological commitments drive
this metaphysical quietism. As Russell describes, his key episte-
mological commitment is that the immediate objects of acquain-
tance are our sense-data, otherwise known as sensations and qualia.
That we see only representations or appearances of objects, rather
than objects themselves, continues to be an attractive view for
many thinkers. Since Russell’s day, however, the view has been
subject to a number of attacks (e.g. Austin 1962; Dennett 1991).
If one accepts the sense-data theory, however, knowledge is limited
to our experiences and what can legitimately be built out of them
(Russell attacked this view himself, in the last paragraph of the
previous paper, above). A distinction can be made between what 
is real and illusory, however, even within the sense-data theory. 
To say a thing is a real thing as opposed to a phantom is to say 
that it is linked up with other appearances: it has a whole series of
correlations to my earlier and later “appearances” and to the
appearances to others. The same applies to other persons, however:
they are correlated systems of appearances to me. This suggests,
finally, a neutral monism where the distinction between mental
and physical is entirely a matter of arrangement and context.c

The most authoritative source of Wittgenstein’s relevant views
is his Tractatus, which was completed by 1918, but unknown to
Russell at the time of his logical atomism lectures. Russell was
influenced by Wittgenstein, at this point, only through his dis-
cussions with him before the First World War. The Tractatus was
eventually published in 1921, largely through Russell’s efforts
(Wittgenstein 1921). There has been a recent renewed interest in
Russell’s logical atomism, due mainly to work by David
Armstrong (Armstrong 1997). Armstrong arrived at his factualist
ontology via Brian Skyrms’s “Tractarian nominalism” (Skyrms
1981), which, as the title suggests, develops an interpretation of
the Tractatus. Armstrong argues for a factualist ontology where a
fact is a non-linguistic entity, as in Russell. He also calls such facts
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states of affairs. Armstrong shows how far the factualist ontology
can be developed in metaphysics, building out of it accounts of
modality, causation, laws of nature, numbers and classes.

Significantly, Armstrong dissents from Russell’s view that
there are negative facts. Negative facts can be avoided if we allow
instead second-order states of affairs. The negative truth “it is not
that a is G” is made true not by a negative state of affairs but by
the second-order state of affairs that the set S is all the states of
affairs there are, and S does not include “that a is G”. However, it
might be thought that this is little more economical than Russell’s
solution, as Armstrong admits second-order states of affairs where
Russell admitted only first-order facts, but including first-order
negative facts. Further, it has been argued that the putatively
objectionable features of Russell’s negative facts are not so objec-
tionable after all (Patterson 1996). a being not-red can be under-
stood as a negative fact grasped by acquaintance with the property
not-red.

Traditional views are that one can be acquainted with no such
thing but it is arguable that one can be acquainted with the property
red only if one can be acquainted with not-red. One understands
what the properties are either both together or not at all. George
Molnar, even more recently, has cast doubt on all the accounts of
truthmakers for negative truths that are currently available, includ-
ing Russell’s solution and Armstrong’s (Molnar 1999). Molnar
argues that this issue has yet to be resolved satisfactorily, which is
a major embarrassment of metaphysics.

ON FACTS

The first truism to which I wish to draw your attention – and I hope you
will agree with me that these things that I call truisms are so obvious that
it is almost laughable to mention them – is that the world contains facts,
which are what they are whatever we may choose to think about them, and
that there are also beliefs, which have reference to facts, and by reference to
facts are either true or false. I will try first of all to give you a preliminary
explanation of what I mean by a “fact”. When I speak of a fact – I do not
propose to attempt an exact definition, but an explanation, so that you will
know what I am talking about – I mean the kind of thing that makes 
a proposition true or false. If I say “It is raining”, what I say is true in a 
certain condition of weather and is false in other conditions of weather. 
The condition of weather that makes my statement true (or false as the case
may be), is what I should call a “fact”. If I say “Socrates is dead”, my 
statement will be true owing to a certain physiological occurrence which
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happened in Athens long ago. If I say, “Gravitation varies inversely as the
square of the distance”, my statement is rendered true by astronomical fact.
If I say, “Two and two are four”, it is arithmetical fact that makes my state-
ment true. On the other hand, if I say “Socrates is alive”, or “Gravitation
varies directly as the distance”, or “Two and two are five”, the very same
facts which made my previous statements true show that these new 
statements are false.

I want you to realize that when I speak of a fact I do not mean a particu-
lar existing thing, such as Socrates or the rain or the sun. Socrates himself
does not render any statement true or false. You might be inclined to suppose
that all by himself he would give truth to the statement “Socrates existed”,
but as a matter of fact that is a mistake. It is due to a confusion which I shall
try to explain in the sixth lecture of this course [not included], when I come
to deal with the notion of existence. Socrates1 himself, or any particular thing
just by itself, does not make any proposition true or false. “Socrates is dead”
and “Socrates is alive” are both of them statements about Socrates. One is true
and the other false. What I call a fact is the sort of thing that is expressed by
a whole sentence, not by a single name like “Socrates”. When a single word
does come to express a fact, like “fire” or “wolf ”, it is always due to an unex-
pressed context, and the full expression of a fact will always involve a sen-
tence. We express a fact, for example, when we say that a certain thing has a
certain property, or that it has a certain relation to another thing; but the
thing which has the property or the relation is not what I call a “fact”.

It is important to observe that facts belong to the objective world. They
are not created by our thoughts or beliefs except in special cases. That is one
of the sort of things which I should set up as an obvious truism, but, of
course, one is aware, the moment one has read any philosophy at all, how
very much there is to be said before such a statement as that can become the
kind of position that you want. The first thing I want to emphasise is that
the outer world – the world, so to speak, which knowledge is aiming at
knowing – is not completely described by a lot of “particulars”, but that
you must also take account of these things that I call facts, which are the
sort of things that you express by a sentence, and that these, just as much
as particular chairs and tables, are part of the real world. Except in psy-
chology, most of our statements are not intended merely to express our con-
dition of mind, though that is often all that they succeed in doing. They are
intended to express facts, which (except when they are psychological facts)
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will be about the outer world. There are such facts involved, equally when
we speak truly and when we speak falsely. When we speak falsely it is an
objective fact that makes what we say false, and it is an objective fact which
makes what we say true when we speak truly.

There are a great many different kinds of facts, and we shall be concerned
in later lectures with a certain amount of classification of facts. I will just
point out a few kinds of facts to begin with, so that you may not imagine
that facts are all very much alike. There are particular facts, such as “This is
white”; then there are general facts, such as “All men are mortal”. Of course,
the distinction between particular and general facts is one of the most
important. There again it would be a very great mistake to suppose that you
could describe the world completely by means of particular facts alone.
Suppose that you had succeeded in chronicling every single particular fact
throughout the universe, and that there did not exist a single particular fact
of any sort anywhere that you had not chronicled, you still would not have
got a complete description of the universe unless you also added: “These
that I have chronicled are all the particular facts there are.” So you cannot
hope to describe the world completely without having general facts as well
as particular facts. Another distinction, which is perhaps a little more diffi-
cult to make, is between positive facts and negative facts, such as “Socrates
was alive” – a positive fact – and “Socrates is not alive” – you might say a
negative fact.2 But the distinction is difficult to make precise. Then there
are facts concerning particular things or particular qualities or relations,
and, apart from them, the completely general facts of the sort that you have
in logic, where there is no mention of any constituent whatever of the actual
world, no mention of any particular thing or particular quality or particu-
lar relation, indeed strictly you may say no mention of anything. That is one
of the characteristics of logical propositions, that they mention nothing.
Such a proposition is: “If one class is part of another, a term which is a mem-
ber of the one is also a member of the other.” All those words that come in
the statement of a pure logical proposition are words really belonging to
syntax. They are words merely expressing form or connection, not men-
tioning any particular constituent of the proposition in which they occur.
This is, of course, a thing that wants to be proved; I am not laying it down
as self-evident. Then there are facts about the properties of single things;
and facts about the relations between two things, three things, and so on;
and any number of different classifications of some of the facts in the world,
which are important for different purposes.

PHILOSOPHY OF LOGICAL ATOMISM

103

2 Negative facts are further discussed in a later lecture.



It is obvious that there is not a dualism of true and false facts; there are
only just facts. It would be a mistake, of course, to say that all facts are true.
That would be a mistake because true and false are correlatives, and you
would only say of a thing that it was true if it was the sort of thing that
might be false. A fact cannot be either true or false. That brings us on to the
question of statements or propositions or judgments, all those things that
do have the duality of truth and falsehood. For the purposes of logic, though
not, I think, for the purposes of theory of knowledge, it is natural to con-
centrate upon the proposition as the thing which is going to be our typical
vehicle on the duality of truth and falsehood. A proposition, one may say, is
a sentence in the indicative, a sentence asserting something, not question-
ing or commanding or wishing. It may also be a sentence of that sort 
preceded by the word “that”. For example, “That Socrates is alive”, “That
two and two are four”, “That two and two are five”, anything of that sort
will be a proposition.

A proposition is just a symbol. It is a complex symbol in the sense that
it has parts which are also symbols: a symbol may be defined as complex
when it has parts that are symbols. In a sentence containing several words,
the several words are each symbols, and the sentence composing them is
therefore a complex symbol in that sense. There is a good deal of importance
to philosophy in the theory of symbolism, a good deal more than at one
time I thought. I think the importance is almost entirely negative, i.e. the
importance lies in the fact that unless you are fairly self-conscious about
symbols, unless you are fairly aware of the relation of the symbol to what it
symbolizes, you will find yourself attributing to the thing properties which
only belong to the symbol. That, of course, is especially likely in very
abstract studies such as philosophical logic, because the subject matter that
you are supposed to be thinking of is so exceedingly difficult and elusive
that any person who has ever tried to think about it knows you do not think
about it except perhaps once in six months for half a minute. The rest of the
time you think about the symbols, because they are tangible, but the thing
you are supposed to be thinking about is fearfully difficult and one does not
often manage to think about it. The really good philosopher is the one who
does once in six months think about it for a minute. Bad philosophers never
do. That is why the theory of symbolism has a certain importance, because
otherwise you are so certain to mistake the properties of the symbolism for
the properties of the thing. It has other interesting sides to it too. There are
different kinds of symbols, different kinds of relation between symbol and
what is symbolized, and very important fallacies arise from not realizing
this. The sort of contradictions about which I shall be speaking in connec-
tion with types in a later lecture all arise from mistakes in symbolism, from
putting one sort of symbol in the place where another sort of symbol ought
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to be. Some of the notions that have been thought absolutely fundamental
in philosophy have arisen, I believe, entirely through mistakes as to sym-
bolism – e.g. the notion of existence, or, if you like, reality. Those two words
stand for a great deal that has been discussed in philosophy. There has been
the theory about every proposition being really a description of reality as 
a whole and so on, and altogether these notions of reality and existence have
played a very prominent part in philosophy. Now my own belief is that as
they have occurred in philosophy, they have been entirely the outcome of a
muddle about symbolism, and that when you have cleared up that muddle,
you find that practically everything that has been said about existence is
sheer and simple mistake, and that is all you can say about it. I shall go into
that in a later lecture, but it is an example of the way in which symbolism
is important.

Perhaps I ought to say a word or two about what I am understanding by
symbolism, because I think some people think you only mean mathemati-
cal symbols when you talk about symbolism. I am using it in a sense to
include all language of every sort and kind, so that every word is a symbol,
and every sentence, and so forth. When I speak of a symbol I simply mean
something that “means” something else, and as to what I mean by “meaning”
I am not prepared to tell you. I will in the course of time enumerate 
a strictly infinite number of different things that “meaning” may mean, 
but I shall not consider that I have exhausted the discussion by doing that.
I think that the notion of meaning is always more or less psychological, and
that it is not possible to get a pure logical theory of meaning, nor therefore
of symbolism. I think that it is of the very essence of the explanation of
what you mean by a symbol to take account of such things as knowing, of
cognitive relations, and probably also of association. At any rate I am pretty
clear that the theory of symbolism and the use of symbolism is not a thing
that can be explained in pure logic without taking account of the various
cognitive relations that you may have to things.

As to what one means by “meaning”, I will give a few illustrations. For
instance, the word “Socrates”, you will say, means a certain man; the word
“mortal” means a certain quality; and the sentence “Socrates is mortal”
means a certain fact. But these three sorts of meaning are entirely distinct,
and you will get into the most hopeless contradictions if you think the word
“meaning” has the same meaning in each of these three cases. It is very
important not to suppose that there is just one thing which is meant by
“meaning”, and that therefore there is just one sort of relation of the sym-
bol to what is symbolized. A name would be a proper symbol to use for 
a person; a sentence (or a proposition) is the proper symbol for a fact.

A belief or a statement has duality of truth and falsehood, which the fact
does not have. A belief or a statement always involves a proposition. You say
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that a man believes that so and so is the case. A man believes that Socrates
is dead. What he believes is a proposition on the face of it, and for 
formal purposes it is convenient to take the proposition as the essential
thing having the duality of truth and falsehood. It is very important to real-
ize such things, for instance, as that propositions are not names for facts. 
It is quite obvious as soon as it is pointed out to you, but as a matter of 
fact I never had realized it until it was pointed out to me by a former 
pupil of mine, Wittgenstein. It is perfectly evident as soon as you think of
it, that a proposition is not a name for a fact, from the mere circumstance
that there are two propositions corresponding to each fact. Suppose it is 
a fact that Socrates is dead. You have two propositions: “Socrates is dead”
and “Socrates is not dead”. And those two propositions corresponding 
to the same fact, there is one fact in the world which makes one true and 
one false. That is not accidental, and illustrates how the relation of 
proposition to fact is a totally different one from the relation of name to 
the thing named. For each fact there are two propositions, one true and one
false, and there is nothing in the nature of the symbol to show us which is
the true one and which is the false one. If there were, you could ascertain
the truth about the world by examining propositions without looking
round you.

There are two different relations, as you see, that a proposition may have
to a fact: the one the relation that you may call being true to the fact, and
the other being false to the fact. Both are equally essentially logical relations
which may subsist between the two, whereas in the case of a name, there is
only one relation that it can have to what it names. A name can just name
a particular, or, if it does not, it is not a name at all, it is a noise. It cannot
be a name without having just that one particular relation of naming a cer-
tain thing, whereas a proposition does not cease to be a proposition if it is
false. It has these two ways, of being true and being false, which together
correspond to the property of being a name. Just as a word may be a name
or be not a name but just a meaningless noise, so a phrase which is appar-
ently a proposition may be either true or false, or may be meaningless, but
the true and false belong together as against the meaningless. That shows,
of course, that the formal logical characteristics of propositions are quite
different from those of names, and that the relations they have to facts are
quite different, and therefore propositions are not names for facts. You must
not run away with the idea that you can name facts in any other way; you
cannot. You cannot name them at all. You cannot properly name a fact. The
only thing you can do is to assert it, or deny it, or desire it, or will it, or
wish it, or question it, but all those are things involving the whole propo-
sition. You can never put the sort of thing that makes a proposition to be
true or false in the position of a logical subject. You can only have it there
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as something to be asserted or denied or something of that sort, but not
something to be named.

[…]

ON NEGATIVE FACTS

I do not see any reason to suppose that there is a complexity in the facts 
corresponding to these molecular propositions, because, as I was saying, the
correspondence of a molecular proposition with facts is of a different sort
from the correspondence of an atomic proposition with a fact. There is one
special point that has to be gone into in connection with this, that is the
question: Are there negative facts? Are there such facts as you might call
the fact that “Socrates is not alive”? I have assumed in all that I have said
hitherto that there are negative facts, that for example if you say “Socrates
is alive”, there is corresponding to that proposition in the real world the fact
that Socrates is not alive. One has a certain repugnance to negative facts, the
same sort of feeling that makes you wish not to have a fact “p or q” going
about the world. You have a feeling that there are only positive facts, and
that negative propositions have somehow or other got to be expressions of
positive facts. When I was lecturing on this subject at Harvard I argued
that there were negative facts, and it nearly produced a riot: the class would
not hear of there being negative facts at all. I am still inclined to think that
there are. However, one of the men to whom I was lecturing at Harvard, 
Mr. Demos, subsequently wrote an article in Mind to explain why there are
no negative facts. It is in Mind for April 1917. I think he makes as good a
case as can be made for the view that there are no negative facts. It is a 
difficult question. I really only ask that you should not dogmatize. I do not
say positively that there are, but there may be.

There are certain things you can notice about negative propositions. 
Mr. Demos points out, first of all, that a negative proposition is not in any
way dependent on a cognitive subject for its definition. To this I agree.
Suppose you say, when I say “Socrates is not alive”, I am merely expressing
disbelief in the proposition that Socrates is alive. You have got to find some-
thing or other in the real world to make this disbelief true, and the only
question is what. That is his first point.

His second is that a negative proposition must not be taken at its face
value. You cannot, he says, regard the statement “Socrates is not alive” as
being an expression of a fact in the same sort of direct way in which
“Socrates is human” would be an expression of a fact. His argument for that
is solely that he cannot believe that there are negative facts in the world. 
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He maintains that there cannot be in the real world such facts as “Socrates
is not alive”, taken, i.e. as simple facts, and that therefore you have got to
find some explanation of negative propositions, some interpretation, and
that they cannot be just as simple as positive propositions. I shall come back
to that point, but on this I do not feel inclined to agree.

His third point I do not entirely agree with: that when the word “not”
occurs, it cannot be taken as a qualification of the predicate. For instance, if
you say that “This is not red”, you might attempt to say that “not-red” is a
predicate, but that of course won’t do; in the first place because a great
many propositions are not expressions of predicates; in the second place
because the word “not” applies to the whole proposition. The proper expres-
sion would be “not: this is red”; the “not” applies to the whole proposition
“this is red”, and of course in many cases you can see that quite clearly. If
you take a case I took in discussing descriptions: “The present king of
France is not bald”, then, if you take “not-bald” as a predicate, that would
have to be judged false on the ground that there is not a present king 
of France. But it is clear that the proposition “The present king of France 
is bald” is a false proposition, and therefore the negative of that will have 
to be a true proposition, and that could not be the case if you take 
“not-bald” as a predicate, so that in all cases where “not” comes in, the 
“not” has to be taken to apply to the whole proposition. “Not-p” is the
proper formula.

We have come now to the question, how are we really to interpret “not p”,
and the suggestion offered by Mr. Demos is that when we assert “not-p” we
are really asserting that there is some proposition q which is true and is
incompatible with p (“an opposite of p” is his phrase, but I think the meaning
is the same). That is his suggested definition:

“not-p” means “There is a proposition q which is true and is
incompatible with p”.

As, e.g., if I say “This chalk is not red”, I shall be meaning to assert that
there is some proposition, which in this case would be the proposition “This
chalk is white”, which is inconsistent with the proposition “It is red”, and
that you use these general negative forms because you do not happen to
know what the actual proposition is that is true and is incompatible with p.
Or, of course, you may possibly know what the actual proposition is, but
you may be more interested in the fact that p is false than you are in the par-
ticular example which makes it false. As, for instance, you might be anx-
ious to prove that some one is a liar, and you might be very much interested
in the falsehood of some proposition which he had asserted. You might also
be more interested in the general proposition than in the particular case, 
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so that if some one had asserted that that chalk was red, you might be more
interested in the fact that it was not red than in the fact that it was white.

I find it very difficult to believe that theory of falsehood. You will
observe that in the first place there is this objection, that it makes incom-
patibility fundamental and an objective fact, which is not so very much
simpler than allowing negative facts. You have got to have here “That p is
incompatible with q” in order to reduce “not” to incompatibility, because
this has got to be the corresponding fact. It is perfectly clear, whatever may
be the interpretation of “not”, that there is some interpretation which will
give you a fact. If I say “There is not a hippopotamus in this room”, it is
quite clear there is some way of interpreting that statement according to
which there is a corresponding fact, and the fact cannot be merely that every
part of this room is filled up with something that is not a hippopotamus.
You would come back to the necessity for some kind or other of fact of the
sort that we have been trying to avoid. We have been trying to avoid both
negative facts and molecular facts, and all that this succeeds in doing is to
substitute molecular facts for negative facts, and I do not consider that that
is very successful as a means of avoiding paradox, especially when you con-
sider this, that even if incompatibility is to be taken as a sort of fundamen-
tal expression of fact, incompatibility is not between facts but between
propositions. If I say “p is incompatible with q”, one at least of p and q has
got to be false. It is clear that no two facts are incompatible. The incompat-
ibility holds between the propositions, between the p and the q, and there-
fore if you are going to take incompatibility as a fundamental fact, you have
got, in explaining negatives, to take as your fundamental fact something
involving propositions as opposed to facts. It is quite clear that propositions
are not what you might call “real”. If you were making an inventory of the
world, propositions would not come in. Facts would, beliefs, wishes, wills
would, but propositions would not. They do not have being independently,
so that this incompatibility of propositions taken as an ultimate fact of the
real world will want a great deal of treatment, a lot of dressing up before it
will do. Therefore as a simplification to avoid negative facts, I do not think
it really is very successful. I think you will find that it is simpler to take
negative facts as facts, to assume that “Socrates is not alive” is really an
objective fact in the same sense in which “Socrates is human” is a fact. This
theory of Mr. Demos’s that I have been setting forth here is a development
of the one one hits upon at once when one tries to get round negative facts,
but for the reasons that I have given, I do not think it really answers to take
things that way, and I think you will find that it is better to take negative
facts as ultimate. Otherwise you will find it so difficult to say what it is that
corresponds to a proposition. When, e.g. you have a false positive proposi-
tion, say “Socrates is alive”, it is false because of a fact in the real world. 
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A thing cannot be false except because of a fact, so that you find it
extremely difficult to say what exactly happens when you make a positive
assertion that is false, unless you are going to admit negative facts. I think
all those questions are difficult and there are arguments always to be
adduced both ways, but on the whole I do incline to believe that there are
negative facts and that there are not disjunctive facts. But the denial of 
disjunctive facts leads to certain difficulties which we shall have to consider
in connection with general propositions in a later lecture.

[…]

VIII .  EXCURSUS INTO METAPHYSICS:  
WHAT THERE IS

I come now to the last lecture of this course, and I propose briefly to point
to a few of the morals that are to be gathered from what has gone before, in
the way of suggesting the bearing of the doctrines that I have been advo-
cating upon various problems of metaphysics. I have dwelt hitherto upon
what one may call philosophical grammar, and I am afraid I have had to
take you through a good many very dry and dusty regions in the course of
that investigation, but I think the importance of philosophical grammar is
very much greater than it is generally thought to be. I think that practically
all traditional metaphysics is filled with mistakes due to bad grammar, and
that almost all the traditional problems of metaphysics and traditional
results – supposed results – of metaphysics are due to a failure to make the
kind of distinctions in what we may call philosophical grammar with which
we have been concerned in these previous lectures.

Take, as a very simple example, the philosophy of arithmetic. If you
think that 1, 2, 3, and 4, and the rest of the numbers, are in any sense enti-
ties, if you think that there are objects, having those names, in the realm of
being, you have at once a very considerable apparatus for your metaphysics
to deal with, and you have offered to you a certain kind of analysis of arith-
metical propositions. When you say, e.g. that 2 and 2 are 4, you suppose in
that case that you are making a proposition of which the number 2 and the
number 4 are constituents, and that has all sorts of consequences, all sorts
of bearings upon your general metaphysical outlook. If there has been any
truth in the doctrines that we have been considering, all numbers are what
I call logical fictions. Numbers are classes of classes, and classes are logical
fictions, so that numbers are, as it were, fictions at two removes, fictions of
fictions. Therefore you do not have, as part of the ultimate constituents of
your world, these queer entities that you are inclined to call numbers. The
same applies in many other directions.
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One purpose that has run through all that I have said, has been the 
justification of analysis, i.e. the justification of logical atomism, of the view
that you can get down in theory, if not in practice, to ultimate simples, out
of which the world is built, and that those simples have a kind of reality not
belonging to anything else. Simples, as I tried to explain, are of an infinite
number of sorts. There are particulars and qualities and relations of various
orders, a whole hierarchy of different sorts of simples, but all of them, if we
were right, have in their various ways some kind of reality that does not
belong to anything else. The only other sort of object you come across in
the world is what we call facts, and facts are the sort of things that are
asserted or denied by propositions, and are not properly entities at all in the
same sense in which their constituents are. That is shown in the fact that
you cannot name them. You can only deny, or assert, or consider them, but
you cannot name them because they are not there to be named, although in
another sense it is true that you cannot know the world unless you know 
the facts that make up the truths of the world; but the knowing of facts is
a different sort of thing from the knowing of simples.

Another purpose which runs through all that I have been saying is the
purpose embodied in the maxim called Occam’s Razor. That maxim comes
in, in practice, in this way: take some science, say physics. You have there 
a given body of doctrine, a set of propositions expressed in symbols – I am
including words among symbols – and you think that you have reason to
believe that on the whole those propositions, rightly interpreted, are fairly
true, but you do not know what is the actual meaning of the symbols that
you are using. The meaning they have in use would have to be explained in
some pragmatic way: they have a certain kind of practical or emotional 
significance to you which is a datum, but the logical significance is not a
datum, but a thing to be sought, and you go through, if you are analyzing
a science like physics, these propositions with a view to finding out what is
the smallest empirical apparatus – or the smallest apparatus, not necessar-
ily wholly empirical – out of which you can build up these propositions.
What is the smallest number of simple undefined things at the start, and
the smallest number of undemonstrated premisses, out of which you can
define the things that need to be defined and prove the things that need to
be proved? That problem, in any case that you like to take, is by no means
a simple one, but on the contrary an extremely difficult one. It is one which
requires a very great amount of logical technique; and the sort of thing that
I have been talking about in these lectures is the preliminaries and first
steps in that logical technique. You cannot possibly get at the solution of
such a problem as I am talking about if you go at it in a straightforward
fashion with just the ordinary acumen that one accumulates in the course of
reading or in the study of traditional philosophy. You do need this apparatus
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of symbolical logic that I have been talking about. (The description of the
subject as symbolical logic is an inadequate one. I should like to describe it
simply as logic, on the ground that nothing else really is logic, but that
would sound so arrogant that I hesitate to do so.)

Let us consider further the example of physics for a moment. You find,
if you read the works of physicists, that they reduce matter down to certain
elements – atoms, ions, corpuscles, or what not. But in any case the sort of
thing that you are aiming at in the physical analysis of matter is to get
down to very little bits of matter that still are just like matter in the fact
that they persist through time, and that they travel about in space. They
have in fact all the ordinary everyday properties of physical matter, not the
matter that one has in ordinary life – they do not taste or smell or appear to
the naked eye – but they have the properties that you very soon get to when
you travel toward physics from ordinary life. Things of that sort, I say, are
not the ultimate constituents of matter in any metaphysical sense. Those
things are all of them, as I think a very little reflection shows, logical 
fictions in the sense that I was speaking of. At least, when I say they are, 
I speak somewhat too dogmatically. It is possible that there may be all these
things that the physicist talks about in actual reality, but it is impossible
that we should ever have any reason whatsoever for supposing that there are.
That is the situation that you arrive at generally in such analyses. You find
that a certain thing which has been set up as a metaphysical entity can
either be assumed dogmatically to be real, and then you will have no possi-
ble argument either for its reality or against its reality; or, instead of doing
that, you can construct a logical fiction having the same formal properties,
or rather having formally analogous formal properties to those of the sup-
posed metaphysical entity and itself composed of empirically given things,
and that logical fiction can be substituted for your supposed metaphysical
entity and will fulfil all the scientific purposes that anybody can desire.
With atoms and the rest it is so, with all the metaphysical entities whether
of science or of metaphysics. By metaphysical entities I mean those things
which are supposed to be part of the ultimate constituents of the world, but
not to be the kind of thing that is ever empirically given – I do not say
merely not being itself empirically given, but not being the kind of thing
that is empirically given. In the case of matter, you can start from what is
empirically given, what one sees and hears and smells and so forth, all the
ordinary data of sense, or you can start with some definite ordinary object,
say this desk, and you can ask yourselves, “What do I mean by saying that
this desk that I am looking at now is the same as the one I was looking at
a week ago?” The first simple ordinary answer would be that it is the same
desk, it is actually identical, there is a perfect identity of substance, or 
whatever you like to call it. But when that apparently simple answer is 
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suggested, it is important to observe that you cannot have an empirical 
reason for such a view as that, and if you hold it, you hold it simply because
you like it and for no other reason whatever. All that you really know is such
facts as that what you see now, when you look at the desk, bears a very close
similarity to what you saw a week ago when you looked at it. Rather more
than that one fact of similarity I admit you know, or you may know. You
might have paid some one to watch the desk continuously throughout the
week, and might then have discovered that it was presenting appearances of
the same sort all through that period, assuming that the light was kept on
all through the night. In that way you could have established continuity.
You have not in fact done so. You do not in fact know that that desk has
gone on looking the same all the time, but we will assume that. Now the
essential point is this: What is the empirical reason that makes you call a
number of appearances, appearances of the same desk? What makes you say
on successive occasions, I am seeing the same desk? The first thing to notice
is this, that it does not matter what is the answer, so long as you have 
realized that the answer consists in something empirical and not in a rec-
ognized metaphysical identity of substance. There is something given in
experience which makes you call it the same desk, and having once grasped
that fact, you can go on and say, it is that something (whatever it is) that
makes you call it the same desk which shall be defined as constituting it the
same desk, and there shall be no assumption of a metaphysical substance
which is identical throughout. It is a little easier to the untrained mind to
conceive of an identity than it is to conceive of a system of correlated par-
ticulars, hung one to another by relations of similarity and continuous
change and so on. That idea is apparently more complicated, but that is
what is empirically given in the real world, and substance, in the sense of
something which is continuously identical in the same desk, is not given to
you. Therefore in all cases where you seem to have a continuous entity per-
sisting through changes, what you have to do is to ask yourself what makes
you consider the successive appearances as belonging to one thing. When
you have found out what makes you take the view that they belong to the
same thing, you will then see that that which has made you say so, is all
that is certainly there in the way of unity. Anything that there may be over
and above that, I shall recognize as something I cannot know. What I can
know is that there are a certain series of appearances linked together, and
the series of those appearances I shall define as being a desk. In that way the
desk is reduced to being a logical fiction, because a series is a logical fiction.
In that way all the ordinary objects of daily life are extruded from the world
of what there is, and in their place as what there is you find a number of
passing particulars of the kind that one is immediately conscious of in sense.
I want to make clear that I am not denying the existence of anything; I am
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only refusing to affirm it. I refuse to affirm the existence of anything for
which there is no evidence, but I equally refuse to deny the existence of any-
thing against which there is no evidence. Therefore I neither affirm nor
deny it, but merely say, that is not in the realm of the knowable and is cer-
tainly not a part of physics; and physics, if it is to be interpreted, must be
interpreted in terms of the sort of thing that can be empirical. If your atom
is going to serve purposes in physics, as it undoubtedly does, your atom has
got to turn out to be a construction, and your atom will in fact turn out to
be a series of classes of particulars. The same process which one applies to
physics, one will also apply elsewhere. The application to physics 
I explained briefly in my book on the External World, Chapters III and IV

(Open Court Publishing Co., 1914).
I have talked so far about the unreality of the things we think real. 

I want to speak with equal emphasis about the reality of things we think
unreal, such as phantoms and hallucinations. Phantoms and hallucinations,
considered in themselves, are, as I explained in the preceding lectures, on
exactly the same level as ordinary sense-data. They differ from ordinary
sense-data only in the fact that they do not have the usual correlations with
other things. In themselves they have the same reality as ordinary sense-
data. They have the most complete and absolute and perfect reality that
anything can have. They are part of the ultimate constituents of the world,
just as the fleeting sense-data are. Speaking of the fleeting sense-data, 
I think it is very important to remove out of one’s instincts any disposition
to believe that the real is the permanent. There has been a metaphysical
prejudice always that if a thing is really real, it has to last either forever or
for a fairly decent length of time. That is to my mind an entire mistake. The
things that are really real last a very short time. Again I am not denying
that there may be things that last forever, or for thousands of years; I only
say that those are not within our experience, and that the real things that
we know by experience last for a very short time, one tenth or half a second,
or whatever it may be. Phantoms and hallucinations are among those,
among the ultimate constituents of the world. The things that we call real,
like tables and chairs, are systems, series of classes of particulars, and the
particulars are the real things, the particulars being sense-data when they
happen to be given to you. A table or chair will be a series of classes of par-
ticulars, and therefore a logical fiction. Those particulars will be on the
same level of reality as a hallucination or a phantom. I ought to explain in
what sense a chair is a series of classes. A chair presents at each moment a
number of different appearances. All the appearances that it is presenting at
a given moment make up a certain class. All those sets of appearances vary
from time to time. If I take a chair and smash it, it will present a whole set
of different appearances from what it did before, and without going as far
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as that, it will always be changing as the light changes, and so on. So you
get a series in time of different sets of appearances, and that is what I mean
by saying that a chair is a series of classes. That explanation is too crude, but
I leave out the niceties, as that is not the actual topic I am dealing with.
Now each single particular which is part of this whole system is linked up
with the others in the system. Supposing, e.g. I take as my particular the
appearance which that chair is presenting to me at this moment. That is
linked up first of all with the appearance which the same chair is present-
ing to any one of you at the same moment, and with the appearance which
it is going to present to me at later moments. There you get at once two
journeys that you can take away from that particular, and that particular
will be correlated in certain definite ways with the other particulars which
also belong to that chair. That is what you mean by saying – or what you
ought to mean by saying – that what I see before me is a real thing as
opposed to a phantom. It means that it has a whole set of correlations of dif-
ferent kinds. It means that that particular, which is the appearance of the
chair to me at this moment, is not isolated but is connected in a certain
well-known familiar fashion with others, in the sort of way that makes it
answer one’s expectations. And so, when you go and buy a chair, you buy
not only the appearance which it presents to you at that moment, but also
those other appearances that it is going to present when it gets home. If it
were a phantom chair, it would not present any appearances when it got
home, and would not be the sort of thing you would want to buy. The sort
one calls real is one of a whole correlated system, whereas the sort you 
call hallucinations are not. The respectable particulars in the world are 
all of them linked up with other particulars in respectable, conventional
ways. Then sometimes you get a wild particular, like a merely visual chair
that you cannot sit on, and say it is a phantom, a hallucination, you exhaust
all the vocabulary of abuse upon it. That is what one means by calling it
unreal, because “unreal” applied in that way is a term of abuse and never
would be applied to a thing that was unreal because you would not be so
angry with it.

I will pass on to some other illustrations. Take a person. What is it that
makes you say, when you meet your friend Jones, “Why, this is Jones”? It is
clearly not the persistence of a metaphysical entity inside Jones somewhere,
because even if there be such an entity, it certainly is not what you see when
you see Jones coming along the street; it certainly is something that you are
not acquainted with, not an empirical datum. Therefore plainly there is
something in the empirical appearances which he presents to you, some-
thing in their relations one to another, which enables you to collect all these
together and say, “These are what I call the appearances of one person”, and
that something that makes you collect them together is not the persistence
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of a metaphysical subject, because that, whether there be such a persistent
subject or not, is certainly not a datum, and that which makes you say
“Why, it is Jones” is a datum. Therefore Jones is not constituted as he is
known by a sort of pin-point ego that is underlying his appearances, and
you have got to find some correlations among the appearances which are of
the sort that make you put all those appearances together and say, they are
the appearances of one person. Those are different when it is other people
and when it is yourself. When it is yourself, you have more to go by. You
have not only what you look like, you have also your thoughts and memo-
ries and all your organic sensations, so that you have a much richer material
and are therefore much less likely to be mistaken as to your own identity
than as to some one else’s. It happens, of course, that there are mistakes even
as to one’s own identity, in cases of multiple personality and so forth, but as
a rule you will know that it is you because you have more to go by than
other people have, and you would know it is you, not by a consciousness of
the ego at all but by all sorts of things, by memory, by the way you feel and
the way you look and a host of things. But all those are empirical data, and
those enable you to say that the person to whom something happened yes-
terday was yourself. So you can collect a whole set of experiences into one
string as all belonging to you, and similarly other people’s experiences can
be collected together as all belonging to them by relations that actually are
observable and without assuming the existence of the persistent ego. It does
not matter in the least to what we are concerned with, what exactly is the
given empirical relation between two experiences that makes us say, “These
are two experiences of the same person”. It does not matter precisely what
that relation is, because the logical formula for the construction of the per-
son is the same whatever that relation may be, and because the mere fact
that you can know that two experiences belong to the same person proves
that there is such an empirical relation to be ascertained by analysis. Let us
call the relation R. We shall say that when two experiences have to each
other the relation R, then they are said to be experiences of the same per-
son. That is a definition of what I mean by “experiences of the same per-
son”. We proceed here just in the same way as when we are defining
numbers. We first define what is meant by saying that two classes “have the
same number”, and then define what a number is. The person who has a
given experience x will be the class of all those experiences which are “expe-
riences of the same person” as the one who experiences x. You can say that
two events are co-personal when there is between them a certain relation R,
namely that relation which makes us say that they are experiences of the
same person. You can define the person who has a certain experience as
being those experiences that are co-personal with that experience, and it
will be better perhaps to take them as a series than as a class, because you
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want to know which is the beginning of a man’s life and which is the end.
Therefore we shall say that a person is a certain series of experiences. We
shall not deny that there may be a metaphysical ego. We shall merely say
that it is a question that does not concern us in any way, because it is a 
matter about which we know nothing and can know nothing, and therefore
it obviously cannot be a thing that comes into science in any way. What 
we know is this string of experiences that makes up a person, and that is
put together by means of certain empirically given relations, such, e.g. as
memory.

I will take another illustration, a kind of problem that our method is
useful in helping to deal with. You all know the American theory of neu-
tral monism, which derives really from William James and is also suggested
in the work of Mach, but in a rather less developed form. The theory of 
neutral monism maintains that the distinction between the mental and the
physical is entirely an affair of arrangement, that the actual material
arranged is exactly the same in the case of the mental as it is in the case of
the physical, but they differ merely in the fact that when you take a thing
as belonging in the same context with certain other things, it will belong
to psychology, while when you take it in a certain other context with other
things, it will belong to physics, and the difference is as to what you con-
sider to be its context, just the same sort of difference as there is between
arranging the people in London alphabetically or geographically. So,
according to William James, the actual material of the world can be
arranged in two different ways, one of which gives you physics and other
psychology. It is just like rows or columns: in an arrangement of rows and
columns, you can take an item as either a member of a certain row or a
member of a certain column; the item is the same in the two cases, but its
context is different.

If you will allow me a little undue simplicity I can go on to say rather
more about neutral monism, but you must understand that I am talking
more simply than I ought to do because there is not time to put in all the
shadings and qualifications. I was talking a moment ago about the appear-
ances that a chair presents. If we take any one of these chairs, we can all look
at it, and it presents a different appearance to each of us. Taken all together,
taking all the different appearances that that chair is presenting to all of us
at this moment, you get something that belongs to physics. So that, if one
takes sense-data and arranges together all those sense-data that appear to
different people at a given moment and are such as we should ordinarily say
are appearances of the same physical object, then that class of sense-data will
give you something that belongs to physics, namely, the chair at this
moment. On the other hand, if instead of taking all the appearances that
that chair presents to all of us at this moment, I take all the appearances

PHILOSOPHY OF LOGICAL ATOMISM

117



that the different chairs in this room present to me at this moment, I get
quite another group of particulars. All the different appearances that differ-
ent chairs present to me now will give you something belonging to 
psychology, because that will give you my experiences at the present
moment. Broadly speaking, according to what one may take as an expan-
sion of William James, that should be the definition of the difference
between physics and psychology.

We commonly assume that there is a phenomenon which we call seeing
the chair, but what I call my seeing the chair according to neutral monism
is merely the existence of a certain particular, namely the particular which
is the sense-datum of that chair at that moment. And I and the chair are
both logical fictions, both being in fact a series of classes of particulars, of
which one will be that particular which we call my seeing the chair. That
actual appearance that the chair is presenting to me now is a member of me
and a member of the chair, I and the chair being logical fictions. That will
be at any rate a view that you can consider if you are engaged in vindicat-
ing neutral monism. There is no simple entity that you can point to and say:
this entity is physical and not mental. According to William James and
neutral monists that will not be the case with any simple entity that you
may take. Any such entity will be a member of physical series and a mem-
ber of mental series. Now I want to say that if you wish to test such a the-
ory as that of neutral monism, if you wish to discover whether it is true or
false, you cannot hope to get any distance with your problem unless you
have at your fingers’ end the theory of logic that I have been talking of. You
never can tell otherwise what can be done with a given material, whether
you can concoct out of a given material the sort of logical fictions that will
have the properties you want in psychology and in physics. That sort of
thing is by no means easy to decide. You can only decide it if you really have
a very considerable technical facility in these matters. Having said that, 
I ought to proceed to tell you that I have discovered whether neutral
monism is true or not, because otherwise you may not believe that logic is
any use in the matter. But I do not profess to know whether it is true or not.
I feel more and more inclined to think that it may be true. I feel more and
more that the difficulties that occur in regard to it are all of the sort that
may be solved by ingenuity. But nevertheless there are a number of diffi-
culties; there are a number of problems, some of which I have spoken about
in the course of these lectures. One is the question of belief and the other
sorts of facts involving two verbs. If there are such facts as this, that, I think,
may make neutral monism rather difficult, but as I was pointing out, there
is the theory that one calls behaviourism, which belongs logically with neu-
tral monism, and that theory would altogether dispense with those facts
containing two verbs, and would therefore dispose of that argument against
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neutral monism. There is, on the other hand, the argument from emphatic
particulars, such as “this” and “now” and “here” and such words as that,
which are not very easy to reconcile, to my mind, with the view which does
not distinguish between a particular and experiencing that particular. But
the argument about emphatic particulars is so delicate and so subtle that 
I cannot feel quite sure whether it is a valid one or not, and I think the longer
one pursues philosophy, the more conscious one becomes how extremely
often one has been taken in by fallacies, and the less willing one is to be
quite sure that an argument is valid if there is anything about it that is at
all subtle or elusive, at all difficult to grasp. That makes me a little cautious
and doubtful about all these arguments, and therefore although I am quite
sure that the question of the truth or falsehood of neutral monism is not to
be solved except by these means, yet I do not profess to know whether 
neutral monism is true or is not. I am not without hopes of finding out in
the course of time, but I do not profess to know yet.

As I said earlier in this lecture, one thing that our technique does, is to
give us a means of constructing a given body of symbolic propositions with
the minimum of apparatus, and every diminution in apparatus diminishes
the risk of error. Suppose, e.g. that you have constructed your physics with
a certain number of entities and a certain number of premisses; suppose you
discover that by a little ingenuity you can dispense with half of those enti-
ties and half of those premisses, you clearly have diminished the risk of
error, because if you had before 10 entities and 10 premisses, then the 5 you
have now would be all right, but it is not true conversely that if the 5 you
have now are all right, the 10 must have been. Therefore you diminish the
risk of error with every diminution of entities and premisses. When I spoke
about the desk and said I was not going to assume the existence of a per-
sistent substance underlying its appearances, it is an example of the case in
point. You have anyhow the successive appearances, and if you can get on
without assuming the metaphysical and constant desk, you have a smaller
risk of error than you had before. You would not necessarily have a smaller
risk of error if you were tied down to denying the metaphysical desk. That is
the advantage of Occam’s Razor, that it diminishes your risk of error.
Considered in that way you may say that the whole of our problem belongs
rather to science than to philosophy. I think perhaps that is true, but 
I believe the only difference between science and philosophy is, that science
is what you more or less know and philosophy is what you do not know.
Philosophy is that part of science which at present people choose to have
opinions about, but which they have no knowledge about. Therefore every
advance in knowledge robs philosophy of some problems which formerly it
had, and if there is any truth, if there is any value in the kind of procedure
of mathematical logic, it will follow that a number of problems which had
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belonged to philosophy will have ceased to belong to philosophy and
will belong to science. And of course the moment they become soluble, they
become to a large class of philosophical minds uninteresting, because to
many of the people who like philosophy, the charm of it consists in the spec-
ulative freedom, in the fact that you can play with hypotheses. You can
think out this or that which may be true, which is a very valuable exercise
until you discover what is true; but when you discover what is true the
whole fruitful play of fancy in that region is curtailed, and you will aban-
don that region and pass on. Just as there are families in America who from
the time of the Pilgrim Fathers onward had always migrated westward,
toward the backwoods, because they did not like civilized life, so the
philosopher has an adventurous disposition and likes to dwell in the region
where there are still uncertainties. It is true that the transferring of a region
from philosophy into science will make it distasteful to a very important
and useful type of mind. I think that is true of a good deal of the applica-
tions of mathematical logic in the directions that I have been indicating. It
makes it dry, precise, methodical, and in that way robs it of a certain qual-
ity that it had when you could play with it more freely. I do not feel that it
is my place to apologize for that, because if it is true, it is true. If it is not
true, of course, I do owe you an apology; but if it is, it is not my fault, and
therefore I do not feel I owe any apology for any sort of dryness or dullness
in the world. I would say this too, that for those who have any taste for
mathematics, for those who like symbolic constructions, that sort of world
is a very delightful one, and if you do not find it otherwise attractive, all
that is necessary to do is to acquire a taste for mathematics, and then you
will have a very agreeable world, and with that conclusion I will bring this
course of lectures to an end.
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Part III

UNIVERSALS

Few discussions in philosophy have shown such longevity as the
argument concerning the status of what are called “universals”.

“The Problem of Universals”





This paper was written for a specifically philosophical audience at
the Aristotelian Society. It was Russell’s Presidential Address to
the Society, inaugurating the 1911–12 series. It was delivered in
October 1911 and published the following year. Russell also wrote
on the subject for a more popular audience, at around the same
time, in his classic introduction The Problems of Philosophy (1912),
and it might be useful to begin this Part with a summary of what
he said there.

In Chapter 9, “The world of universals”, we find Russell giving
a Platonic answer to the problem. Particular things are white, just
or square if they “participate in a common nature or essence”.
What it means for particular things to participate in the essence or
form has always been obscure and Russell offers no further illumi-
nation here. The mark of a universal is that it is “anything which
may be shared by many particulars”. This is the standard criterion
of universals but it was challenged by Ramsey, after he read
Russell’s 1911 Address (Ramsey 1925). Ramsey says that univer-
sals can just as well be regarded as particulars (as when I say
“Justice is desirable”) and particulars can be regarded as universals
or properties of events (there is at least one event which “Socratises”).

Russell then presented an argument that proves the existence
of universals. It is a difficulty for any nominalism (including trope
theory) that denies the existence of universals and is an argument
that is cited still (e.g. Daly 1997). The argument runs as follows.
Anyone wishing to invoke only particulars, and avoid universals,
will at least have to concede that, for instance, white particulars
resemble each other. But then the resemblance between this and
that white thing must be the same resemblance that is being
invoked between this and that red thing. Such pairs of objects
resemble each other in different ways but just the single relation
of resemblance is involved in each case. It seems, therefore, that at
least the relation of resemblance must be a universal. The existence
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of relations is thus certain, indeed more certain than the existence
of properties.

If universals exist, where and when do they exist? “Nowhere
and nowhen”, replies Russell. They do not exist in space and time
at all, in contrast with particulars. They do not have a mental exis-
tence either. They exist apart from our thoughts about them, 
and Russell again has an argument against the opposite view.
Thoughts are particulars that would, therefore, rob the universal of
its universality. Rather, universals have a being or subsistence, says
Russell, harking back to the Meinongian ontology he had already
rejected. In many ways, the world of being is superior to the fleet-
ing world of particulars, but the latter has far greater importance
to our lives.

Having argued that universals have no existence in space and
time, Russell went on, in Chapter 10, “On our knowledge of uni-
versals”, to make the remarkable claim that nevertheless we are
acquainted with them in sense-data. This contradicts Plato’s 
characterisation of universals being supra-sensible, which Russell
seemed to cite approvingly in the previous chapter. Rather, it
seems, Russell should have said that we can be acquainted only
with that which partakes of the forms. However, in Chapter 10, he
offers an account of how we attain knowledge of universals despite
all our experience being of particular things. We ascend to the
Platonic realm from our Earthly one, it seems, via a process of
abstraction from many instances.

Exactly how this is done, is left unclear. Any knowledge of gen-
eral terms abstracted from particular experiences appears highly
problematic. How, we might wonder, can a process of abstraction
begin without any prior knowledge of the universal in question?
How, for instance, might I acquire knowledge of the universal
table? Russell’s answer has similarities with Locke’s (1690: Book III,
ch. 3). I see one table, then another, then another, and so on, 
and I take what is common to each one and reject what is particu-
lar. The concept I am left with picks out the universal. But why
did I not take a table, a chair, a stool and a biscuit tin to arrive at
the universal? The answer, presumably, is that I should not include
the latter three items because they are not tables. But how am I to
know that they are not tables prior to acquiring the concept of 
a table? In short, the problem is that without already having the
concept in question, there are no rules for the process of abstrac-
tion to follow. The only successful abstraction would be one for
which the concept in question was already available. This offers no
account, therefore, of how the concept is acquired and, it follows,
Russell has not shown how we are acquainted with universals.

Russell’s case has an appearance of credibility only because he
uses an example where there might be an exact resemblance
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between all instances. He gives the example of white things,
which could be all of exactly the same shade. Many universals
apply to things where all the instances need not exactly resemble,
however, and if different degrees of resemblance are possible,
within a single universal, then the above argument applies: it is
not clear, without already having the universal, which particulars
are to be considered, and which not, in the process of abstraction.

The Aristotelian Society paper, presented in this selection,
focuses on the basis of the distinction between universals and par-
ticulars. What are the criteria for being a particular and for being
a universal? Russell concedes that some thinkers, with whom he
has a degree of sympathy, allow that there is no fundamental divi-
sion between universals and particulars. But on this issue, after
due consideration, he believes they are wrong. Russell bases the
distinction on spatial location. A particular can only be in one
place at a time whereas as universal is capable of having instances
at different places at the same time (though note Ramsey’s 
challenge).

The distinction becomes immediately problematic, however.
Particulars exist in one place. Relations, Russell accepts, exist in
no place. But non-relation universals can exist in many places at
the same time. Formerly, we have understood relations to be
among the universals so why are they treated differently here?
That relations are in no place seems to make good sense. John may
be taller than Mary. John has a location and Mary has a location.
But it makes no sense to say that the relation between them, … is
taller than …, has a location. A relation being at a place makes
such little sense that we might even call it a category mistake. But
if we say this of relations, why not say the same of all universals,
including those that are not relations? Russell does not say this
and his basis for not doing so seems to be that properties have
instances which are located. In contrast, even the instances of …
is taller than … have no location.

There is a complication here of which Russell is aware. The uni-
versal, residing in its Platonic realm, as he says in The Problems of
Philosophy, cannot be said to have a location; rather, only its
instances have a location. Each instance has but one location, how-
ever, and this suggests that the instances of universals are them-
selves particulars. Russell’s criterion appears inadequate as stated,
therefore, even though there is some consideration of this particu-
lar challenge. A universal cannot be at more than one place and nor
can its instances because they are particulars. Perhaps instead, con-
sistent with his Platonism, Russell should have said that universals,
like relations, can be at no place. Indeed, the account given in The
Problems of Philosophy might have been a better way to make the dis-
tinction: particulars are in space and time while universals are not.
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However, this view would be unacceptable to those who reject
Platonic, “transcendent” realism about universals. Some believe
that there are universals but that there is no transcendent realm.
Universals are real but here, immanent to the world (Armstrong
1978). Hence, the “immanent realist” may be in a better position
to agree with the claim of this paper, that “whiteness is in every
place where there is a white thing”, than Russell, the transcendent
realist, is.

ON THE RELATIONS OF UNIVERSALS AND
PARTICULARS

The purpose of the following paper1 is to consider whether there is a 
fundamental division of the objects with which metaphysics is concerned
into two classes, universals and particulars, or whether there is any method
of overcoming this dualism. My own opinion is that the dualism is ulti-
mate; on the other hand, many men with whom, in the main, I am in close
agreement, hold that it is not ultimate. I do not feel the grounds in favour
of its ultimate nature to be very conclusive, and in what follows I should lay 
stress rather on the distinctions and considerations introduced during the
argument than on the conclusion at which the argument arrives.

It is impossible to begin our discussion with sharp definitions of 
universals and particulars, though we may hope to reach such definitions in
the end. At the beginning, we can only roughly indicate the kind of facts
that we wish to analyze and the kind of distinctions that we wish to examine.
There are several cognate distinctions which produce confusion by inter-
mingling, and which it is important to disentangle before advancing into
the heart of our problem.

The first distinction that concerns us is the distinction between percepts
and concepts, i.e. between objects of acts of perception and objects of acts
of conception. If there is a distinction between particulars and universals,
percepts will be among particulars, while concepts will be among univer-
sals. Opponents of universals, such as Berkeley and Hume, will maintain
that concepts are derivable from percepts, as faint copies, or in some other
way. Opponents of particulars will maintain that the apparent particularity

UNIVERSALS

126

1 The thesis of the present paper is closely similar to that of Mr. Moore’s paper “Identity”,
read before this Society in 1900–1. My chief reason for thinking that the question
demands a fresh discussion is that the statement of the grounds for the thesis appears to
require some examination of the nature of sensible space as opposed to physical space.



of percepts is illusory, and that, though the act of perception may differ
from the act of conception, yet its objects differ only by their greater 
complexity, and are really composed of constituents which are, or might 
be, concepts.

But the distinction of percepts and concepts is too psychological for an
ultimate metaphysical distinction. Percepts and concepts are respectively
the relata of two different relations, perception and conception, and there is
nothing in their definitions to show whether, or how, they differ. Moreover,
the distinction of percepts and concepts, in itself, is incapable of being
extended to entities which are not objects of cognitive acts. Hence we
require some other distinction expressing the intrinsic difference which we
seem to feel between percepts and concepts.

A cognate distinction, which effects part at least of what we want, is the
distinction between things which exist in time and things which do not. In
order to avoid any question as to whether time is relative or absolute, we may
say that an entity x “exists in time” provided x is not itself a moment or part
of time, and some such proposition as “x is before y or simultaneous with y
or after y” is true of x. (It is not to be assumed that before, simultaneous, and after
are mutually exclusive: if x has duration, they will not be so.) Prima facie, a
percept exists in time, in the above sense, while a concept does not. The
object of perception is simultaneous with the act of perception, while the
object of conception seems indifferent to the time of conceiving and to all
time. Thus, prima facie we have here the non-psychological distinction of
which we were in search. But the same controversies will break out as in the
case of percepts and concepts. The man who reduces concepts to percepts
will say that nothing is really out of time, and that the appearance of this in
the case of concepts is illusory. The man who reduces percepts to concepts
may either, like most idealists, deny that anything is in time, or, like some
realists, maintain that concepts can and do exist in time.

In addition to the above distinction as regards time, there is a distinction
as regards space which, as we shall find, is very important in connection
with our present question. Put as vaguely as possible, this is a distinction
which divides entities into three classes: (a) those which are not in any
place, (b) those which are in one place at one time, but never in more than
one, (c) those which are in many places at once. To make this threefold divi-
sion precise, we should have to discuss what we mean by a place, what we
mean by “in”, and how the different kinds of space – visual, tactile, 
physical – produce different forms of this threefold division. For the pres-
ent I will merely illustrate what I mean by examples. Relations, obviously,
do not exist anywhere in space. Our bodies, we think, exist in one place at
a time, but not in more than one. General qualities, such as whiteness, on
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the contrary, may be said to be in many places at once: we may say, in 
a sense, that whiteness is in every place where there is a white thing. This
division of entities will be discussed later; for the present I merely wish to
indicate that it requires examination.

In addition to the above psychological and metaphysical distinctions,
there are two logical distinctions which are relevant in the present enquiry.
In the first place, there is the distinction between relations and entities
which are not relations. It has been customary for philosophers to ignore or
reject relations, and speak as if all entities were either subjects or predicates.
But this custom is on the decline, and I shall assume without further argu-
ment that there are such entities as relations. Philosophy has, so far as 
I know, no common name for all entities which are not relations. Among
such entities are included not only all the things that would naturally be
called particulars, but also all the universals that philosophers are in the
habit of considering when they discuss the relation of particulars to univer-
sals, for universals are generally conceived as common properties of parti-
culars, in fact, as predicates. For our purpose it is hardly worth while to
invent a technical term ad hoc; I shall therefore speak of entities which are
not relations simply as non-relations.

The second logical distinction which we require is one which may or
may not be identical in extension with that between relations and non-
relations, but is certainly not identical in intension. It may be expressed as
the distinction between verbs and substantives, or, more correctly, between
the objects denoted by verbs and the objects denoted by substantives.2

(Since this more correct expression is long and cumbrous, I shall generally
use the shorter phrase to mean the same thing. Thus, when I speak of verbs,
I mean the objects denoted by verbs, and similarly for substantives.) The
nature of this distinction emerges from the analysis of complexes. In most
complexes, if not in all, a certain number of different entities are combined
into a single entity by means of a relation, “A’s hatred for B”, for example,
is a complex in which hatred combines A and B into one whole; “C’s belief
that A hates B” is a complex in which belief combines A and B and C and
hatred into one whole, and so on. A relation is distinguished as dual, triple,
quadruple, etc., or dyadic, triadic, tetradic, etc., according to the number of
terms which it unites in the simplest complexes in which it occurs. Thus in
the above examples, hatred is a dual relation and belief is a quadruple 
relation. The capacity for combining terms into a single complex is the
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defining characteristic of what I call verbs. The question now arises: Are
there complexes which consist of a single term and a verb? “A exists” might
serve as an example of what is possibly such a complex. It is the possibility
that there may be complexes of this kind which makes it impossible to
decide off-hand that verbs are the same as relations. There may be verbs
which are philosophically as well as grammatically intransitive. Such verbs,
if they exist, may be called predicates, and the propositions in which they are
attributed may be called subject-predicate propositions.

If there are no such verbs as those whose possibility we have been con-
sidering, i.e. if all verbs are relations, it will follow that subject-predicate
propositions, if there are any, will express a relation of subject to predicate.
Such propositions will then be definable as those that involve a certain rela-
tion called predication. Even if there are subject-predicate propositions in
which the predicate is the verb, there will still be equivalent propositions
in which the predicate is related to the subject; thus “A exists”, for exam-
ple, will be equivalent to “A has existence”. Hence the question whether
predicates are verbs or not becomes unimportant. The more important
question is whether there is a specific relation of predication, or whether
what are grammatically subject-predicate propositions are really of many
different kinds, no one of which has the characteristics one naturally associ-
ates with subject-predicate propositions. This question is one to which we
shall return at a later stage.

The above logical distinctions are relevant to our enquiry because it is
natural to regard particulars as entities which can only be subjects or terms
of relations, and cannot be predicates or relations. A particular is naturally
conceived as a this or something intrinsically analogous to a this; and such
an entity seems incapable of being a predicate or a relation. A universal, on
this view, will be anything that is a predicate or a relation. But if there is
no specific relation of predication, so that there is no class of entities which
can properly be called predicates, then the above method of distinguishing
particulars and universals fails. The question whether philosophy must rec-
ognize two ultimately distinct kinds of entities, particulars and universals,
turns, as we shall see more fully later on, on the question whether non-
relations are of two kinds, subjects and predicates, or rather terms which
can only be subjects and terms which may be either subjects or predicates.
And this question turns on whether there is an ultimate simple asymmet-
rical relation which may be called predication, or whether all apparent 
subject-predicate propositions are to be analyzed into propositions of other
forms, which do not require a radical difference of nature between the
apparent subject and the apparent predicate.

The decision of the question whether there is a simple relation of predi-
cation ought perhaps to be possible by inspection, but for my part I am
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unable to come to any decision in this way. I think, however, that it can be
decided in favour of predication by the analysis of things and by considera-
tions as to spatio-temporal diversity. This analysis and these considerations
will also show the way in which our purely logical question is bound up
with the other questions as to particulars and universals which I raised at
the beginning of this paper.

The common-sense notion of things and their qualities is, I suppose, the
source of the conception of subject and predicate, and the reason why 
language is so largely based on this conception. But the thing, like other
common-sense notions, is a piece of half-hearted metaphysics, which nei-
ther gives crude data nor gives a tenable hypothesis as to a reality behind
the data. A thing, of the every-day sort, is constituted by a bundle of sensi-
ble qualities belonging to various senses, but supposed all to co-exist in one
continuous portion of space. But the common space which should contain
both visual and tactile qualities is not the space of either visual or tactile
perception: it is a constructed “real” space, belief in which has, I suppose,
been generated by association. And in crude fact, the visual and tactile quali-
ties of which I am sensible are not in a common space, but each in its own
space. Hence if the thing is to be impartial as between sight and touch, it
must cease to have the actual qualities of which we are sensible, and become
their common cause or origin or whatever vaguer word can be found. Thus
the road is opened to the metaphysical theories of science and to the meta-
physical theories of philosophy: the thing may be a number of electric
charges in rapid motion, or an idea in the mind of God, but it is certainly
not what the senses perceive.

The argument against things is trite, and I need not labour it. I intro-
duce it here only in order to illustrate a consequence which is sometimes
overlooked. Realists who reject particulars are apt to regard a thing as
reducible to a number of qualities co-existing in one place. But, apart from
other objections to this view, it is doubtful whether the different qualities
in question ever do co-exist in one place. If the qualities are sensible, the
place must be in a sensible space; but this makes it necessary that the quali-
ties should belong to only one sense, and it is not clear that genuinely 
different qualities belonging to one sense ever co-exist in a single place in a
perceptual space. If, on the other hand, we consider what may be called
“real” space, i.e. the inferred space containing the “real” objects which we
suppose to be the causes of our perceptions, then we no longer know what
is the nature of the qualities, if any, which exist in this “real” space, and it
is natural to replace the bundle of qualities by a collection of pieces of mat-
ter having whatever characteristics the science of the moment may pre-
scribe. Thus in any case the bundle of co-existing qualities in the same place
is not an admissible substitute for the thing.
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For our purposes, the “real” object by which science or philosophy
replaces the thing is not important. We have rather to consider the relations
of sensible objects in a single sensible space, say that of sight.

The theory of sensible qualities which dispenses with particulars will
say, if the same shade of colour is found in two different places, that what
exists is the shade of colour itself, and that what exists in the one place is
identical with what exists in the other. The theory which admits particulars
will say, on the contrary, that two numerically different instances of the shade
of colour exist in the two places: in this view, the shade of colour itself is a
universal and a predicate of both the instances, but the universal does not
exist in space and time. Of the above two views, the first, which does not
introduce particulars, dispenses altogether with predication as a fundamen-
tal relation: according to this view, when we say “this thing is white”, the
fundamental fact is that whiteness exists here. According to the other view,
which admits particulars, what exists here is something of which whiteness
is a predicate – not, as for common sense, the thing with many other qual-
ities, but an instance of whiteness, a particular of which whiteness is the
only predicate except shape and brightness and whatever else is necessarily
connected with whiteness.

Of the above two theories, one admits only what would naturally be
called universals, while the other admits both universals and particulars.
Before examining them, it may be as well to examine and dismiss the the-
ory which admits only particulars, and dispenses altogether with universals.
This is the theory advocated by Berkeley and Hume in their polemic
against “abstract ideas”. Without tying ourselves down to their statements,
let us see what can be made of this theory. The general name “white”, in
this view, is defined for a given person at a given moment by a particular
patch of white which he sees or imagines; another patch is called white if it
has exact likeness in colour to the standard patch. In order to avoid making
the colour a universal, we have to suppose that “exact likeness” is a simple
relation, not analyzable into community of predicates; moreover, it is not
the general relation of likeness that we require, but a more special relation,
that of colour-likeness, since two patches might be exactly alike in shape or
size but different in colour. Thus, in order to make the theory of Berkeley
and Hume workable, we must assume an ultimate relation of colour-
likeness, which holds between two patches which would commonly be said
to have the same colour. Now, prima facie, this relation of colour-likeness
will itself be a universal or an “abstract idea”, and thus we shall still have
failed to avoid universals. But we may apply the same analysis to colour-
likeness. We may take a standard particular case of colour-likeness, and say
that anything else is to be called a colour-likeness if it is exactly like our
standard case. It is obvious, however, that such a process leads to an endless
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regress: we explain the likeness of two terms as consisting in the likeness
which their likeness bears to the likeness of two other terms, and such 
a regress is plainly vicious. Likeness at least, therefore, must be admitted as
a universal, and, having admitted one universal, we have no longer any 
reason to reject others. Thus the whole complicated theory, which had no
motive except to avoid universals, falls to the ground. Whether or not there
are particulars, there must be relations which are universals in the sense that
(a) they are concepts, not percepts; (b) they do not exist in time; (c) they are
verbs, not substantives.

It is true that the above argument does not prove that there are univer-
sal qualities as opposed to universal relations. On the contrary, it shows that
universal qualities can, so far as logic can show, be replaced by exact like-
nesses of various kinds between particulars. This view has, so far as I know,
nothing to recommend it beyond its logical possibility. But from the point
of view of the problem whether there are particulars, it has no bearing on
the argument. It is a view which is only possible if there are particulars, and
it demands only an easy re-statement of subject-predicate propositions:
instead of saying that an entity has such and such a predicate, we shall have
to say that there are entities to which it has such and such a specific like-
ness. I shall therefore in future ignore this view, which in any case assumes
our main thesis, namely the existence of particulars. To the grounds in
favour of this thesis we must now return.

When we endeavoured to state the two theories as to sensible qualities,
we had occasion to consider two white patches. On the view which denies
particulars, whiteness itself exists in both patches: a numerically single
entity, whiteness, exists in all places that are white. Nevertheless, we speak
of two white patches, and it is obvious that, in some sense, the patches are
two, not one. It is this spatial plurality which makes the difficulty of the
theory that denies particulars.

Without attempting, as yet, to introduce all the necessary explanations
and distinctions, we may state the argument for particulars roughly as fol-
lows. It is logically possible for two exactly similar patches of white, of the
same size and shape, to exist simultaneously in different places. Now, what-
ever may be the exact meaning of “existing in different places”, it is self-
evident that, in such a case, there are two different patches of white. Their
diversity might, if we adopted the theory of absolute position, be regarded
as belonging, not to the white itself which exists in the two places, but to
the complexes “whiteness in this place” and “whiteness in that place”. This
would derive their diversity from the diversity of this place and that place;
and since places cannot be supposed to differ as to qualities, this would
require that the places should be particulars. But if we reject absolute posi-
tion, it will become impossible to distinguish the two patches as two,
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unless each, instead of being the universal whiteness, is an instance of 
whiteness. It might be thought that the two might be distinguished by
means of other qualities in the same place as the one but not in the same
place as the other. This, however, presupposes that the two patches are
already distinguished as numerically diverse, since otherwise what is in the
same place as the one must be in the same place as the other. Thus the fact
that it is logically possible for precisely similar things to co-exist in two 
different places, but that things in different places at the same time cannot
be numerically identical, forces us to admit that it is particulars, i.e.
instances of universals, that exist in places, and not universals themselves.

The above is the outline of our argument. But various points in it have
to be examined and expanded before it can be considered conclusive. In the
first place, it is not necessary to assert that there ever are two exactly simi-
lar existents. It is only necessary to perceive that our judgment that this and
that are two different existents is not necessarily based on any difference of
qualities, but may be based on difference of spatial position alone; and 
that difference of qualities, whether or not it always in fact accompanies
numerical difference, is not logically necessary in order to insure numerical
difference where there is difference of spatial position.

Again, it is not easy to state exactly what sort of spatial distribution in
perceived space warrants us in asserting plurality. Before we can use space
as an argument for particulars, we must be clear on this point. We are accus-
tomed to concede that a thing cannot be in two places at once, but this
common-sense maxim, unless very carefully stated, will lead us into inex-
tricable difficulties. Our first business, therefore, is to find out how to state
this maxim in an unobjectionable form.

In rational dynamics, where we are concerned with matter and “real”
space, the maxim that nothing can be in two places at once is taken rigidly,
and any matter occupying more than a point of space is regarded as at least
theoretically divisible. Only what occupies a bare point is simple and 
single. This view is straightforward, and raises no difficulties as applied to
“real” space.

But as applied to perceived space, such a view is quite inadmissible. The
immediate object of (say) visual perception is always of finite extent. If we
suppose it to be, like the matter corresponding to it in “real” space, com-
posed of a collection of entities, one for each point which is not empty, we
shall have to suppose two things, both of which seem incredible, namely:
(1) that every immediate object of visual (or tactile) perception is infinitely
complex; (2) that every such object is always composed of parts which are by
their very nature imperceptible. It seems quite impossible that the imme-
diate object of perception should have these properties. Hence we must sup-
pose that an indivisible object of visual perception may occupy a finite
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extent of visual space. In short, we must, in dividing any complex object of
visual perception, reach, after a finite number of steps, a minimum sensibile,
which contains no plurality although it is of finite extent. Visual space may,
in a sense, be infinitely divisible, for, by attention alone, or by the micro-
scope, the immediate object of perception can be changed in a way which
introduces complexity where formerly there was simplicity; and to this
process no clear limit can be set. But this is a process which substitutes a
new immediate object in place of the old one, and the new object, though
more subdivided than the old one, will still consist of only a finite number
of parts. We must therefore admit that the space of perception is not infi-
nitely divided, and does not consist of points, but is composed of a finite
though constantly varying number of surfaces or volumes, continually
breaking up or joining together according to the fluctuations of attention.
If there is a “real” geometrical space corresponding to the space of percep-
tion, an infinite number of points in the geometrical space will have to 
correspond to a single simple entity in the perceived space.

It follows from this that, if we are to apply to the immediate objects of
perception the maxim that a thing cannot be in two places at once, a “place”
must not be taken to be a point, but must be taken to be the extent occu-
pied by a single object of perception. A white sheet of paper, for example,
may be seen as a single undivided object, or as an object consisting of two
parts, an upper and a lower or a right hand and a left hand part, or again as
an object consisting of four parts, and so on. If we on this account consider
that, even when the sheet appeared as an undivided object, its upper and
lower halves were in different places, then we shall have to say that the
undivided object was in both these places at once. But it is better to say
that, when the sheet appeared as an undivided object, this object occupied
only one “place”, though the place corresponded to what were afterwards
two places. Thus a “place” may be defined as the space occupied by one
undivided object of perception.

With this definition, the maxim that a thing cannot be in two places at
once might seem to reduce to a tautology. But this maxim, though it may
need rewording, will still have a substantial significance, to be derived from
the consideration of spatial relations. It is obvious that perceived spatial
relations cannot hold between points, but must hold between the parts of 
a single complex object of perception. When the sheet of paper is perceived
as consisting of two halves, an upper and a lower, these two halves are com-
bined into a complex whole by means of a spatial relation which holds
directly between the two halves, not between supposed smaller subdivisions
which in fact do not exist in the immediate object of perception. Perceived
spatial relations, therefore, must have a certain roughness, not the neat
smooth properties of geometrical relations between points. What, for example,
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shall we say of distance? The distance between two simultaneously 
perceived objects will have to be defined by the perceived objects between
them; in the case of two objects which touch, like the two halves of the
sheet of paper, there is no distance between them. What remains definite is
a certain order; by means of right and left, up and down, and so on, the parts
of a complex object of perception acquire a spatial order, which is definite,
though not subject to quite the same laws as geometrical order. The maxim
that a thing cannot be in two places at once will then become the maxim
that every spatial relation implies diversity of its terms, i.e. that nothing is
to the right of itself, or above itself, and so on. In that case, given two white
patches, one of which is to the right of the other, it will follow that there is
not a single thing, whiteness, which is to the right of itself, but that there
are two different things, instances of whiteness, of which one is to the right
of the other. In this way our maxim will support the conclusion that there
must be particulars as well as universals. But the above outline of an argu-
ment needs some amplification before it can be considered conclusive. Let
us therefore examine, one by one, the steps of the argument.

Let us suppose, for the sake of definiteness, that within one field of vision
we perceive two separated patches of white on a ground of black. It may
then be taken as quite certain that the two patches are two and not one. The
question is: Can we maintain that there are two if what exists in each is the
universal whiteness?

If absolute space is admitted, we can of course say that it is the differ-
ence of place that makes the patches two; there is whiteness in this place,
and whiteness in that place. From the point of view of our main problem,
which is as to the existence of particulars, such a view would prove our 
thesis, since this place and that place would be or imply particulars consti-
tuting absolute space. But from the point of view of our immediate prob-
lem, which is concerned with plurality in perceived space, we may reject the
above view on the ground that, whatever may be the case with “real” space,
perceived space is certainly not absolute, i.e. absolute positions are not
among objects of perception. Thus the whiteness here and the whiteness
there cannot be distinguished as complexes of which this place and that
place are respectively constituents.

Of course the whitenesses may be of different shapes, say one round and
one square, and then they could be distinguished by their shapes. It will be
observed that, with the view adopted above as to the nature of perceived
space, it is perfectly possible for a simple object of perception to have 
a shape: the shape will be a quality like another. Since a simple object of
perception may be of finite extent, there is no reason to suppose that a shape
must imply spatial divisibility in the object of perception. Hence our two
patches may be respectively round and square, and yet not be spatially
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divisible. It is obvious, however, that this method of distinguishing the two
patches is altogether inadequate. The two patches are just as easily distin-
guished if both are square or both are round. So long as we can see both at
once, no degree of likeness between them causes the slightest difficulty in
perceiving that there are two of them. Thus difference of shape, whether it
exists or not, is not what makes the patches two entities instead of one.

It may be said that the two patches are distinguished by the difference
in their relations to other things. For example, it may happen that a patch
of red is to the right of one and to the left of the other. But this does not
imply that the patches are two unless we know that one thing cannot be
both to the right and to the left of another. This, it might be said, is obvi-
ously false. Suppose a surface of black with a small white space in the mid-
dle. Then the whole of the black may form only one simple object of
perception, and would seem to be both to the right and to the left of the
white space which it entirely surrounds. I think it would be more true to
say, in this case, that the black is neither to the right nor to the left of the
white. But right and left are complicated relations involving the body of the
percipient. Let us take some other simpler relation, say that of surrounding,
which the black surface has to the white patch in our example. Suppose we
have another white patch, of exactly the same size and shape, entirely sur-
rounded by red. Then, it may be said, the two patches of white are distin-
guished by difference of relation, since one is surrounded by black and the
other by red. But if this ground of distinction is to be valid, we must know
that it is impossible for one entity to be both wholly and immediately sur-
rounded by black and wholly and immediately surrounded by red. I do not
mean to deny that we do know this. But two things deserve notice – first,
that it is not an analytic proposition; second, that it presupposes the numer-
ical diversity of our two patches of white.

We are so accustomed to regarding such relations as “inside” and “outside”
as incompatible that it is easy to suppose a logical incompatibility, although
in fact the incompatibility is a characteristic of space, not a result of logic.
I do not know what are the unanalyzable spatial relations of objects of per-
ception, whether visual or tactile, but whatever they are they must have the
kind of characteristics which are required in order to generate an order.
They, or some of them, must be asymmetrical, i.e. such that they are incom-
patible with their converses: for example, supposing “inside” to be one of
them, a thing which is inside another must not also be outside it. They, or
some of them, must also be transitive, i.e. such that, for example, if x is
inside y and y is inside z, then x is inside z – supposing, for the sake of illus-
tration, “inside” to be among fundamental spatial relations. Probably some
further properties will be required, but these at least are essential, in view
of the fact that there is such a thing as spatial order. It follows that some at
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least of the fundamental spatial relations must be such as no entity can have
to itself. It is indeed self-evident that spatial relations fulfil these conditions.
But these conditions are not demonstrable by purely logical considerations:
they are synthetic properties of perceived spatial relations.

It is in virtue of these self-evident properties that the numerical diver-
sity of the two patches of white is self-evident. They have the relation of
being outside each other, and this requires that they should be two, not one.
They may or may not have intrinsic differences – of shape, or size, or bright-
ness, or any other quality – but whether they have or not they are two, and
it is obviously logically possible that they should have no intrinsic differ-
ences whatever. It follows from this that the terms of spatial relations 
cannot be universals or collections of universals, but must be particulars
capable of being exactly alike and yet numerically diverse.

It is very desirable, in such discussions as that on which we are at 
present engaged, to be able to talk of “places” and of things or qualities
“occupying” places, without implying absolute position. It must be under-
stood that, on the view which adopts relative position, a “place” is not a pre-
cise notion. But its usefulness arises as follows: – Suppose a set of objects,
such as the walls and furniture of a room, to retain their spatial relations
unchanged for a certain length of time, while a succession of other objects,
say people who successively sit in a certain chair, have successively a given
set of spatial relations to the relatively fixed objects. Then the people have,
one after the other, a given set of properties, consisting in spatial relations
to the walls and furniture. Whatever has this given set of properties at a
given moment is said to “occupy” a certain place, the “place” itself being
merely a fixed set of spatial relations to certain objects whose spatial rela-
tions to each other do not change appreciably during the time considered.
Thus when we say that one thing can only be in one place at one time, we
mean that it can only have one set of spatial relations to a given set of
objects at one time.

It might be argued that, since we have admitted that a simple object of
perception may be of finite extent, we have admitted that it may be in many
places at once, and therefore may be outside itself. This, however, would be
a misunderstanding. In perceived space, the finite extent occupied by a sim-
ple object of perception is not divided into many places. It is a single place
occupied by a single thing. There are two different ways in which this place
may “correspond” to many places. First, if there is such a thing as “real”
space with geometrical properties, the one place in perceived space will cor-
respond to an infinite number of points in “real” space, and the single entity
which is the object of perception will correspond to many physical entities
in “real” space. Secondly, there is a more or less partial correspondence
between perceived space at one time and perceived space at another.
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Suppose that we attend closely to our white patch, and meanwhile no other
noticeable changes occur in the field of vision. Our white patch may, and
often does, change as the result of attention – we may perceive differences
of shade or other differentiations, or, without differences of quality, we may
merely observe parts in it which make it complex and introduce diversity
and spatial relations within it. We consider, naturally, that we are still look-
ing at the same thing as before, and that what we see now was there all
along. Thus we conclude that our apparently simple white patch was not
really simple. But, in fact, the object of perception is not the same as it was
before; what may be the same is the physical object supposed to correspond
to the object of perception. This physical object is, of course, complex. And
the perception which results from attention will be in one sense more cor-
rect than that which perceived a simple object, because, if attention reveals
previously unnoticed differences, it may be assumed that there are corres-
ponding differences in the “real” object which corresponds to the object of
perception. Hence the perception resulting from attention gives more infor-
mation about the “real” object than the other perception did: but the object
of perception itself is no more and no less real in the one case than in the
other – that is to say, in both cases it is an object which exists when per-
ceived, but which there is no reason to believe existent except when it is
perceived.

In perceived space, the spatial unit is not a point, but a simple object of
perception or an ultimate constituent in a complex object of perception.
This as the reason why, although two patches of white which are visibly 
separated from each other must be two, a continuous area of white may 
not be two. A continuous area, if not too large, may be a single object 
of perception not consisting of parts, which is impossible for two visibly
separated areas. The spatial unit is variable, constantly changing its size,
and subject to every fluctuation of attention, but it must occupy a conti-
nuous portion of perceived space, since otherwise it would be perceived as
plural.

The argument as to numerical diversity which we have derived from per-
ceived space may be reinforced by a similar argument as regards the con-
tents of different minds. If two people are both believing that two and two
are four, it is at least theoretically possible that the meanings they attach to
the words two and and and are and four are the same, and that therefore, so
far as the objects of their beliefs are concerned, there is nothing to distin-
guish the one from the other. Nevertheless, it seems plain that there are two
entities, one the belief of the one man and the other the belief of the other.
A particular belief is a complex of which something which we may call 
a subject is a constituent; in our case, it is the diversity of the subjects 
that produces the diversity of the beliefs. But these subjects cannot be mere
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bundles of general qualities. Suppose one of our men is characterized by
benevolence, stupidity, and love of puns. It would not be correct to say:
“Benevolence, stupidity, and love of puns believe that two and two are
four”. Nor would this become correct by the addition of a larger number of
general qualities. Moreover, however many qualities we add, it remains pos-
sible that the other subject may also have them; hence qualities cannot be
what constitutes the diversity of the subjects. The only respect in which two
different subjects must differ is in their relations to particulars: for example,
each will have to the other relations which he does not have to himself. But
it is not logically impossible that everything concerning one of the subjects
and otherwise only concerning universals might be true of the other sub-
ject. Hence, even when differences in regard to such propositions occur, it
is not these differences that constitute the diversity of the two subjects. The
subjects, therefore, must be regarded as particulars, and as radically differ-
ent from any collection of those general qualities which may be predicated
of them.

It will be observed that, according to the general principles which must
govern any correspondence of real things with objects of perception, any
principle which introduces diversity among objects of perception must
introduce a corresponding diversity among real things. I am not now con-
cerned to argue as to what grounds exist for assuming a correspondence,
but, if there is such a correspondence, it must be supposed that diversity in
the effects – i.e. the perceived objects – implies diversity in the causes – i.e.
the real objects. Hence if I perceive two objects in the field of vision, 
we must suppose that at least two real objects are concerned in causing my
perception.

The essential characteristic of particulars, as they appear in perceived
space, is that they cannot be in two places at once. But this is an unsatis-
factory way of stating the matter, owing to the doubt as to what a “place”
is. The more correct statement is that certain perceptible spatial relations
imply diversity of their terms; for example, if x is above y, x and y must be
different entities. So long, however, as it is understood that this is what is
meant, no harm is done by the statement that a thing cannot be in two
places at once.

We may now return to the question of particulars and universals with 
a better hope of being able to state precisely the nature of the opposition
between them. It will be remembered that we began with three different
oppositions: (1) that of percept and concept, (2) that of entities existing in
time and entities not existing in time, (3) that of substantives and verbs.
But in the course of our discussion a different opposition developed itself,
namely (4) that between entities which can be in one place, but not in more
than one, at a given time, and entities which either cannot be anywhere or
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can be in several places at one time. What makes a particular patch of white
particular, whereas whiteness is universal, is the fact that the particular
patch cannot be in two places simultaneously, whereas the whiteness, if it
exists at all, exists wherever there are white things. This opposition, as
stated, might be held not to apply to thoughts. We might reply that a
man’s thoughts are in his head; but without going into this question, we
may observe that there certainly is some relation between a man’s thoughts
and his head (or some part of it) which there is not between his thoughts
and other things in space. We may extend our definition of particulars so as
to cover this relation. We may say that a man’s thought “belongs to” the
place where his head is. We may then define a particular in our fourth sense
as an entity which cannot be in or belong to more than one place at one
time, and a universal as an entity which either cannot be in or belong to any
place, or can be in or belong to many places at once. This opposition has cer-
tain affinities with the three earlier oppositions, which must be examined.

(1) Owing to the admission of particulars in our fourth sense, we can make
an absolute division between percepts and concepts. The universal white-
ness is a concept, whereas a particular white patch is a percept. If we had
not admitted particulars in our fourth sense, percepts would have been
identical with certain concepts.

(2) For the same reason, we are able to say that such general qualities as
whiteness never exist in time, whereas the things that do exist in time are
all particulars in our fourth sense. The converse, that all particulars in our
fourth sense exist in time, holds in virtue of their definition. Hence the 
second and fourth senses of the opposition of particulars and universals are
co-extensive.

(3) The third opposition, that of substantives and verbs, presents more
difficulties, owing to the doubt whether predicates are verbs or not. In order
to evade this doubt, we may substitute another opposition, which will be
co-extensive with substantives and verbs if predicates are verbs, but not 
otherwise. This other opposition puts predicates and relations on one side,
and everything else on the other. What is not a predicate or relation is,
according to one traditional definition, a substance. It is true that, when
substance was in vogue, it was supposed that a substance must be inde-
structible, and this quality will not belong to our substances. For example,
what a man sees when he sees a flash of lightning is a substance in our sense.
But the importance of indestructibility was metaphysical, not logical. As far
as logical properties are concerned, our substances will be fairly analogous to
traditional substances. Thus we have the opposition of substances on the one
hand and predicates and relations on the other hand. The theory which rejects
particulars allows entities commonly classed as predicates – e.g. white – to
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exist; thus the distinction between substances and predicates is obliterated
by this theory. Our theory, on the contrary, preserves the distinction. In the
world we know, substances are identical with particulars in our fourth sense,
and predicates and relations with universals.

It will be seen that, according to the theory which assumes particulars,
there is a specific relation of subject to predicate, unless we adopt the 
view – considered above in connection with Berkeley and Hume – that
common sensible qualities are really derivative from specific kinds of like-
ness. Assuming this view to be false, ordinary sensible qualities will be
predicates of the particulars which are instances of them. The sensible qual-
ities themselves do not exist in time in the same sense in which the
instances do. Predication is a relation involving a fundamental logical dif-
ference between its two terms. Predicates may themselves have predicates,
but the predicates of predicates will be radically different from the predi-
cates of substances. The predicate, on this view, is never part of the subject,
and thus no true subject-predicate proposition is analytic. Propositions of
the form “All A is B” are not really subject-predicate propositions, but
express relations of predicates; such propositions may be analytic, but the
traditional confusion of them with true subject-predicate propositions has
been a disgrace to formal logic.

The theory which rejects particulars, and assumes that, e.g. whiteness
itself exists wherever (as common-sense would say) there are white things,
dispenses altogether with predication as a fundamental relation. “This is
white”, which, on the other view, expresses a relation between a particular
and whiteness, will, when particulars are rejected, really state that whiteness
is one of the qualities in this place, or has certain spatial relations to certain
other qualities. Thus the question whether predication is an ultimate simple
relation may be taken as distinguishing the two theories; it is ultimate if
there are particulars, but not otherwise. And if predication is an ultimate
relation, the best definition of particulars is that they are entities which can
only be subjects of predicates or terms of relations, i.e. that they are (in the
logical sense) substances. This definition is preferable to one introducing
space or time, because space and time are accidental characteristics of the
world with which we happen to be acquainted, and therefore are destitute of
the necessary universality belonging to purely logical categories.

We have thus a division of all entities into two classes: (1) particulars,
which enter into complexes only as the subjects of predicates or the terms
of relations, and, if they belong to the world of which we have experience,
exist in time, and cannot occupy more than one place at one time in the
space to which they belong; (2) universals, which can occur as predicates or
relations in complexes, do not exist in time, and have no relation to one
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place which they may not simultaneously have to another. The ground for
regarding such a division as unavoidable is the self-evident fact that certain
spatial relations imply diversity of their terms, together with the self-
evident fact that it is logically possible for entities having such spatial 
relations to be wholly indistinguishable as to predicates.

UNIVERSALS

142



Russell returned to philosophy later in life after a long period when
political campaigning, education and popular writing were his
main concerns. He had a spell of serious philosophy in the imme-
diate post-war years that culminated in his last major philo-
sophical work, Human Knowledge: Its Scope and Limits (1948). This 
piece on the problem of universals was prompted by an article 
by, and discussions with, Rupert Crawshay-Williams, who had
read Russell on universals in An Inquiry into Meaning and Truth
(1940).

Upon returning to the problem of universals, Russell saw it as
“almost ripe for a definitive solution”. In this paper, Russell does
not quite offer that solution but merely expresses confidence that
the techniques of modern logic can uncover the solution. The
paper has a polemical style, which was fitting as it was published
in a journal called Polemic. The ensuing discussion departs from the
topic of universals in many places. The principle of individuation
is discussed (see also paper 21) and Russell ventures the view that
a “thing” is nothing more than a bundle of qualities. This is 
a familiar idea in metaphysics, which has received much discussion
and criticism. It has the implication that two things cannot be
exactly alike, in all their qualities (including relational qualities),
as being so would entail that they were in reality one thing. To
allow there to be two things exactly alike in all their qualities,
would be to reject this as a principle of individuation. The possi-
bility of a world containing just two objects, alike in all their non-
relational properties and symmetrically arranged, hence alike in all
their relational qualities as well, seems to be a counter-example
but Russell does not quite consider it. He says instead that 
two things that appear alike can nevertheless be distinguished by
their different positions in perceptual space. The possible world 
in the counter-example contains no perceivers, however. The
example is controversial, but it seems that anyone who wants to
pursue Russell’s line has to provide some response to it.
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On universals specifically, Aristotle is dismissed briefly. This is
unfortunate in so far as immanent realism, which many take to be
following Aristotle, is currently seen as a highly credible solution to
the problem of universals. The Platonic view of transcendent uni-
versals was regarded as more credible in Russell’s day but more of
current metaphysics is sympathetic to Aristotle, seeing far greater
subtlety and conceptual resources in his work than in Plato’s.

Russell goes on to highlight the vagueness of universal words.
A wide variety of colours may nevertheless all count as red. To
define red, therefore, we have to start with a shade that is certainly
red, and all other red things are red by reference to it. “Colour”, in
contrast, has no vagueness, in that nothing can be more or less 
a colour. However, things can have colour in virtue of having 
different specific colours. Why are these all collected together
under the quality of colour? Russell proposes that they are 
bundled on the basis of similarity – a “similarity-chain” – where
one can pass from any one specific colour to any other via a chain
of closely similar colours.

Few discussions in philosophy have shown such longevity as the argument
concerning the status of what are called “universals”, which began with
Plato, and is still in full swing at the present day. There has been, from time
to time, a change in the way of formulating the problem and in the kind of
analysis used in discussing it, but the essential core of the problem has
changed little since Aristotle. For my part – although I may be accused of
foolish optimism – I think it is almost ripe for definitive solution. Some
things are already clear. The solution must be technical, and dependent
upon considerations derived from modern logic; and it will have no bearing
whatever upon the large problems of religious philosophy with which, ever
since Plato, the discussion has been connected. Plato thought that his
“ideas” afforded a proof of immortality; Leibniz deduced the existence of
God from the “eternal truths”; Hume thought it essential to his empiricism
to deny “abstract ideas”. In these respects these men seem to me to have
been mistaken. The acceptance or rejection of universals has, in my opin-
ion, no bearing on religious belief or on the truth or falsehood of the empiri-
cist philosophy. If the subject is to be discussed scientifically, these wider
issues must be ignored during the discussion.

Plato’s doctrine of ideas was open to objections of which he himself, in
time, became aware, as appears from the argument about them in the
Parmenides. The ideal Man was not a universal, but another particular, 
ethically and aesthetically superior to ordinary men, but logically and 
syntactically on a level with them. What needed to be considered was the
adjective “human”, which clearly does not denote any one man, whether
earthly or heavenly. Socrates is human, and Socrates has two legs, but it is

UNIVERSALS

144



nonsense to say “human has two legs”. The universal, if there is such an
entity, is what is signified by the word “human”, and this, if it is anything,
must be something quite different from any particular man.

It was Aristotle who first invented appropriate nomenclature for our
problem, and who first stated it in a form approaching logical correctness.
On the linguistic level, his definition of a “universal” is quite precise: “By
the term ‘universal’ I mean that which is of such a nature as to be predicated
of many subjects, by ‘individual’ that which is not thus predicated.” Confining
ourselves, for the moment, to the linguistic level, we make use of the famil-
iar distinction of subject and predicate. In the sentence “Socrates is human”,
the word “Socrates” is the subject, and the word “human” is the predicate.
The predicate “human” attaches also to many other subjects besides
“Socrates”; and even if, in fact, the world contained only one man, the 
statement “this is human” would still be significant, though false, if “this”
were a cat or a dog. Thus it is not necessary that a universal should be truly
predicable of many things, but only that it should be significantly predica-
ble. In any language having a subject-predicate syntax this distinction is
clear.

But there remains a metaphysical question, irresistibly suggested by 
the linguistic distinction of subject and predicate. The word “Socrates” is 
a name, and most people think there is no difficulty as to what the word
means: it means a certain person who lived a long time ago, and annoyed
the Athenians by being too argumentative. If we had been Athenians of the
fifth century B.C., his friends could have pointed him out to us and said
“Look, that’s Socrates”. Thus it is clear that the word “Socrates” means
something which is not a word, but a man. But how about the word
“human”? This is a word, not an empty noise; it certainly has meaning. But
is there something that it means? Clearly, if so, it is not something having 
a definite position in space and time, for it is present in every man, not only
in Socrates. You cannot point to it as you can to Socrates. It is not born and
it does not die. It has a name, but not a local habitation. Obviously it 
is something rather queer. The metaphysical problem of universals, as
opposed to the linguistic problem, is to find something which can be meant
by words that are predicates – or at least this is the form in which the 
problem first presented itself.

Aristotle proceeds to tell us that a universal is not a substance; it is a
“such”, not a “this”, a kind, not an individual thing. “It seems impossible”,
he says, “that any universal term should be the name of a substance. For …
the substance of each thing is that which is peculiar to it, which does not
belong to anything else; but the universal is common, since that is called
universal which is such as to belong to more than one thing”. We may agree
to this, but it does not take us very far; it is, in fact, purely negative.
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The question of the metaphysical status of universals having been left
open by Aristotle, the scholastics, while following him, were free to suggest
various theories. Realists held that there are universals, and that predicates
mean universals more or less as proper names means persons or things; nom-
inalists held that universals are created by language, and that there is noth-
ing outside language that is the meaning of a predicate. Between these two
extremes various compromises were suggested. Both Aquinas and Occam,
who in the main are nominalists, admit that God must have had universals
in mind before creating things of different kinds. When, for example, He
decided to create two human beings, He must have had the concept “human
being”, although there were as yet no instances from which to abstract it.
But as far as human knowledge is concerned, they held that universals have
no being except in the things that are instances of them.

In modern philosophy the old controversies, though with a somewhat
changed vocabulary, continued unabated. Broadly speaking, realism pre-
vailed on the Continent, nominalism in the British Isles. Berkeley and
Hume denied not only universals in the world, but even abstract ideas in
the mind. They held that I can have no idea “man”, but only ideas of par-
ticular men, of a particular stature and complexion, and, in fact, with all the
individuality belonging to the sensible appearance of an actual man. The
word “man”, they held, becomes general by being used as a sign, i.e. by our
ignoring whatever features in our momentary idea of a man we do not
regard as common to all men. This is the extreme antithesis to realism, and
on the whole it represents the prevailing view among empiricist philosophers
of the eighteenth and nineteenth centuries. They instance a geometrical
demonstration, in which we draw (say) a particular triangle, but refrain
from making use of any property which it does not share with all other 
triangles. In this way, they maintain, it is possible to suppose that the world
contains nothing but impressions and particular ideas.

The controversy as to universals was connected with another medieval
controversy, namely that as to the “principle of individuation”. This ques-
tion has, to my mind, been too little considered in modern times. I will try
to state it in modern language, and to give my own theory as to the correct
answer.

The question is this: Given two different “things”, A and B, what is it
that makes them two? Is it a difference of quality, or is it a mere difference
of position in space and time? Some maintained that there could be, in dif-
ferent places, two things exactly alike in all their qualities, and yet certainly
two; others maintained that if they were exactly alike they would be one, not
two. The latter party held that an individual person or thing is completely
defined when all his or its qualities are given. This was, in particular, the
view of Leibniz. But their opponents maintained that individuality is 
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conferred by spatio-temporal position, not by qualities; it would be 
logically possible, they held, for identical twins to be exactly alike, except
for occupying different parts of space. Broadly speaking, those who inclined
towards empiricism made spatio-temporal position the “principle of indi-
viduation”, while the a priori philosophers, who were also the champions of
universals, considered that a thing could be completely defined by its 
qualities.

For my part, I hold that a “thing” is nothing but a bundle of qualities,
and that, therefore, two different things cannot be exactly alike. But I hold
this only because I regard position in space as defined by means of certain
qualities not usually recognized as such. If I see two things at once, they
cannot both be in the centre of my field of vision; if one is so, the other is
to the right or left of it, and above or below it. In an immediate object of
my visual perception, there is one of a series of qualities of more-or-less-
right-or-leftness and of more-or-less-up-or-downness. It is in virtue of these
qualities that my visual field has spatial characteristics. The space of physics
is partly constructed, partly inferred, from the space of visual and other
immediate objects of perception. I shall give my reasons for this view
shortly.

The qualities of which, in my view, “things” are composed would count
traditionally as universals. But in my view the names of qualities do not
have the syntactical characteristics usually assigned to universal-words,
though there are other words which do have these properties. We must,
therefore, after considering qualities, resume the discussion of universals on
the basis of the new syntactical analysis that I advocate. But throughout the
earlier part of the following discussion I shall follow usage in regarding
qualities as universals.

All the various disputants in this long history have conceived the 
problem much too simply, and all their various solutions can be seen to be
inadequate if viewed without party spirit. To introduce the discussion, 
let us begin with a parable.

There was once a company of philosophers of various schools travelling
in an out-of-the-way region on the Continent. They found an unpretentious
inn and ordered dinner; the innkeeper promised them a joint of beef. But
the joint, when it came, was unappetizing. One of the philosophers, a dis-
ciple of Hume and an experienced traveller, summoned mine host and said:
“This is not beef, it is horse.” He did not know that the innkeeper had seen
better days, but had neglected his affairs and come down in the world
through devotion to philosophy; he was therefore amazed when the
innkeeper replied: “Sir, I am surprised to hear you saying something which
you believe to be devoid of meaning. ‘Beef’ and ‘horse’, according to you,
are only words, and do not denote anything in the non-linguistic world.
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The dispute is therefore only about words. If you prefer the word ‘horse’,
well and good; but I find the word ‘beef’ more profitable.”

This reply set all the philosophers talking at once. “The innkeeper is
right”, said a disciple of Roscelin, “beef and ‘horse’ are only sounds uttered
by human breath, and neither can denote this abominable piece of very
tough meat.” “Nonsense”, retorted a Platonist, “this joint comes from an
animal which, when alive, was a copy of the eternal horse in heaven, and not
of the eternal ox.” An Augustinian remarked: “ ‘Beef ’ and ‘horse’ are ideas
in the mind of God, and I am sure the divine idea of beef is something very
different from this.” There was only one point on which they were all
agreed, and that was, that any person who sold such nasty stuff under the
name of “beef ” deserved to be prosecuted for fraud. At this the innkeeper,
who knew the local magistrate to be no philosopher, became frightened and
produced another joint, which gave universal satisfaction.

The sole point of this parable is that the question of universals is not
merely one of words, but one which arises through the attempt to state
facts.

The broad distinction between proper names and predicates is not quite
what it appears to be in the traditional statements. It is this: that a proper
name denotes something occupying a roughly continuous portion of space
and time, while a predicate denotes something occupying discontinuous
portions. Such words as “Socrates”, “France”, or “the sun”, which we com-
monly think of as names of single entities, are really names of series of
occurrences, each series having spatio-temporal continuity. Obviously
France is made up of parts, each of which can have a proper name, as in fact
many of them have. With human beings this is less common, but there 
are instances: “Abram” and “Abraham” are names for different parts of 
one man’s life, and so are “Saul” and “Paul” or “Octavius” and “Augustus”.
It used to be thought that a mind or an atom was a single persistent entity,
having different properties at different times, but psychology and physics
have made this view untenable. We must now regard a mind as a series of
thoughts, and an atom as a series of physical occurrences; in fact, persistence
in time, just as much as extension in space, must, where things or persons
are concerned, be taken as a sign of divisibility into parts.

The ultimate indivisible parts of which divisible things are composed
are unknown to us, and have no names in any language. The question arises:
what leads us to collect certain events into a group to which we give 
a proper name? Suppose I have a brother called “Tom”; how do I know,
when I see him, that it is Tom? The spatio-temporal continuity which 
I believe him to possess is inferential; he might cease to exist when asleep
alone. It is not by continuity, as a rule, that I recognize him, but by his
qualities; his eyes and hair, the shape of his nose, etc., are familiar. But these
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qualities by which I recognize him are (in traditional language) universals:
red hair, blue eyes, big nose, and so on. The name “Tom” applies primarily
to whatever has all these qualities. If I discover that Tom has a double,
recognition becomes doubtful, and a Comedy of Errors becomes possible.
Such errors can only be avoided by discovering some qualitative difference
between Tom and his double; if they were exactly alike, we could never
know which we were seeing. The word “Tom” thus denotes primarily 
a bundle of universals. Whether this analysis is ultimate, I leave for the 
present an open question.

When we consider the way in which children learn the meaning of
words, it becomes obvious that our primary stock of words must all denote
universals. An infant, as yet ignorant of language, cannot learn the mean-
ing of words by means of verbal definitions. It is no use to tell him: 
“A dodecagon is a plane figure bounded by twelve straight lines” or “a cat
is a domestic carnivorous quadruped of the genus Felis”. The child learns
the meaning of the word “cat” by frequently hearing the word at a time
when a cat is occupying his attention. It is in the same way that he learns
the meaning of the words “mother” and “father”, which, though for him
they are proper names of his own parents, are yet originally universals nam-
ing a series of similar appearances, just as much as “cat” is, as we saw in the
case of “Tom”. Certain similar occurrences become associated with the word
“cat”, certain others with the word “mother”; there is no important dis-
tinction between the two. To say that there is only one mother but there 
are many cats is only to say that mother occupies a continuous portion of
space-time whereas the regions rightly designated “cat” do not. But from
the point of view of logic and syntax this difference is not of fundamental
importance.

The process by which we learn the meaning of a word without the help
of a verbal definition is called “ostensive definition”. It is obvious that it
depends upon repetition and recognition. The child sees cats repeatedly,
and at the same time hears the word “cat”. At last, seeing another cat, the
child recognizes it and says “cat”. Now obviously this process of repetition
and recognition is only possible in the case of qualities or bundles of qual-
ities. If there be in a person a material identity of substance, this is certainly
not obvious to the senses, and is not what enables us to recognize the per-
son; we recognize the person by the similarity of his personal appearance to
previous personal appearances, that is to say, by similarity of qualities.
Whether there is or is not an identity of substance is a question for the
metaphysician, and an otiose question, since no evidence either way is
imaginable. What is given empirically, and what is involved in learning the
use of words, is qualitative similarity between appearances on different
occasions.
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It follows that our primary vocabulary consists entirely of words denoting
universals; words or phrases denoting particulars, if they are possible at all,
must be learned words or phrases, involving in their use much analysis 
and scientific inference. “We cannot step twice into the same rivers”, said
Heraclitus; he was right if he was thinking of substantial identity. But if 
a river is defined qualitatively, which is the only way that makes recogni-
tion possible, then it can be the same river on two occasions. Substantial
identity, and the concept of “substance” generally, are merely useless 
metaphysical lumber. The known world is composed of qualities with 
spatio-temporal and other relations. The qualities are what would formerly
have been called “universals”, and so far from our knowledge of them being
in doubt, it is the easiest and most primitive knowledge that we possess,
since it is the knowledge involved in the beginnings of our acquisition of 
language.

“But”, you may say, “this theory will not do. There might be a this and
a that which were exactly similar, and yet two. That is why we need the con-
cept of ‘substance’ in addition to qualities.” For my part, I entirely deny
that there could be a this and a that that were exactly similar and yet two.
Those who believe this possible have omitted to take account of the quali-
ties by which space is defined. Consider first the space of your momentary
visual field. If you keep your eyes fixed upon a stationary scene, some of the
things you see are in the centre of your field of vision, some are above or
below the centre, and some to right or left of it. The visual objects that
compose your momentary field have different qualities according to their
position relatively to the centre of the field; they are more or less up or more
or less down, and more or less to the right or more or less to the left. No
two parts of your visual field are identical as regards these qualities of 
up-or-down, right-or-left; only one part is a given amount up and a given
amount to the right. When we take account of these qualities, it is impossible
that two things seen simultaneously should be exactly alike.

Very similar considerations apply to the sense of touch. If a spider is
crawling on you in the dark, you know what part of your body he is crawl-
ing on by the quality of the sensation of touch; no one would scratch his toe
when the spider was on his hand. No two simultaneous sensations of touch
have the same local quality, and therefore no two things that touch my body
at the same time can be precisely similar in quality.

The conception of space is built up, by an elaborate and largely uncon-
scious process, from such qualities as those that we have been considering
in the case of sight and touch together with other factors. We thus arrive at
the belief that a “thing” cannot be in two places at once – or rather, since
every “thing” that we know of occupies a finite volume, that a “thing” must
occupy a continuous portion of space and time, and not be dotted about as
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redness is, for example. “Particulars”, therefore, will be those bundles of
qualities which include enough spatio-temporal qualities to insure that
they occupy one continuous region. But in logical and syntactical status
they will not differ importantly from such qualities as redness, which have
no spatio-temporal continuity.

If the above theory is correct, many words that are commonly regarded
as predicates cease to be such, and become substantives. Take such a state-
ment as “this rose is red”. Here the word “this” denotes certain spatial qual-
ities, such as may be indicated by pointing, existing at the time when the
sentence is pronounced. The word “rose” indicates a bundle of qualities,
such as are given in the dictionary under the appropriate heading. The word
“red” indicates a quality which is present in some roses and not in others.
Thus what we are really saying is something like this: “At the present 
time, certain spatial qualities, and the qualities by which the word ‘rose’ is
defined, and redness, all coexist, or are compresent.” This is not a subject-
predicate proposition. There are, however, subject-predicate propositions;
they are such as “red is a colour”, “C-sharp is a note”. Thus, from the point
of view of syntax, what were formerly universal, such as red, take the place
of particulars as being denoted by substantives, while the place of universal
is taken by such words as “colour” or “note”, which are properties belong-
ing to many qualities. The problem of universals is thus transferred to these
properties of qualities.

Before considering this new problem, something must be said about 
redness, and its various shades, for it may be said that “redness”, like “colour”,
is a class-name, denoting a number of different qualities. I am suggesting
that the world is a pattern of qualities, but if this view is to be tenable the
qualities must not have the vague generality indicated by such a word as
“red”, but the exactness of one particular shade. This, however, lands us in
a fresh set of difficulties, since we know that we cannot distinguish one
shade of colour from another that is only slightly different from it. This
knowledge results from the fact that, if we see simultaneously three
coloured patches, A, B, C, the colour of A may be indistinguishable from
that of B, and that of B from that of C, and yet the colour of A may be 
distinguishable from that of C. It follows that there are differences of colour
too minute to be perceptible. The same sort of thing happens with all per-
ceptible qualities. Suppose A is a giant and Z is a dwarf: one could find 
a series of people B, C, D, … each of whom would not be noticeably taller
or shorter than his neighbour on either side, but who, between them, would
extend, in height, all the way from A to Z. None of our senses have the
exactness that the mathematical physicist supposes to exist in nature.

Suppose, now, you have a certain length A, which is approximately 
a metre, and you wish to find out if there is reason to think it less than 
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a metre, or to think it more than a metre. No direct measurement shows it
to be either more or less than a metre. But now you take another length B,
which, so far as you can discover, is the same length as A, but you find that
B is noticeably less than a metre. You then decide that A also must be less
than a metre, though nearer to a metre than B is. If, on the other hand, you
find that all the lengths indistinguishable from A are indistinguishable
from a metre, you will say that, in the present state of the technique of
measurement, A is to count as one metre long.

Exactly the same applies to the definition of a given shade of colour.
Given two patches of colour A and B, they are to count as being of the same
shade if every colour indistinguishable from A is indistinguishable from B,
and vice versa.

By such devices we give greater exactness to our concepts than is to be
derived from one or two unaided perceptions. The process is not quite con-
clusive in practice, because we cannot compare a given length or colour
with all approximately similar lengths or colours. But it gives a method of
approximation to exactness, and shows that there is no more difficulty
about a given shade of colour than about a given length, such as a metre.

The words for qualities that we actually use have not even the degree of
precision that is possible. We use words such as “red”, which cover a wide
range of different shades of colour. The definition of such a word as “red”
has an essential vagueness, similar to that of such words as “bald” or “tall”.
Some shades of colour are certainly red, others are certainly not red, but at
the boundary there are shades concerning which it is doubtful whether they
are to be called “red” or not. The definition of “red” will have to start from 
a shade of colour that is certainly red, and say: “ ‘Red’ means a shade more or
less like this.” All the ordinary names of qualities, such as “hard” and “soft”,
“sweet” and “sour”, have similar definitions, with the same essential vagueness.

It is otherwise with such a word as “colour”, which seems to have no
vagueness at all. We cannot imagine anything that is more or less a colour.
Everything in the visual field has a colour, and nothing else has. The word
“colour” is a true universal, and its instances are the various shades. The
problem of universals is better dealt with in connection with such a word
as “colour” than in connection with such a word as “red”.

At first sight, it seems easier to take up a nominalist position in regard
to such a word as “colour” than in regard to such a word as “red”. It might
seem that we could describe the world completely without using the word
“colour”. If we could state exactly what shade of colour exists at what point
in everybody’s visual field, we should have stated all the primary facts about
colours, i.e. all the facts that have to do with particular regions of space-
time; and in stating these facts we should not need the word “colour”, but
only words for the various particular shades of colour.
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There are, however, other facts about colours besides those that have to
do with particular places. Suppose A, B, C are three shades of colour which
I see at once; suppose A is a greenish-yellow, B is green, and C is a greenish-
blue. Then I can see, if I choose, that A is more like B than like C. This is
not a dated fact, since it is true of the shades A, B, C whenever and wher-
ever they occur; but although not dated, it is yet, in an important sense, 
a fact of perception. In Leibniz’s sense it is an “eternal truth”, and yet it is
in some sense given empirically.

Now there seems to be something similar to say about “A is a colour”,
where A is some particular shade. The word “colour” is not defined by 
enumeration of the various colours – black and white, grey and brown, and
the colours of the rainbow – as appears from the fact that if I see a shade of
colour I never saw before, I shall have no doubt that it is a shade of colour.
This shows that there must be some property common and peculiar to
colours, by means of which the word “colour” should be defined. This prop-
erty need not be a simple quality; it may be a rather complicated relational
property. For example, the following would be a possible definition (not 
the only possible definition): starting from some datum A, which is to be 
a colour by definition, we shall say that if B closely resembles A, B is to be
called a colour; and generally, if M is to be called a colour, and N closely
resembles M, then N is to be called a colour. But this definition has a defect:
it only gives the right extension if the A from which I started was in fact
the sort of thing that we call a colour. This defect, however, is perhaps not
fatal. Whether it is so, we must now consider.

The various qualities that are given in perception can be arranged in
bundles, each bundle being what we may call a similarity-chain. A similarity-
chain is defined as follows: starting from some datum A, it includes 
whatever is closely similar to A, or closely similar to something closely 
similar to A, or etc. That is to say, Z belongs to the similarity-chain of A if
there is a finite number of terms B, C, D, … Y, such that A is closely 
similar to B, B to C, … and Y to Z. For “closely similar” we may, if we
choose, substitute “indistinguishable”. We can pass by imperceptible gra-
dations from any one shade of colour to any other, from any sound to any
other, from any sensation of touch to any other, from the taste of good roast
beef to the taste of rotten egg – though in this last case there would be need
of more culinary art than the world at present possesses. There is no such
gradual transition from the data of one sense to those of another; between
colours and sounds, for instance, there is an impassable gulf.

Having recognized the existence of such bundles, we can give them
names. One bundle we call “colours”, one “sounds”, one “tastes”, and so on.
In this way we can avoid admitting such universal as “colour”, and substitute
the relation of close similarity or indistinguishability.
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The introduction of “similarity” brings us to the consideration of 
relation-words. Hitherto we have been concerned with the meaning of what
would commonly be considered adjectives; we have been led to the conclu-
sion that some of them ought to be regarded as substantives, while others
can be defined by means of the relation of similarity. This relation has a spe-
cial and peculiar importance, but before concentrating on it something
must be said about relations in general.

Let us begin with purely linguistic matters. There are certain words
which are called “logical words”; such are “not”, “or”, “and”, “if ”, “all”, “some”.
These words are characterized by the fact that sentences in which they occur
all presuppose the existence of simpler sentences in which they do not occur.
A sentence containing no logical words I call an “atomic sentence”. Thus “if
it rains I shall get wet” is not atomic, but contains two atomic parts “it
rains” and “I shall get wet”. An atomic sentence contains no part which is
a sentence, and also does not contain the word “all” or the word “some” or
any equivalent.

Every atomic sentence, if fully expressed, contains two kinds of words,
which are roughly nouns and verbs. An atomic sentence cannot contain
more than one verb, but may, in theory, contain any number of nouns.
“Caesar died” contains one noun and one verb; “A loves B” contains two
nouns and one verb; “A is jealous of B on account of C” contains three nouns
and one verb; “A exchanged B for C with D” contains four nouns and one
verb. When an atomic sentence contains more than one noun, the verb is
called a “relation-word”, “dyadic” if there are two nouns, “triadic” if three,
“tetradic” if four, and so on. I cannot think of any actual relation-word of
higher order than the tetradic, but there is no reason except our intellectual
limitations for the absence of such words.

A relation-word, if it occurs in an atomic sentence, must have the appro-
priate number of nouns. The sentence “A loves” may be interpreted so as to
be significant, but is then not atomic; it may mean “A loves some one”, i.e.
“For some B, A loves B”. This contains the word “some”, and is therefore
not atomic. Any truly atomic sentence containing the verb “loves” must
contain two nouns, one denoting the lover, the other the beloved. In this
respect relation-words differ from nouns, for every noun can occur in atomic
sentences of all possible forms.

Prima facie, one would be inclined to say that nouns, when they are
proper names, mean particulars, while adjectives, general nouns, and relation-
words mean universals. It is impossible to construct a language that will say
the things we want to say if our language consists of proper names alone.
The nominalist is therefore confronted with the problem of showing how
universal-words contribute to the significance of the sentences in which
they occur. I do not wish to prejudge the question whether this problem is
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soluble; I say only that the nominalist’s position is not secure unless he can
solve it.

But the problem is somewhat altered if we adopt the theory, advocated
above, that what have usually been regarded as particulars are really bundles
of qualities. In that case, the nouns with the simplest meaning are not such
words as “Socrates”, but words denoting qualities, such as “redness” or “sweet-
ness”. Two qualities may have a relation called “compresence”; this happens
when they partially or completely overlap in space-time. “Place” is defined in
terms of “compresence”; a “place” is a bundle of qualities all compresent with
each other, and not all compresent with anything outside the bundle.

The question of universals, in its non-linguistic form now becomes:
What must there be in the world besides qualities, in order that qualities
may form the pattern in which we find them? Clearly we cannot describe
our experience by merely mentioning qualities; we must also take account
of relations, for it is in virtue of relations that qualities are arranged in pat-
terns. Take the most obvious example: shape. The colours in a photograph
are different from those in the original, but form the same pattern because
relations are unchanged. Dark colours become black, light colours become
white; if in the original a dark colour is above or to the right of a light
colour, then in the photograph black is above or to the right of white. The
relations up-and-down, right-and-left, are just as much part of what is per-
ceived as are the actual colours; if this were not so, photographs would not
seem as like their originals as they do. I do not see how we can escape the
conclusion that “above” or “to the right of”, in a suitable context, have as
much factual meaning as any words can possibly have.

But this alone by no means decides the status of universals. It is clear
that we need the word “above”, but it is by no means clear that it means
anything in isolation. In a sentence “A is above B”, the word “above” con-
tributes to the total significance, but it does not follow that the word by
itself denotes an actual ingredient of the fact asserted. If I say “A is greater
than B”, the word “than” serves a purpose, but no one supposes that there
is something in the world denoted by the word “than”. Perhaps “above” is
in the same case. Let us see whether we can make this hypothesis tenable.

Let us simplify as far as possible. I shall suppose that you are in the dark,
but that there is an apparatus by means of which two bright dots, one
directly above the other, can be made to appear straight in front of you; and
I shall suppose that one of these dots is green, one red. You will then be able
to say “green above red” or “red above green” as the case may be, and in so
saying you are describing a fact. There are also the two simpler facts, “red”
and “green”; but it is the complex relational fact with which we are 
concerned. Our purpose is, if possible, to deprive “above” of any significance
except in a context.
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There is an obvious difference of status between “above” and the two
dots. Either dot could continue to exist without the other, indeed it would
be logically possible for either to constitute the whole universe, but unless
at least two dots exist there cannot be a fact requiring the word “above” for
its statement. Thus “above” is dependent upon its terms in a way in which
they are not dependent upon it. It would be natural to suggest that “above”
is really a quality of the whole composed of the two dots. But this sugges-
tion brings us up against the difficulty that there are two possible wholes,
red-above-green and green-above-red. There must therefore be two differ-
ent qualities that the whole may have, one when red is above, and the 
other when green is above. Is this theory defensible?

If we adopt it, we shall have to say something of the following sort: 
A complex whole is an entity whose existence is logically (not merely
causally) dependent upon the existence of certain other entities, called its
“parts”. In our case, the two dots, which we will call A and B, constitute
the whole visual field, and the whole which they form has various charac-
teristics, expressed by “A-above-B”, “A-brighter-than-B”, perhaps “A-just-
before-B”. All these, in spite of the linguistic form, are to be regarded, not
as facts about A and B, but about the wholes which they compose. If A is
above B, then the whole composed of A and B is a whole of vertical order;
so it is if B is above A. If A is brighter than B, the whole composed of 
A and B is a whole of relative luminosity; so it is if B is brighter than A.
And so on. But in what way does the whole differ according as A or B is the
higher? It seems impossible to state the difference without mentioning 
A or B, but if we have to mention them, as opposed to the whole, our 
suggested way of avoiding relations apparently fails. Whether it really fails
I shall consider again presently.

There is yet another difficulty. Our theory requires that a whole should
be of many different kinds – of as many kinds, in fact, as there are relations
between its parts. The whole composed of A and B is a whole of temporal
order if A is before or after B, a whole of vertical order if A is above or 
below B, a whole of horizontal order if A is to the right or left of B. Every
whole will belong to many different kinds, corresponding to what would
commonly be called the different relations between its parts. Each kind can
be defined either by a common property, or by similarity; for instance, all
the wholes consisting of one thing above another may be held to have a
common property called “vertical order”, or may be held to be a group of
things that resemble each other in a certain respect. Neither suggestion
enables us to dispense with universals, in the one case the property called
“vertical order”, in the other case “similarity-in-a-certain-respect”.

On the whole, it seems so far (though our conclusion is not yet definitive)
that we cannot escape from relations by substituting properties of the
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wholes composed of their terms. That the Norman Conquest was earlier
than the discovery of America is, it would seem, a fact about those two
events, and not merely about the whole which they constitute. Temporal
order is something which exists independently of language, and equally
whether we notice it or not. We cannot describe the world or our own expe-
rience without relation-words, and clearly these words are not destitute of
meaning. So far, I think we are on firm ground.

Although relation-words are necessary, it may be maintained that they
are only necessary in their verbal or adjectival form, not as substantives. We
must be able to say “A resembles B” or “A is similar to B”, but perhaps we
do not need the word “similarity”. When I say that we do not need it, 
I mean that everything we know of can be described without using this word.
Very often, it is used in such a way that the word “similar” can replace it.
For instance, one might say “similarity is the rule among identical twins”,
and this can be replaced by “in most cases, a pair of identical twins are sim-
ilar to each other”. But when we ask metaphysical questions, such as “is
there, apart from language, a relation of similarity?” we cannot translate our
question into a form using “similar” instead of “similarity”. It is suggested
that such untranslatable uses of the word “similarity” are meaningless.

This characteristic, which is assigned to relation-words, is called that of
being “syncategorematic”. This means that a relation-word can never be
used significantly except when terms are supplied to the relation. I can say
“A is like B” or “some men are very like some other men”, but if I say any-
thing containing the word “likeness”, my sentence will be meaningless
unless there is a way of restating it so as to contain instead the word “like”.
If this is correct, such a question as “is likeness a universal?” is meaningless.
I incline to hope that this is true, but it does not help us to answer the 
question: “What feature of the world is it that makes it necessary to use
relation-words in describing it?” Following our rule of language, we must
not answer by saying “there are relations”, but we may answer by saying
“things are related”. Even this, however, will need careful interpretation; it
cannot mean “between the two things A and B some relation holds”, for the
phrase “some relation”, on the face of it, requires us to treat a relation as 
a substantive.

Let us revert to our visual field consisting of a red light A vertically
above a green light B. This visual field is a complex whole, which we will
call W. With the same ingredients A and B we could form another whole
W� in which B would be above A. The use of the word “above” can be learnt
by the process of ostensive definition, just as the use of the word “cat” is
learnt: a parent can point first to A and then to B, and say: “This is above
that.” In time the child learns the correct use of the word by means of many
instances. The difference between “A is above B” and “B is below A” is 
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subjective, in the order of attention: in the former case we attend first to A,
then let our eyes sink to B, while in the latter case we attend first to B and
then let our eyes rise to A. The fact asserted is independent of this order of
attention, and is the same in either case. The use of the two words “above”
and “below” is therefore unnecessary; either alone suffices to describe 
the facts.

We shall have to say that a relational fact has a sense or direction. In “A is
above B” the sense is from A to B; in “B is above A” the sense is from B to A.
This will enable us to deal with asymmetry.

If we wish to adhere to the view that “above” is “syncategorematic”, we
shall have to say that, given two visual dots A and B which form part (or
the whole) of one visual field, two complex wholes are logically possible,
one of which we describe as “A-above-B” and the other as “B-above-A”. We
shall have to say that all complex wholes correctly described by the use of
the word “above” have either a common quality or a specific kind of resem-
blance. If we take the latter view, we have the word “similar” to deal with.
We shall have to say that the complex A-above-B is similar in a certain
respect to C-above-D; this is again a relation, namely “similar-in-a-certain-
respect”. This seems to lead to an endless regress. The suggestion of a com-
mon quality is perhaps slightly less objectionable, but, as we saw, it also has
its difficulties.

I confess that I do not know the answer to these problems, though I am
convinced that only clear thinking is needed in order to find it. Until it is
found, some parts of the problem of universals must remain unsolved.

It remains to add a few general remarks. In the first place, the problem
is a technical one as to the interpretation of language. It is almost wholly
independent of our views as to the general nature of the universe; in the
above discussion, there has been not a word which either assumed or denied,
directly or by implication, solipsism, idealism, materialism, or any other
such doctrine. The describing of our own experiences raises the whole of the
problem, quite regardless of the question as to what else there may be in the
world.

In the second place, unadulterated nominalism suffers from having over-
looked the fact that a word is not a single entity, but a class. There are many
cats, but there are also many instances of the word “cat”. If there is no such
universal as felinity, it will follow, by exactly the same arguments, that
there is no such thing as the word “cat”, but only instances of the word, 
spoken or heard, written or read. The relation of a word to its meaning is
that of one set of particulars to another set of particulars: seeing before you
an instance of the species cat, you give utterance to an instance of the species
“cat” (the word). Thus there is exactly the same generality about the word
as about what it means. This makes it impossible to suppose that there 
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are universals in language, but not in things. If the species cat is a logical
figment, then so is the word “cat”.

In the third place, if the problem is to be solved, it must not be
approached with bias or party spirit. We must not let ourselves think, while
we are investigating it, such thoughts as: “If I admit universals I shall be
helping superstition and obscurantism”, or: “If I deny universals I shall 
be doing my bit towards depriving people of a source of dignified comfort,
and perhaps paving the way to social anarchy.” Such considerations lead to
bad philosophy, just as hard cases lead to bad law. I think myself that when
once the problem has been brought, as it should be, into the region of
detailed technicality, it becomes evident that no tenable solution has any
social consequences whatever. It is true that there have been doctrines – of
which Plato’s is the most notable – which appeared to have important social
consequences. But all such doctrines are easily shown to be false, and of the
remainder, which cannot at present be proved or disproved, it makes no
political or theological difference which we adopt.

What does make a difference, however, and a very profound difference,
is the acquisition of a habit of truthfulness and of a sense of relevance, which
can be acquired by a resolute refusal to confuse one kind of question with
another, and by the use of what might be called a mental microscope.
Physicists are allowed to investigate minute phenomena, which to the 
layman have no obvious importance; they have acquired this license because
it has been found that minute phenomena often yield the key to the general
nature of many physical processes. But philosophers, having fewer results to
show, are still thought ill of if they concern themselves with points that to
the outsider look trivial, and if they are not at every moment telling us how
we should live or whether the soul is immortal or something of the same
obvious emotion interest. It is only by temporarily forgetting such preoc-
cupations, and acquiring the patience and devotion to detail to which
experimental science has accustomed us, that philosophy can hope to
achieve solid results which shall be genuine contributions to the sum of
human knowledge.
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Part IV

CAUSALITY AND LAWS

The law of causality, I believe, like much that passes muster
among philosophers, is a relic of a bygone age, surviving, like the
monarchy, only because it is erroneously supposed to do no harm.

“On The Notion of Cause”





This paper was written for the Aristotelian Society as Russell’s 
second Presidential Address. A more popular version, that covers
much of the same ground, was published as the final chapter of
Russell’s book Our Knowledge of the External World (1914). The ver-
sion here contains the detail and precision required for a purely
philosophical audience.

Russell came in an empiricist tradition that started with Locke,
Berkeley and Hume. Russell places himself in this tradition by
beginning with a rejection of modal truths; that is truths of neces-
sity and possibility. He allows that propositions can have a truth
value only, they cannot have a modal value as well. Realists about
causation allow causal truths to be modal truths. That B follows 
A might be not just true, but also necessarily so.

Hume is famously associated with a deflationist view of causa-
tion in which, he claims, we have no good reason to believe that
there is such a thing. Russell does not rely explicitly on this argu-
ment. His starting point, rather, is that science itself manages to
say all it needs to say without any notion of cause. Nevertheless,
the ‘law of causality’ survives as a relic of a bygone age. The relic
survives because we mistakenly believe it to do no harm. In fact,
Russell contends, a notion of causality does do harm and the latter
sections of the paper show some of the confusions connected with
the belief in this erroneous notion.

Russell also produces some relatively novel criticisms of the
standard Hume-derived notion of a cause and its corollaries.
Russell denies, for instance, the asymmetry between cause and
effect and this makes it hard to sustain the thesis that the cause
determines the effect and not vice versa. Indeed, Russell says that
it is a mistake to think of a cause as “operating” on an effect. In
place of these dismissed notions, Russell notes that science utilises,
instead, formulae. These are equations in which nothing can be
identified as cause and nothing as effect; for example, F � ma.
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Such equations have little in common with the law of causality so
they cannot be what the law of causality is really about. In more
modern terms, causality is not “reducible” to such formulae – by
being a more accurate way of talking about it. Rather, the formulae
“eliminate” causality altogether.

Two later discussions are worthy of note. The first concerns the
alleged uniformity of nature principle. Russell takes it that this
has only an inductive justification whereas in the contemporary
Dretske–Tooley–Armstrong theory of laws (Dretske 1977; Tooley
1977; Armstrong 1983) it is implied that the uniformity of nature
principle is in some sense necessary. Second, in a passage that
resembles recent claims made by Nancy Cartwright, Russell says
that where one event a is said to cause another event b, we are
treating these as if in a practically isolated system (Cartwright
1999: Part I). We are abstracting them away from all the many
possible interfering factors that almost always influence the process
in reality.

There is a pay-off for the issue of free will in Russell’s substi-
tution of symmetrical differential equations for the traditional
asymmetrical concept of causality. There are at least two new
points to be made. First, where there have previously been discus-
sions of whether matter causes mind (carrying a threat to free will)
or mind causes matter (carrying a threat to the universality of
physical laws), there is no such issue of psycho-physical determin-
ism under Russell’s notion. The two will co-vary – where there is
a change in mind there is simultaneously a change in matter –
without justifying the claim that one determines the other.
Second, the future is fixed but so is the past (Russell rejects objec-
tive chance: the only indeterminacy is ignorance). The future’s
fixedness does not mean that we will not act on our desires in the
future, however, just as the fixedness of the past does not mean
that we were not acting on our desires in the past. Hence we have
a development in Russell’s solution to the free will problem 
presented in papers 1 and 3.

ON THE NOTION OF CAUSE

In the following paper, I wish, first, to maintain that the word “cause” is so
inextricably bound up with misleading associations as to make its complete
extrusion from the philosophical vocabulary desirable; secondly, to inquire
what principle, if any, is employed in science in place of the supposed “law
of causality” which philosophers imagine to be employed; thirdly, to exhibit
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certain confusions, especially in regard to teleology and determinism, which
appear to me to be connected with erroneous notions as to causality.

All philosophers, of every school, imagine that causation is one of the
fundamental axioms or postulates of science, yet, oddly enough, in advanced
sciences such as gravitational astronomy, the word “cause” never occurs. 
Dr. James Ward, in his Naturalism and Agnosticism, makes this a ground of
complaint against physics: the business of those who wish to ascertain 
the ultimate truth about the world, he apparently thinks, should be the 
discovery of causes, yet physics never even seeks them. To me it seems 
that philosophy ought not to assume such legislative functions, and that the 
reason why physics has ceased to look for causes is that in fact there are no
such things. The law of causality, I believe, like much that passes muster
among philosophers, is a relic of a bygone age, surviving, like the monar-
chy, only because it is erroneously supposed to do no harm.

In order to find out what philosophers commonly understand by “cause”,
I consulted Baldwin’s Dictionary, and was rewarded beyond my expecta-
tions, for I found the following three mutually incompatible definitions:

CAUSALITY. (1) The necessary connection of events in the time-series. …

CAUSE (notion of ). Whatever may be included in the thought or percep-
tion of a process as taking place in consequence of another process. …

CAUSE AND EFFECT. (1) Cause and effect … are correlative terms denoting
any two distinguishable things, phases, or aspects of reality, which 
are so related to each other, that whenever the first ceases to exist, the 
second comes into existence immediately after, and whenever the 
second comes into existence, the first has ceased to exist immediately
before.

Let us consider these three definitions in turn. The first, obviously, is unin-
telligible without a definition of “necessary”. Under this head, Baldwin’s
Dictionary gives the following:

NECESSARY. That is necessary which not only is true, but would be true
under all circumstances. Something more than brute compulsion is,
therefore, involved in the conception; there is a general law under which
the thing takes place.

The notion of cause is so intimately connected with that of necessity that it
will be no digression to linger over the above definition, with a view to dis-
covering, if possible, some meaning of which it is capable; for, as it stands, it
is very far from having any definite signification.
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The first point to notice is that, if any meaning is to be given to the
phrase “would be true under all circumstances”, the subject of it must be 
a propositional function, not a proposition.1 A proposition is simply true or
false, and that ends the matter: there can be no question of “circumstances”.
“Charles I’s head was cut off ” is just as true in summer as in winter, on
Sundays as on Mondays. Thus when it is worth saying that something
“would be true under all circumstances”, the something in question must
be a propositional function, i.e. an expression containing a variable, and
becoming a proposition when a value is assigned to the variable; the vary-
ing “circumstances” alluded to are then the different values of which the
variable is capable. Thus if “necessary” means “what is true under all 
circumstances”, then “if x is a man, x is mortal” is necessary, because it is
true for any possible value of x. Thus we should be led to the following 
definition:

NECESSARY is a predicate of a propositional function, meaning that it is true
for all possible values of its argument or arguments.

Unfortunately, however, the definition in Baldwin’s Dictionary says that
what is necessary is not only “true under all circumstances” but is also
“true”. Now these two are incompatible. Only propositions can be “true”,
and only propositional functions can be “true under all circumstances”.
Hence the definition as it stands is nonsense. What is meant seems to be
this: “A proposition is necessary when it is a value of a propositional func-
tion which is true under all circumstances, i.e. for all values of its argument
or arguments.” But if we adopt this definition, the same proposition will be
necessary or contingent according as we choose one or other of its terms as
the argument to our propositional function. For example, “if Socrates is a
man, Socrates is mortal”, is necessary if Socrates is chosen as argument, but
not if man or mortal is chosen. Again, “if Socrates is a man, Plato is mortal”,
will be necessary if either Socrates or man is chosen as argument, but not if
Plato or mortal is chosen. However, this difficulty can be overcome by speci-
fying the constituent which is to be regarded as argument, and we thus
arrive at the following definition:

A proposition is necessary with respect to a given constituent if it
remains true when that constituent is altered in any way compat-
ible with the proposition remaining significant.
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We may now apply this definition to the definition of causality quoted
above. It is obvious that the argument must be the time at which the 
earlier event occurs. Thus an instance of causality will be such as: “If the
event e1, occurs at the time t1, it will be followed by the event e2”. This
proposition is intended to be necessary with respect to t1, i.e. to remain true
however t1 may be varied. Causality, as a universal law, will then be the 
following: “Given any event e1, there is an event e2 such that, whenever e1
occurs, e2 occurs later”. But before this can be considered precise, we must
specify how much later e2 is to occur. Thus the principle becomes:

Given any event e1, there is an event e2 and a time-interval � such
that, whenever e1 occurs, e2 follows after an interval �.

I am not concerned as yet to consider whether this law is true or false.
For the present, I am merely concerned to discover what the law of causal-
ity is supposed to be. I pass, therefore, to the other definitions quoted
above.

The second definition need not detain us long, for two reasons. First,
because it is psychological: not the “thought or perception” of a process, but
the process itself, must be what concerns us in considering causality.
Secondly, because it is circular: in speaking of a process as “taking place in
consequence of” another process, it introduces the very notion of cause
which was to be defined.

The third definition is by far the most precise; indeed as regards 
clearness it leaves nothing to be desired. But a great difficulty is caused by
the temporal contiguity of cause and effect which the definition asserts. No
two instants are contiguous, since the time-series is compact; hence either
the cause or the effect or both must, if the definition is correct, endure for
a finite time; indeed, by the wording of the definition it is plain that both
are assumed to endure for a finite time. But then we are faced with a
dilemma: if the cause is a process involving change within itself, we shall
require (if causality is universal) causal relations between its earlier and later
parts; moreover it would seem that only the later parts can be relevant to
the effect, since the earlier parts are not contiguous to the effect, and there-
fore (by the definition) cannot influence the effect. Thus we shall be led to
diminish the duration of the cause without limit, and however much we
may diminish it, there will still remain an earlier part which might be
altered without altering the effect, so that the true cause, as defined, will
not have been reached, for it will be observed that the definition excludes
plurality of causes. If, on the other hand, the cause is purely static, involv-
ing no change within itself, then, in the first place, no such cause is to 
be found in nature, and in the second place, it seems strange – too strange
to be accepted, in spite of bare logical possibility – that the cause, after

ON THE NOTION OF CAUSE

167



existing placidly for some time, should suddenly explode into the effect,
when it might just as well have done so at any earlier time, or have gone on
unchanged without producing its effect. This dilemma, therefore, is fatal to
the view that cause and effect can be contiguous in time: if there are causes
and effects, they must be separated by a finite time-interval �, as was
assumed in the above interpretation of the first definition.

What is essentially the same statement of the law of causality as the one
elicited above from the first of Baldwin’s definitions is given by other
philosophers. Thus John Stuart Mill says:

The Law of Causation, the recognition of which is the main pillar
of inductive science, is but the familiar truth, that invariability of
succession is found by observation to obtain between every fact in
nature and some other fact which has preceded it.2

And Bergson, who has rightly perceived that the law as stated by
philosophers is worthless, nevertheless continues to suppose that it is used
in science. Thus he says:

Now, it is argued, this law [the law of causality] means that every 
phenomenon is determined by its conditions, or, in other words,
that the same causes produce the same effects.3

And again:

We perceive physical phenomena, and these phenomena obey
laws. This means: (1) that phenomena a, b, c, d, previously
perceived, can occur again in the same shape; (2) that a certain
phenomenon P, which appeared after the conditions a, b, c, d, and
after these conditions only, will not fail to recur as soon as the
same conditions are again present.4

A great part of Bergson’s attack on science rests on the assumption that
it employs this principle. In fact, it employs no such principle, but philoso-
phers – even Bergson – are too apt to take their views on science from each
other, not from science. As to what the principle is, there is a fair consensus
among philosophers of different schools. There are, however, a number of
difficulties which at once arise. I omit the question of plurality of causes for
the present, since other graver questions have to be considered. Two of

CAUSALITY AND LAWS

168

2 Logic, Book. III, ch. V, §2.
3 Time and Free Will, p. 199.
4 Ibid., p. 202.



these, which are forced on our attention by the above statement of the law,
are the following:

(1) What is meant by an “event”?
(2) How long may the time-interval be between cause and effect?

(1) An “event”, in the statement of the law, is obviously intended to be
something that is likely to recur, since otherwise the law becomes trivial. It
follows that an “event” is not a particular, but some universal of which there
may be many instances. It follows also that an “event” must be something
short of the whole state of the universe, since it is highly improbable that
this will recur. What is meant by an “event” is something like striking a
match, or dropping a penny into the slot of an automatic machine. If such
an event is to recur, it must not be defined too narrowly: we must not state
with what degree of force the match is to be struck, nor what is to be the
temperature of the penny. For if such considerations were relevant, our
“event” would occur at most once, and the law would cease to give infor-
mation. An “event”, then, is a universal defined sufficiently widely to admit
of many particular occurrences in time being instances of it.

(2) The next question concerns the time-interval. Philosophers, no
doubt, think of cause and effect as contiguous in time, but this, for reasons
already given, is impossible. Hence, since there are no infinitesimal time-
intervals, there must be some finite lapse of time � between cause and effect.
This, however, at once raises insuperable difficulties. However short we
make the interval �, something may happen during this interval which pre-
vents the expected result. I put my penny in the slot, but before I can draw
out my ticket there is an earthquake which upsets the machine and my 
calculations. In order to be sure of the expected effect, we must know that
there is nothing in the environment to interfere with it. But this means that
the supposed cause is not, by itself, adequate to insure the effect. And as
soon as we include the environment, the probability of repetition is 
diminished, until at last, when the whole environment is included, the
probability of repetition becomes almost nil.

In spite of these difficulties, it must, of course, be admitted that many,
fairly dependable regularities of sequence occur in daily life. It is these reg-
ularities that have suggested the supposed law of causality; where they are
found to fail, it is thought that a better formulation could have been found
which would have never failed. I am far from denying that there may be
such sequences which in fact never do fail. It may be that there will never
be an exception to the rule that when a stone of more than a certain mass,
moving with more than a certain velocity, comes in contact with a pane of
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glass of less than a certain thickness, the glass breaks. I also do not deny that
the observation of such regularities, even when they are not without excep-
tions, is useful in the infancy of a science: the observation that unsupported
bodies in air usually fall was a stage on the way to the law of gravitation.
What I deny is that science assumes the existence of invariable uniformities
of sequence of this kind, or that it aims at discovering them. All such uni-
formities, as we saw, depend upon a certain vagueness in the definition of
the “events”. That bodies fall is a vague qualitative statement; science
wishes to know how fast they fall. This depends upon the shape of the bod-
ies and the density of the air. It is true that there is more nearly uniformity
when they fall in a vacuum; so far as Galileo could observe, the uniformity
is then complete. But later it appeared that even there the latitude made a
difference, and the altitude. Theoretically, the position of the sun and moon
must make a difference. In short, every advance in a science takes us farther
away from the crude uniformities which are first observed, into greater 
differentiation of antecedent and consequent, and into a continually wider
circle of antecedents recognized as relevant.

The principle “same cause, same effect”, which philosophers imagine to
be vital to science, is therefore utterly otiose. As soon as the antecedents
have been given sufficiently fully to enable the consequent to be calculated
with some exactitude, the antecedents have become so complicated that it
is very unlikely they will ever recur. Hence, if this were the principle
involved, science would remain utterly sterile.

The importance of these considerations lies partly in the fact that they
lead to a more correct account of scientific procedure, partly in the fact that
they remove the analogy with human volition which makes the conception
of cause such a fruitful source of fallacies. The latter point will become
clearer by the help of some illustrations. For this purpose I shall consider 
a few maxims which have played a great part in the history of philosophy.

(1) “Cause and effect must more or less resemble each other”. This principle
was prominent in the philosophy of occasionalism, and is still by no means
extinct. It is still often thought, for example, that mind could not have
grown up in a universe which previously contained nothing mental; and one
ground for this belief is that matter is too dissimilar from mind to have been
able to cause it. Or, more particularly, what are termed the nobler parts 
of our nature are supposed to be inexplicable unless the universe always 
contained something at least equally noble which could cause them. All such
views seem to depend upon assuming some unduly simplified law of causal-
ity; for, in any legitimate sense of “cause” and “effect”, science seems to show
that they are usually very widely dissimilar, the “cause” being, in fact, two
states of the whole universe, and the “effect” some particular event.
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(2) “Cause is analogous to volition, since there must be an intelligible
nexus between cause and effect”. This maxim is, I think, often unconsciously
in the imaginations of philosophers who would reject it when explicitly
stated. It is probably operative in the view we have just been considering,
that mind could not have resulted from a purely material world. I do not
profess to know what is meant by “intelligible”; it seems to mean “familiar
to imagination”. Nothing is less “intelligible”, in any other sense, than the
connection between an act of will and its fulfilment. But obviously the sort
of nexus desired between cause and effect is such as could only hold between
the “events” which the supposed law of causality contemplates; the laws
which replace causality in such a science as physics leave no room for any
two events between which a nexus could be sought.

(3) “The cause compels the effect in some sense in which the effect does
not compel the cause”. This belief seems largely operative in the dislike of
determinism; but as a matter of fact, it is connected with our second
maxim, and falls as soon as that is abandoned. We may define “compulsion”
as follows: “Any set of circumstances is said to compel A when A desires to
do something which the circumstances prevent, or to abstain from some-
thing which the circumstances cause”. This presupposes that some meaning
has been found for the word “cause” – a point to which I shall return later.
What I want to make clear at present is that compulsion is a very complex
notion, involving thwarted desire. So long as a person does what he wishes
to do, there is no compulsion, however much his wishes may be calculable
by the help of earlier events. And where desire does not come in, there can
be no question of compulsion. Hence it is in general misleading to regard
the cause as compelling the effect.

A vaguer form of the same maxim substitutes the word “determine” for
the word “compel”: we are told that the cause determines the effect in a sense
in which the effect does not determine the cause. It is not quite clear what is
meant by “determining”; the only precise sense, so far as I know, is that of
a function or one-many relation. If we admit plurality of causes, but not of
effects, that is, if we suppose that, given the cause, the effect must be such
and such, but given the effect, the cause may have been one of many alter-
natives, then we may say that the cause determines the effect, but not the
effect the cause. Plurality of causes, however, results only from conceiving
the effect vaguely and narrowly and the cause precisely and widely. Many
antecedents may “cause” a man’s death, because his death is vague and 
narrow. But if we adopt the opposite course, taking as the “cause” the 
drinking of a dose of arsenic, and as the “effect” the whole state of the world
five minutes later, we shall have plurality of effects instead of plurality of
causes. Thus the supposed lack of symmetry between “cause” and “effect” is
illusory.
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(4) “A cause cannot operate when it has ceased to exist, because what has
ceased to exist is nothing”. This is a common maxim, and a still more com-
mon unexpressed prejudice. It has, I fancy, a good deal to do with the attrac-
tiveness of Bergson’s “durée”: since the past has effects now, it must still exist
in some sense. The mistake in this maxim consists in the supposition that
causes “operate” at all. A volition “operates” when what it wills takes place;
but nothing can operate except a volition. The belief that causes “operate”
results from assimilating them, consciously or unconsciously, to volitions.
We have already seen that, if there are causes at all, they must be separated
by a finite interval of time from their effects, and thus cause their effects
after they have ceased to exist.

It may be objected to the above definition of a volition “operating” 
that it only operates when it “causes” what it wills, not when it merely hap-
pens to be followed by what it wills. This certainly represents the usual
view of what is meant by a volition “operating”, but as it involves the very
view of causation which we are engaged in combating, it is not open to 
us as a definition. We may say that a volition “operates” when there is 
some law in virtue of which a similar volition in rather similar circum-
stances will usually be followed by what it wills. But this is a vague 
conception, and introduces ideas which we have not yet considered. What
is chiefly important to notice is that the usual notion of “operating” is 
not open to us if we reject, as I contend that we should, the usual notion of
causation.

(5) “A cause cannot operate except where it is”. This maxim is very wide-
spread: it was urged against Newton, and has remained a source of preju-
dice against “action at a distance”. In philosophy it has led to a denial of
transient action, and thence to monism or Leibnizian monadism. Like the
analogous maxim concerning temporal contiguity, it rests upon the assump-
tion that causes “operate”, i.e. that they are in some obscure way analogous
to volitions. And as in the case of temporal contiguity, the inferences drawn
from this maxim are wholly groundless.

I return now to the question what law or laws can be found to take the place
of the supposed law of causality?

First, without passing beyond such uniformities of sequence as are 
contemplated by the traditional law, we may admit that, if any such
sequence has been observed in a great many cases, and has never been found
to fail, there is an inductive probability that it will be found to hold in
future cases. If stones have hitherto been found to break windows, it is
probable that they will continue to do so. This of course assumes the induc-
tive principle, of which the truth may reasonably be questioned; but as this
principle is not our present concern, I shall in this discussion treat it as
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indubitable. We may then say, in the case of any such frequently observed
sequence, that the earlier event is the cause and the later event the effect.

Several considerations, however, make such special sequences very 
different from the traditional relation of cause and effect. In the first place,
the sequence, in any hitherto unobserved instance, is no more than proba-
ble, whereas the relation of cause and effect was supposed to be necessary. 
I do not mean by this merely that we are not sure of having discovered 
a true case of cause and effect; I mean that, even when we have a case of
cause and effect in our present sense, all that is meant is that, on grounds of
observation, it is probable that when one occurs the other will also occur.
Thus in our present sense, A may be the cause of B even if there actually are
cases where B does not follow A. Striking a match will be the cause of its
igniting, in spite of the fact that some matches are damp and fail to ignite.

In the second place, it will not be assumed that every event has some
antecedent which is its cause in this sense: we shall only believe in causal
sequences where we find them, without any presumption that they always
are to be found.

In the third place, any case of sufficiently frequent sequence will be
causal in our present sense; for example, we shall not refuse to say that night
is the cause of day. Our repugnance to saying this arises from the ease with
which we can imagine the sequence to fail, but owing to the fact that cause
and effect must be separated by a finite interval of time, any such sequence
might fail through the interposition of other circumstances in the interval.
Mill, discussing this instance of night and day, says:

It is necessary to our using the word cause, that we should believe
not only that the antecedent always has been followed by the con-
sequent, but that as long as the present constitution of things
endures, it always will be so.5

In this sense, we shall have to give up the hope of finding causal laws
such as Mill contemplated; any causal sequence which we have observed
may at any moment be falsified without a falsification of any laws of the
kind that the more advanced sciences aim at establishing.

In the fourth place, such laws of probable sequence, though useful in
daily life and in the infancy of a science, tend to be displaced by quite dif-
ferent laws as soon as a science is successful. The law of gravitation will
illustrate what occurs in any advanced science. In the motions of mutually
gravitating bodies, there is nothing that can be called a cause, and nothing
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that can be called an effect; there is merely a formula. Certain differential
equations can be found, which hold at every instant for every particle of the
system, and which, given the configuration and velocities at one instant, or
the configurations at two instants, render the configuration at any other ear-
lier or later instant theoretically calculable. That is to say, the configuration
at any instant is a function of that instant and the configurations at two
given instants. This statement holds throughout physics, and not only in the
special case of gravitation. But there is nothing that could be properly called
“cause” and nothing that could be properly called “effect” in such a system.

No doubt the reason why the old “law of causality” has so long contin-
ued to pervade the books of philosophers is simply that the idea of a func-
tion is unfamiliar to most of them, and therefore they seek an unduly
simplified statement. There is no question of repetitions, of the “same”
cause producing the “same” effect; it is not in any sameness of causes and
effects that the constancy of scientific laws consists, but in sameness of rela-
tions. And even “sameness of relations” is too simple a phrase; “sameness of
differential equations” is the only correct phrase. It is impossible to state
this accurately in non-mathematical language; the nearest approach would
be as follows: “There is a constant relation between the state of the universe
at any instant and the rate of change in the rate at which any part of the
universe is changing at that instant; and this relation is many-one, i.e. such
that the rate of change in the rate of change is determinate when the state
of the universe is given”. If the “law of causality” is to be something 
actually discoverable in the practice of science, the above proposition has 
a better right to the name than any “law of causality” to be found in the
books of philosophers.

In regard to the above principle, several observations must be made.

(1) No one can pretend that the above principle is à priori or self-evident or
a “necessity of thought”. Nor is it, in any sense, a premiss of science: it is
an empirical generalization from a number of laws which are themselves
empirical generalizations.

(2) The law makes no difference between past and future: the future
“determines” the past in exactly the same sense in which the past “deter-
mines” the future. The word “determine”, here, has a purely logical signifi-
cance: a certain number of variables “determine” another variable if that
other variable is a function of them.

(3) The law will not be empirically verifiable unless the course of events
within some sufficiently small volume will be approximately the same in
any two states of the universe which only differ in regard to what is at a con-
siderable distance from the small volume in question. For example, motions
of planets in the solar system must be approximately the same however the
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fixed stars may be distributed, provided that all the fixed stars are very
much farther from the sun than the planets are. If gravitation varied directly
as the distance, so that the most remote stars made the most difference to
the motions of the planets, the world might be just as regular and just as
much subject to mathematical laws as it is at present, but we could never
discover the fact.

(4) Although the old “law of causality” is not assumed by science some-
thing which we may call the “uniformity of nature” is assumed, or rather is
accepted on inductive grounds. The uniformity of nature does not assert the
trivial principle “same cause, same effect”, but the principle of the perma-
nence of laws. That is to say, when a law exhibiting, e.g. an acceleration as
a function of the configuration has been found to hold throughout the
observable past, it is expected that it will continue to hold in the future, or
that, if it does not itself hold, there is some other law, agreeing with the
supposed law as regards the past, which will hold for the future. The
ground of this principle is simply the inductive ground that it has been
found to be true in very many instances; hence the principle cannot be con-
sidered certain, but only probable to a degree which cannot be accurately
estimated.

The uniformity of nature, in the above sense, although it is assumed in the
practice of science, must not, in its generality, be regarded as a kind of
major premiss, without which all scientific reasoning would be in error. The
assumption that all laws of nature are permanent has, of course, less proba-
bility than the assumption that this or that particular law is permanent; and
the assumption that a particular law is permanent for all time has less prob-
ability than the assumption that it will be valid up to such and such a date.
Science, in any given case, will assume what the case requires, but no more.
In constructing the Nautical Almanac for 1915 it will assume that the law
of gravitation will remain true up to the end of that year; but it will make
no assumption as to 1916 until it comes to the next volume of the almanac.
This procedure is, of course, dictated by the fact that the uniformity of
nature is not known a priori, but is an empirical generalization, like “all
men are mortal”. In all such cases, it is better to argue immediately from
the given particular instances to the new instance, than to argue by way of
a major premiss: the conclusion is only probable in either case, but acquires
a higher probability by the former method than by the latter.

In all science, we have to distinguish two sorts of laws: first, those that
are empirically verifiable but probably only approximate, secondly, those
for that are not verifiable, but may be exact. The law of gravitation, for
example, in its applications to the solar system, is only empirically verifi-
able when it is assumed that matter outside the solar system may be 
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ignored for such purposes; we believe this to be only approximately true,
but we cannot empirically verify the law of universal gravitation which we
believe to be exact. This point is very important in connection with what
we may call “relatively isolated systems”. These may be defined as follows:

A system relatively isolated during a given period is one which, within
some assignable margin of error, will behave in the same way throughout
that period however the rest of the universe may be constituted.

A system may be called “practically isolated” during a given period if,
although there might be states of the rest of the universe which would pro-
duce more than the assigned margin of error, there is reason to believe that
such states do not in fact occur.

Strictly speaking, we ought to specify the respect in which the system is
relatively isolated. For example, the earth is relatively isolated as regards
falling bodies, but not as regards tides; it is practically isolated as regards eco-
nomic phenomena, although, if Jevons’s sun-spot theory of commercial crises
had been true, it would not have been even practically isolated in this respect.

It will be observed that we cannot prove in advance that a system is 
isolated. This will be inferred from the observed fact that approximate uni-
formities can be stated for this system alone. If the complete laws for the
whole universe were known, the isolation of a system could be deduced
from them; assuming, for example, the law of universal gravitation, the
practical isolation of the solar system in this respect can be deduced by the
help of the fact that there is very little matter in its neighbourhood. But it
should be observed that isolated systems are only important as providing a
possibility of discovering scientific laws; they have no theoretical importance
in the finished structure of a science.

The case where one event A is said to “cause” another event B, which
philosophers take as fundamental, is really only the most simplified
instance of a practically isolated system. It may happen that, as a result of
general scientific laws, whenever A occurs throughout a certain period, it is
followed by B; in that case, A and B form a system which is practically 
isolated throughout that period. It is, however, to be regarded as a piece of
good fortune if this occurs; it will always be due to special circumstances,
and would not have been true if the rest of the universe had been different
though subject to the same laws.

The essential function which causality has been supposed to perform is
the possibility of inferring the future from the past, or, more generally,
events at any time from events at certain assigned times. Any system in
which such inference is possible may be called a “deterministic” system. We
may define a deterministic system as follows:

A system is said to be “deterministic” when, given certain data e1,
e2, … , en, at times t1, t2, …, tn respectively, concerning this system, if Et is
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the state of the system at any time t, there is a functional relation of 
the form

Et � f (e1, t1, e2, t2, …, en, tn, t). (A)

The system will be “deterministic throughout a given period” if t, in the
above formula, may be any time within that period, though outside that
period the formula may be no longer true. If the universe as a whole is such
a system, determinism is true of the universe; if not, not. A system which
is part of a deterministic system I shall call “determined”; one which is not
part of any such system I shall call “capricious”.

The events e1, e2, …, en I shall call “determinants” of the system. It is to
be observed that a system which has one set of determinants will in general
have many. In the case of the motions of the planets, for example, the con-
figurations of the solar system at any two given times will be determinants.

We may take another illustration from the hypothesis of psycho-
physical parallelism. Let us assume, for the purposes of this illustration, that
to a given state of brain a given state of mind always corresponds, and vice
versa, i.e. that there is a one–one relation between them, so that each is a
function of the other. We may also assume, what is practically certain, that
to a given state of a certain brain a given state of the whole material uni-
verse corresponds, since it is highly improbable that a given brain is ever
twice in exactly the same state. Hence there will be a one–one relation
between the state of a given person’s mind and the state of the whole mate-
rial universe. It follows that, if n states of the material universe are deter-
minants of the material universe, then n states of a given man’s mind are
determinants of the whole material and mental universe – assuming, that is
to say, that psycho-physical parallelism is true.

The above illustration is important in connection with a certain confu-
sion which seems to have beset those who have philosophized on the rela-
tion of mind and matter. It is often thought that, if the state of the mind is
determinate when the state of the brain is given, and if the material world
forms a deterministic system, then mind is “subject” to matter in some
sense in which matter is not “subject” to mind. But if the state of the brain
is also determinate when the state of the mind is given, it must be exactly
as true to regard matter as subject to mind as it would be to regard mind
as subject to matter. We could, theoretically, work out the history of mind
without ever mentioning matter, and then, at the end, deduce that matter
must meanwhile have gone through the corresponding history. It is true
that if the relation of brain to mind were many–one, not one–one, there
would be a one-sided dependence of mind on brain, while conversely, if the
relation were one–many, as Bergson supposes, there would be a one-sided
dependence of brain on mind. But the dependence involved is, in any case,
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only logical; it does not mean that we shall be compelled to do things we
desire not to do, which is what people instinctively imagine it to mean.

As another illustration we may take the case of mechanism and teleo-
logy. A system may be defined as “mechanical” when it has a set of deter-
minants that are purely material, such as the positions of certain pieces of
matter at certain times. It is an open question whether the world of mind
and matter, as we know it, is a mechanical system or not; let us suppose, for
the sake of argument, that it is a mechanical system. This supposition – so
I contend – throws no light whatever on the question whether the universe
is or is not a “teleological” system. It is difficult to define accurately what
is meant by a “teleological” system, but the argument is not much affected
by the particular definition we adopt. Broadly, a teleological system is one
in which purposes are realized, i.e. in which certain desires – those that are
deeper or nobler or more fundamental or more universal or what not – are
followed by their realization. Now the fact – if it be a fact – that the uni-
verse is mechanical has no bearing whatever on the question whether it is
teleological in the above sense. There might be a mechanical system in
which all wishes were realized, and there might be one in which all wishes
were thwarted. The question whether, or how far, our actual world is teleo-
logical, cannot, therefore, be settled by proving that it is mechanical; and
the desire that it should be teleological is no ground for wishing it to be not
mechanical.

There is, in all these questions, a very great difficulty in avoiding con-
fusion between what we can infer and what is in fact determined. Let us
consider, for a moment, the various senses in which the future may be
“determined”. There is one sense – and a very important one – in which it
is determined quite independently of scientific laws, namely the sense that
it will be what it will be. We all regard the past as determined simply by
the fact that it has happened; but for the accident that memory works back-
ward and not forward, we should regard the future as equally determined
by the fact that it will happen. “But”, we are told, “you cannot alter the
past, while you can to some extent alter the future”. This view seems to me
to rest upon just those errors in regard to causation which it has been my
object to remove. You cannot make the past other than it was – true, but
this is a mere application of the law of contradiction. If you already know
what the past was, obviously it is useless to wish it different. But also you
cannot make the future other than it will be; this again is an application of
the law of contradiction. And if you happen to know the future – e.g. in the
case of a forthcoming eclipse – it is just as useless to wish it different as to
wish the past different. “But”, it will be rejoined, “our wishes can cause the
future, sometimes, to be different from what it would be if they did not
exist, and they can have no such effect upon the past”. This again is a mere
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tautology. An effect being defined as something subsequent to its cause,
obviously we can have no effect upon the past. But that does not mean that
the past would not have been different if our present wishes had been dif-
ferent. Obviously, our present wishes are conditioned by the past, and there-
fore could not have been different unless the past had been different;
therefore, if our present wishes were different, the past would be different.
Of course, the past cannot be different from what it was, but no more can
our present wishes be different from what they are; this again is merely the
law of contradiction. The facts seem to be merely (1) that wishing generally
depends upon ignorance, and is therefore commoner in regard to the future
than in regard to the past, (2) that where a wish concerns the future, it and
its realization very often form a “practically independent system”, i.e. many
wishes regarding the future are realized. But there seems no doubt that the
main difference in our feelings arises from the accidental fact that the past
but not the future can be known by memory.

Although the sense of “determined” in which the future is determined
by the mere fact that it will be what it will be is sufficient (at least so it
seems to me) to refute some opponents of determinism, notably M. Bergson
and the pragmatists, yet it is not what most people have in mind when they
speak of the future as determined. What they have in mind is a formula by
means of which the future can be exhibited, and at least theoretically 
calculated, as a function of the past. But at this point we meet with a great
difficulty, which besets what has been said above about deterministic 
systems, as well as what is said by others.

If formulae of any degree of complexity, however great, are admitted, it
would seem that any system, whose state at a given moment is a function
of certain measurable quantities, must be a deterministic system. Let us con-
sider, in illustration, a single material particle, whose coordinates at time t
are xt, yt, zt. Then however the particle moves, there must be, theoretically,
functions f1, f2, f3, such that

xt � f1(t), yt � f2(t), zt � f3(t).

It follows that, theoretically, the whole state of the material universe at time t
must be capable of being exhibited as a function of t. Hence our universe
will be deterministic in the sense defined above. But if this be true, no
information is conveyed about the universe in stating that it is determi-
nistic. It is true that the formulae involved may be of strictly infinite com-
plexity, and therefore not practically capable of being written down or
apprehended. But except from the point of view of our knowledge, this
might seem to be a detail; in itself, if the above considerations are sound,
the material universe must be deterministic, must be subject to laws.
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This, however, is plainly not what was intended. The difference between
this view and the view intended may be seen as follows. Given some for-
mula which fits the facts hitherto – say the law of gravitation – there will
be an infinite number of other formulae, not empirically distinguishable
from it in the past, but diverging from it more and more in the future.
Hence, even assuming that there are persistent laws, we shall have no rea-
son for assuming that the law of the inverse square will hold in future: it
may be some other hitherto indistinguishable law that will hold. We can-
not say that every law which has held hitherto must hold in the future,
because past facts which obey one law will also obey others, hitherto indis-
tinguishable but diverging in future. Hence there must, at every moment,
be laws hitherto unbroken which are now broken for the first time. What
science does, in fact, is to select the simplest formula that will fit the facts.
But this, quite obviously, is merely a methodological precept, not a law of
Nature. If the simplest formula ceases, after a time, to be applicable, the
simplest formula that remains applicable is selected, and science has no
sense that an axiom has been falsified. We are thus left with the brute fact
that, in many departments of science, quite simple laws have hitherto been
found to hold. This fact cannot be regarded as having any a priori ground,
nor can it be used to support inductively the opinion that the same laws will
continue; for at every moment laws hitherto true are being falsified, though
in the advanced sciences these laws are less simple than those that have
remained true. Moreover it would be fallacious to argue inductively from
the state of the advanced sciences to the future state of the others, for it may
well be that the advanced sciences are advanced simply because, hitherto,
their subject-matter has obeyed simple and easily ascertainable laws, while
the subject-matter of other sciences has not done so.

The difficulty we have been considering seems to be met partly, if not
wholly, by the principle that the time must not enter explicitly into our for-
mulae. All mechanical laws exhibit acceleration as a function of configuration,
not of configuration and time jointly; and this principle of the irrelevance of
the time may be extended to all scientific laws. In fact we might interpret the
“uniformity of nature” as meaning just this, that no scientific law involves the
time as an argument, unless, of course, it is given in an integrated form, in
which case lapse of time, though not absolute time, may appear in our 
formulae. Whether this consideration suffices to overcome our difficulty 
completely, I do not know; but in any case it does much to diminish it.

It will serve to illustrate what has been said if we apply it to the 
question of free will.

(1) Determinism in regard to the will is the doctrine that our volitions
belong to some deterministic system, i.e. are “determined” in the sense
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defined above. Whether this doctrine is true or false, is a mere question of
fact: no a priori considerations (if our previous discussions have been cor-
rect) can exist on either side. On the one hand, there is no a priori category
of causality, but merely certain observed uniformities. As a matter of fact,
there are observed uniformities in regard to volitions; thus there is some
empirical evidence that volitions are determined. But it would be very rash
to maintain that the evidence is overwhelming, and it is quite possible that
some volitions, as well as some other things, are not determined, except in
the sense in which we found that everything must be determined.

(2) But, on the other hand, the subjective sense of freedom, sometimes
alleged against determinism, has no bearing on the question whatever. The
view that it has a bearing rests upon the belief that causes compel their
effects, or that nature enforces obedience to its laws as governments do.
These are mere anthropomorphic superstitions, due to assimilation of causes
with volitions and of natural laws with human edicts. We feel that our will
is not compelled, but that only means that it is not other than we choose it
to be. It is one of the demerits of the traditional theory of causality that it
has created an artificial opposition between determinism and the freedom
of which we are introspectively conscious.

(3) Besides the general question whether volitions are determined, there
is the further question whether they are mechanically determined, i.e.
whether they are part of what was above defined as a mechanical system.
This is the question whether they form part of a system with purely mate-
rial determinants, i.e. whether there are laws which, given certain material
data, make all volitions functions of those data. Here again, there is empi-
rical evidence up to a point, but it is not conclusive in regard to all volitions.
It is important to observe, however, that even if volitions are part of a
mechanical system, this by no means implies any supremacy of matter over
mind. It may well be that the same system which is susceptible of material
determinants is also susceptible of mental determinants; thus a mechanical
system may be determined by sets of volitions, as well as by sets of material
facts. It would seem, therefore, that the reasons which make people dislike
the view that volitions are mechanically determined are fallacious.

(4) The notion of necessity, which is often associated with determinism, is
a confused notion not legitimately deducible from determinism. Three
meanings are commonly confounded when necessity is spoken of:

(�) An action is necessary when it will be performed however much the
agent may wish to do otherwise. Determinism does not imply that actions
are necessary in this sense.

(�) A propositional function is necessary when all its values are true. This
sense is not relevant to our present discussion.
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(�) A proposition is necessary with respect to a given constituent when it
is the value, with that constituent as argument, of a necessary propositional
function, in other words, when it remains true however that constituent
may be varied. In this sense, in a deterministic system, the connection of a
volition with its determinants is necessary, if the time at which the deter-
minants occur be taken as the constituent to be varied, the time-interval
between the determinants and the volition being kept constant. But this
sense of necessity is purely logical, and has no emotional importance.

We may now sum up our discussion of causality. We found first that the law
of causality, as usually stated by philosophers, is false, and is not employed
in science. We then considered the nature of scientific laws, and found that,
instead of stating that one event A is always followed by another event B,
they stated functional relations between certain events at certain times,
which we called determinants, and other events at earlier or later times or
at the same time. We were unable to find any a priori category involved: the
existence of scientific laws appeared as a purely empirical fact, not neces-
sarily universal, except in a trivial and scientifically useless form. We found
that a system with one set of determinants may very likely have other sets
of a quite different kind, that, for example, a mechanically determined sys-
tem may also be teleologically or volitionally determined. Finally we con-
sidered the problem of free will: here we found that the reasons for
supposing volitions to be determined are strong but not conclusive, and we
decided that even if volitions are mechanically determined, that is no 
reason for denying freedom in the sense revealed by introspection, or for
supposing that mechanical events are not determined by volitions. The
problem of free will versus determinism is therefore, if we were right,
mainly illusory, but in part not yet capable of being decisively solved.
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There are a number of interesting features in this selection taken
from Russell’s book Outline of Philosophy (1927a). The basic posi-
tion is that we do not experience what we think we do in respect
of causal laws and of physical objects.

Russell proposes a reduction of objects to events. We believe
there are physical objects persisting in time, whereas Russell
points out that physics has no such conception. In place of persist-
ing objects, there is merely a series of events. The illusion of 
permanence is illustrated by analogy with the “objects” repre-
sented on a cinema screen. They are created by a series of events: a
succession of fleeting images. When viewed in sequence, they
appear to us as a single object, continuing through time and
undergoing changes. Why, then, do we believe in the permanence
of physical objects and must we do so?

The belief is metaphysical, in so far as the empirical evidence
alone is insufficient to dictate either a metaphysic of permanent
objects or of successions of events (“there is nothing in the actual
experience to show whether there is a persistent entity or not”).
Might it be that we have an in-built predisposition to believe in
permanent physical objects? Psychologists refer to a belief in
“object permanence” that emerges in children at about nine
months (Gopnik, Meltzoff and Kuhl 1999: ch. 3). This is sup-
posed to be a belief that objects continue to exist unperceived.
Perhaps the belief bestows an evolutionary advantage. If we do
have an in-built metaphysic of permanent objects, it might be seen
as a weighty reply to Locke’s famous denial of innate ideas in his
Essay (1690: Book I).

But why would we have an in-built disposition towards 
a metaphysic of substance, a metaphysic that Russell believes to 
be in scientific error? Given no empirical difference between 
a metaphysics of substance and of fleeting events, it would seem
hard to justify, on empirical evidence, any claim that humans
favour one metaphysic over another. How do we know that infants
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are not Berkeleyans and believe only in a coherent and connected
set of appearances? Why should a convinced Berkeleyan have less
evolutionary advantage than a substance theorist? A belief in the
permanent possibility of sensation seems just as advantageous as 
a belief in permanent objects that exist whether perceived or not.

On causation, Russell’s emphasis in this selection is on the
denial of forces acting between bodies. This, he explains, is no part
of modern physics. It is, however, an idea that has proved hard to
eliminate. We have employed it as “a rationalising of natural
processes”, but it is a “fruitless one” and it is no part of our expe-
rience. Russell appears to believe that, for all scientific purposes, 
a reduction of “force-talk” to non- “force-talk” is possible. Again,
the empiricist-leaning Russell has rejected a class of modal truth
and rid the world of more causal action.

In the last chapter [not included] we spoke about the substitution of space-
time for space and time, and the effect which this has had in substituting
strings of events for “things” conceived as substances. In this chapter we
will deal with cause and effect as they appear in the light of modern science.
It is at least as difficult to purge our imagination of irrelevances in this mat-
ter as in regard to substance. The old-fashioned notion of cause appeared in
dynamics as “force”. We still speak of forces just as we still speak of the 
sunrise, but we recognise that this is nothing but a convenient way of
speaking, in the one case as in the other.

Causation is deeply embedded in language and common sense. We say
that people build houses or make roads: to “build” and to “make” are both
notions involving causality. We say that a man is “powerful”, meaning that
his volitions are causes over a wide range. Some examples of causation seem
to us quite natural, others less so. It seems natural that our muscles should
obey our will, and only reflection makes us perceive the necessity of finding
an explanation of this phenomenon. It seems natural that when you hit 
a billiard-ball with a cue it moves. When we see a horse pulling a cart, or 
a heavy object being dragged by a rope, we feel as if we understood all about
it. It is events of this sort that have given rise to the common-sense belief
in causes and forces.

But as a matter of fact the world is incredibly more complicated than it
seems to common sense. When we think we understand a process – I mean
by “we” the non-reflective part in each of us – what really happens is that
there is some sequence of events so familiar through past experience that at
each stage we expect the next stage. The whole process seems to us pecu-
liarly intelligible when human desires enter in, for example, in watching 
a game: what the ball does and what the players do seems “natural”, and we
feel as if we quite understood how the stages succeed each other. We thus
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arrive at the notion of what is called “necessary” sequence. The text-books
say that A is the cause of B if A is “necessarily” followed by B. This notion
of “necessity” seems to be purely anthropomorphic, and not based upon
anything that is a discoverable feature of the world. Things happen accord-
ing to certain rules; the rules can be generalised, but in the end remain
brute facts. Unless the rules are concealed conventions or definitions, no
reason can be given why they should not be completely different.

To say that A is “necessarily” followed by B is thus to say no more than
that there is some general rule, exemplified in a very large number of
observed instances, and falsified in none, according to which events such as
A are followed by events such as B. We must not have any notion of 
“compulsion”, as if the cause forced the effect to happen. A good test for the
imagination in this respect is the reversibility of causal laws. We can just as
often infer backwards as forwards. When you get a letter, you are justified
in inferring that somebody wrote it, but you do not feel that your receiving
it compelled the sender to write it. The notion of compulsion is just as little
applicable to effects as to causes. To say that causes compel effects is as 
misleading as to say that effects compel causes. Compulsion is anthro-
pomorphic: a man is compelled to do something when he wishes to do the
opposite, but except where human or animal wishes come in the notion of
compulsion is inapplicable. Science is concerned merely with what happens,
not with what must happen.

When we look for invariable rules of sequence in nature, we find that
they are not such as common sense sets up. Common sense says: thunder
follows lightning, waves at sea follow wind, and so on. Rules of this sort are
indispensable in practical life, but in science they are all only approximate.
If there is any finite interval of time, however short, between the cause and
the effect, something may happen to prevent the effect from occurring.
Scientific laws can only be expressed in differential equations. This means
that, although you cannot tell what may happen after a finite time, you can
say that, if you make the time shorter and shorter, what will happen will be
more and more nearly according to such-and-such a rule. To take a very sim-
ple case: I am now in this room; you cannot tell where I shall be in another
second, because a bomb may explode and blow me sky-high, but if you take
any two small fragments of my body which are now very close together, you
can be sure that, after some very short finite time, they will still be very close
together. If a second is not short enough, you must take a shorter time; you
cannot tell in advance how short a time you may have to take, but you may
feel fairly certain that there is a short enough time.

The laws of sequence in physics, apart from quantum phenomena, are of
two sorts, which appeared in traditional dynamics as laws of velocity and
laws of acceleration. In a very short time, the velocity of a body alters very
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little, and if the time is taken short enough, the change of velocity diminishes
without limit. This is what, in the last chapter, we called an “intrinsic”
causal law. Then there is the effect of the outer world, as it appeared in 
traditional dynamics, which is shown in acceleration. The small change
which does occur in the velocity in a short time is attributed to surround-
ing bodies, because it is found to vary as they vary, and to vary according 
to ascertained laws. Thus we think of surrounding bodies as exerting an
influence, which we call “force”, though this remains as mysterious as the
influence of the stars in astrology.

Einstein’s theory of gravitation has done away with this conception in so
far as gravitational forces are concerned. In this theory, a planet moving
round the sun is moving in the nearest approach to a straight line that the
neighbourhood permits. The neighbourhood is supposed to be non-Euclidean,
that is to say, to contain no straight lines such as Euclid imagined. If a body
is moving freely, as the planets do, it observes a certain rule. Perhaps the
simplest way to state this rule is as follows: Suppose you take any two events
which happen on the earth, and you measure the time between them by ide-
ally accurate clocks which move with the earth. Suppose some traveller on
a magic carpet had meanwhile cruised about the universe, leaving the earth
at the time of the first event and returning at the time of the second. By his
clocks the period elapsed will be less than by the terrestial clocks. This is
what is meant by saying that the earth moves in a “geodesic”, which is the
nearest approach to a straight line to be found in the region in which we
live. All this is, so to speak, geometrical, and involves no “forces”. It is not
the sun that makes the earth go round, but the nature of space-time where
the earth is.

Even this is not quite correct. Space-time does not make the earth 
go round the sun; it makes us say the earth goes round the sun. That is 
to say, it makes this the shortest way of describing what occurs. We 
could describe it in other language, which would be equally correct, but less
convenient.

The abolition of “force” in astronomy is perhaps connected with the fact
that astronomy depends only upon the sense of sight. On the earth, we push
and pull, we touch things, and we experience muscular strains. This all
gives us a notion of “force”, but this notion is anthropomorphic. To imag-
ine the laws of motion of heavenly bodies, think of the motions of objects
in a mirror; they may move very fast, although in the mirror world there are
no forces.

What we really have to substitute for force is laws of correlation. Events
can be collected in groups by their correlations. This is all that is true in the
old notion of causality. And this is not a “postulate” or “category”, but an
observed fact – lucky, not necessary.
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As we suggested before, it is these correlations of events that lead to the
definition of permanent “things”. There is no essential difference, as regards
substantiality, between an electron and a light-ray. Each is really a string of
events or of sets of events. In the case of the light-ray, we have no tempta-
tion to think otherwise. But in the case of the electron, we think of it as 
a single persistent entity. There may be such an entity, but we can have no
evidence that there is. What we can discover is (a) a group of events spread-
ing outwards from a centre – say, for definiteness, the events constituting 
a wave of light – and attributed, hypothetically, to a “cause” in that centre;
(b) more or less similar groups of events at other times, connected with the
first group according to the laws of physics, and therefore attributed to the
same hypothetical cause at other times. But all that we ought to assume is
series of groups of events, connected by discoverable laws. These series we
may define as “matter”. Whether there is matter in any other sense, no one
can tell.

What is true in the old notion of causality is the fact that events at 
different times are connected by laws (differential equations). When there
is a law connecting an event A with an event B, the two have a definite
unambiguous time-order. But if the events are such that a ray of light start-
ing from A would arrive at any body which was present at B after B had
occurred, and vice versa, then there is no definite time order, and no possible
causal law connecting A and B. A and B must then be regarded as separate
facts of geography.

Perhaps the scope and purpose of this and the foregoing chapters may be
made clearer by showing their bearing upon certain popular beliefs which
may seem self-evident but are really, in my opinion, either false or likely to
lead to falsehood. I shall confine myself to objections which have actually
been made to me when trying to explain the philosophical outcome of 
modern physics.1

“We cannot conceive of movement apart from some thing as moving”.
This is, in a sense, a truism; but in the sense in which it is usually meant,
it is a falsehood. We speak of the “movement” of a drama or piece of music,
although we do not conceive either as a “thing” which exists complete at
every moment of the performance. This is the sort of picture we must have
in our minds when we try to conceive the physical world. We must think
of a string of events connected together by certain causal connections, and
having enough unity to deserve a single name. We then begin to imagine
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that the single name denotes a single “thing”, and if the events concerned
are not all in the same place, we say the “thing” has “moved”. But this is only
a convenient shorthand. In the cinema, we seem to see a man falling off a
skyscraper, catching hold of the telegraph wires, and reaching the ground
none the worse. We know that in fact, there are a number of different pho-
tographs, and the appearance of a single “thing” moving is deceptive. In this
respect, the real world resembles the cinema.

In connection with motion one needs to emphasise the very difficult dis-
tinction between experience and prejudice. Experience, roughly, is what you
see, and prejudice is what you only think you see. Prejudice tells you that
you see the same table on two different occasions; you think that experience
tells you this. If it really were experience, you could not be mistaken; yet a
similar table may be substituted without altering the experience. If you
look at a table on two different occasions, you have very similar sensations,
and memory tells you that they are similar; but there is nothing to show
that one identical entity causes the two sensations. If the table is in a cin-
ema, you know that there is not such an entity, even though you can watch
it changing with apparent continuity. The experience is just like that with
a “real” table; so in the case of a “real” table also, there is nothing in the
actual experience to show whether there is a persistent entity or not. I say,
therefore: I do not know whether there is a persistent entity, but I do know
that my experiences can be explained without assuming that there is.
Therefore it can be no part of legitimate science to assert or deny the 
persistent entity; if it does either, it goes beyond the warrant of experience.

The following is a verbally cited passage in the letter referred to object-
ing to what was said above about “force”:

“The concept of Force is not of physical but of psychological origin.
Rightly or wrongly it arises in the most impersonal contemplation of the
Stellar Universe, where we observe an infinite number of spherical bodies
revolving on their own axes and gyrating in orbits round each other.
Rightly or wrongly, we naturally conceive of these as having been so 
constituted and so maintained by some Force or Forces.”

We do not, in fact, “observe” what it is here said that we observe; all this
is inferred. What we observe, in astronomy, is a two-dimensional pattern of
points of light, with a few bright surfaces of measurable size when seen
through the telescope (the planets), and of course the larger bright surfaces
that we call the sun and moon. Most of this pattern (the fixed stars) rotates
round the earth once in every twenty-three hours and fifty-six minutes. The
sun rotates in varying periods, which average twenty-four hours and never
depart very far from the average. The moon and planets have apparent
motions which are more irregular. These are the observed facts. There is 
no logical impossibility about the mediæval doctrine of spheres rotating
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round the earth, one for each planet and one for the stars. The modern 
doctrines are simpler, but not one whit more in accordance with observed
facts; it is our passion for simple laws that has made us adopt them.

The last sentence of the above quotation raises some further points of
interest. “Rightly or wrongly”, the writer says, “we naturally conceive of
these as having been so constituted and so maintained by some Force or
Forces”. I do not deny this. It is “natural”, and it is “right or wrong” – more
specifically, it is wrong. “Force” is part of our love of explanations. Everyone
knows about the Hindu who thought that the world does not fall because
it is supported by an elephant, and the elephant does not fall because it is
supported by a tortoise. When his European interlocutor said “But how
about the tortoise?” he replied that he was tired of metaphysics and wanted
to change the subject. “Force”, as an explanation, is no better than the 
elephant and the tortoise. It is an attempt to get at the “why” of natural
processes, not only at the “how”. What we observe, to a limited extent, is
what happens, and we can arrive at laws according to which observable
things happen, but we cannot arrive at a reason for the laws. If we invent a
reason, it needs a reason in its turn, and so on. “Force” is a rationalising 
of natural processes, but a fruitless one since “force” would have to be 
rationalised also.

When it is said, as it often is, that “force” belongs to the world of expe-
rience, we must be careful to understand what can be meant. In the first
place, it may be meant that calculations which employ the notion of force
work out right in practice. This, broadly speaking, is admitted: no one
would suggest that the engineer should alter his methods, or should give
up working out stresses and strains. But that does not prove that there are
stresses and strains. A medical man works his accounts in guineas, although
there are none; he obtains a real payment, though he employs a fictitious
coin. Similarly, the engineer is concerned with the question whether his
bridge will stand: the fact of experience is that it stands (or does not stand),
and the stresses and strains are only a way of explaining what sort of bridge
will stand. They are as useful as guineas, but equally imaginary.

But when it is said that force is a fact of experience, there is something
quite different that may be meant. It may be meant that we experience force
when we experience such things as pressure or muscular exertion. We can-
not discuss this contention adequately without going into the relation of
physics to psychology, which is a topic we shall consider at length at a later
stage. But we may say this much: if you press your finger-tip upon a hard
object, you have an experience which you attribute to your finger-tip, but
there is a long chain of intermediate causes in nerves and brain. If your fin-
ger were amputated you could still have the same experience by a suitable
operation on the nerves that formerly connected the finger with the brain,
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so that the force between the finger-tip and the hard object, as a fact of
experience, may exist when there is no fingertip. This shows that force, in
this sense, cannot be what concerns physics.

As the above example illustrates, we do not, in fact, experience many
things that we think we experience. This makes it necessary to ask, with-
out too much assurance, in what sense physics can be based upon experi-
ence, and what must be the nature of its entities and its inferences if it is to
make good its claim to be empirically grounded.
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In this essay, Russell develops his contention that physics has no
idea of permanent substance. An elimination of permanent objects
in favour of events is, says Russell, the metaphysics that inspired
Einstein and modern physics.

Russell makes a number of points that will be familiar to 
readers of twentieth-century philosophy of science. First, Russell
makes the point that a precise statement is probably false. Impreci-
sion is required for truth. But the following response might come
from Karl Popper: a true but vague statement is useless. We
should aim to eliminate such imprecision. Best science aims at
precise, and therefore highly falsifiable, theories rather then true
but vague, and therefore less falsifiable, statements (Popper 1934).
An interesting twist on this has been supplied by Nancy
Cartwright in her influential book How The Laws of Physics Lie
(1983). She claims that the most useful statements used in science
are indeed false (they are lies, so the laws of physics really are lies).
Explanatory power does not imply truth. Indeed, she claims, the
laws we use in science are literally false in that they are approxi-
mations and idealisations. But only approximations will have use.
This would suggest replacing Russell’s slogan that imprecision is
required for truth with the slogan that imprecision is required for
use. It may sound instrumentalistic and, although Russell finds
that view repugnant, he accepts a kind of instrumentalism in the
last paragraph: “knowing about anything is being aware of the
behaviour suitable in its presence”.

There is in our time a widening gulf between the scientific specialist and
the ordinary intelligent man. This was very much less the case in former
times. In the eighteenth century everybody of intellectual pretensions, at
least in France, was more or less acquainted with Newton, who had the
same kind of vogue that Freud has in our day. In the nineteenth century the
most sensational piece of science was Darwinian evolution, which was 
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easily intelligible to any educated man. But during the present century the
things of most importance in science have occurred in physics, and have
involved for their understanding exceedingly difficult and abstruse 
mathematical reasoning. So abstruse and difficult has this reasoning become
that even distinguished physicists have had to stand aside. The general
reader knows that odd things have been discovered about relativity and
about atoms, but he is aware that whatever attempts he may have made to
find out what it is all about have not met with as much success as he might
have hoped. Now all this would not have mattered if the new physics had
had for its content merely specialized advances in the later parts of a very
well developed science. If that had been the case, the matter could have
been left to the expert, and the general public would have confined itself to
benevolent neutrality.

The new theories in physics, however, are not only new in mathematical
technique or in the results at which they arrive; they are new also in their
general point of view, in the character of their reasoning, and in the meta-
physic which inspires their hypotheses. This aspect of their work is only
accidentally involved in mathematical technicalities, and can with a little
trouble be so presented that intelligent laymen, at any rate the younger of
them, can understand it and appreciate its importance. There is of course,
as in any rapidly growing subject, still controversy and uncertainty, but
both sides in a controversy of physicists are advocating theories alien to 
educated common sense, and the theories of both sides have something in
common which distinguishes them from the theories of former times.

Applied physics, that is to say, everything that is used as yet in industry,
and even in such modern developments as radio, still uses older conceptions
which are on the whole consonant with educated common sense. The newer
physics as yet has not become embodied in anything commercially useful.
There is no reason to suppose that this state of affairs will continue. The
theory upon which radio depends existed for many years before it received
practical application. I am not, however, concerned in this article with the
impossible attempt to forecast the inventions which may hereafter utilize
the modern developments of physics. What I want to do is to suggest the
changes in popular metaphysics which must come about, if the new physics
is to produce the same kind of influence upon our outlook that was pro-
duced in the eighteenth century by Newton, and in the nineteenth by
Darwin.

I think that if we were to search for one short phrase to characterize the
difference between the newer physics and that of past times, I should choose
the following: The world is not composed of “things”. To the metaphysician this
is no new idea, but in the past the metaphysician could not point to the
technique of science as being on his side, and he was therefore unable to
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combat the popular metaphysics which survived contentedly alongside of
his speculations. Nowadays, physicists, the most hard-headed of mankind,
the people associated more than any others with the intellectual and
mechanical triumphs that distinguish our epoch, have embodied in their
technique this insubstantiality which some of the metaphysicians have 
so long urged in vain. “We are such stuff as dreams are made on” was once
a piece of poetic imagination; now it is among the presuppositions of
physics.

It seems probable that if the ideas underlying modern physics ever
become apprehended by the ordinary educated and half educated person,
they will greatly modify his outlook upon life and politics, not to mention
religion and criminal law. I shudder when I think of the revolutions
required to adapt ourselves to the ideas of Heisenberg and Schrödinger,
which are in many ways more strange than those of Einstein. We should
have to begin by altering grammar completely; our grammar is based upon
the belief in permanent things. A series of different apparitions, changing
gradually as time goes on, are linked together under one name, say John
Jones, and are said to constitute one person. If one of these apparitions runs
away with a leg of mutton, it is thought right and just that one of the oth-
ers should be shut within the four walls of a prison cell. If we did not imag-
ine that the person we imprison is the same as the person who stole the leg
of mutton, we should be less convinced of our right to shut him up, and if
we went on to realize that there are no legs of mutton and no prison walls,
we should feel still more reconstruction of our traditional notions to be
called for. I do not mean to say that there are no prisons, but as has been
said before: “Stone walls do not a prison make, nor iron bars a cage”. I think,
however, that the poet did not quite know what does make a prison, and if
he did, he might have been puzzled to express it is verse. A prison consists
of a very large number of matrices, and a matrix is an infinite rectangle of
integers. To define a cage is a most complicated problem in a very modern
branch of mathematics called topology, which is only properly understood
in two universities, one that of Princeton, the other that of Moscow. If any
of my readers wishes to know what a cage is, I advise him to write to
Professor Veblen of the former university, but I cannot guarantee that the
reply will be intelligible.

When I say that there are no “things”, I shall perhaps at first convey no
definite idea. I will try to explain what I mean. Suppose that on a dark night
you see the beam from a searchlight, or a lighthouse, moving about the sky,
or sweeping over the sea, the beam in some sense preserves its identity, and
yet you do not think of it as a “thing”. Or again, suppose you hear “The
Star-Spangled Banner” sung; it is one tune, but you would not think of it as
a “thing”: it is a series of notes, and the notes themselves are essentially brief.
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When I say that there are no “things” I mean that tables and chairs and
loaves of bread and so on are really just like the beam of light and the song.
They are a series of more or less similar phenomena, connected, not by 
substantial identity, but by certain causal connections.

This, however, is no new suggestion. It was made by the early Buddhists
in the time of King Asoka. At this point, however, we arrive at another
innovation, an innovation concerned with the idea of cause. The early
Buddhists had a firm belief in causation, and upon this belief they rested
their metaphysics and their ethics. Newtonian physicists had a firm belief
in causation, which was an essential element in eighteenth-century materi-
alism. The man of science, and still more the philosopher interpreting 
science, would have told you, until lately, that a belief in rigid causation is
an indispensable postulate of science. All this seems to have grown doubt-
ful. Causation, like every other traditional notion, appears to be concerned
with what happens to things in the mass, not with what happens to them
individually. Whether causation is, or is not, rigidly applicable to the most
minute phenomena of which we are at present aware is a doubtful question,
which is being discussed by German physicists with a detachment as aston-
ishing as it is praiseworthy. Perhaps the reign of law will get itself re-
established, perhaps not. Apparently science can adapt itself equally well to
either alternative. The laws of science, as they have been known, are con-
cerned with what usually happens approximately, not with what always
happens exactly. Men have been misled by the precision of the mathemati-
cal instrument into the notion that the mathematical laws of physics were
not only precise but exact. Perhaps the difference is not at once clear, but a
simple illustration will make it so. If I say that a man is six feet high, my
statement is precise, but is practically certain not to be exact, that is to say,
I am making an assertion which is not exactly true. If I want to make an
assertion which is exactly true, I must make one which is less precise, such
as that he is within a quarter of an inch of six feet one way or another. The
traditional laws of physics are like the statement that the man is just six feet
high: they are precise, but probably not quite true. The newer laws may
perhaps be quite true, but they have lost something of the old precision.
The older physics was based upon somewhat gross observations of large
objects. (I mean by a large object anything bigger than an atom.) It was
found that certain precise mathematical laws fitted the behaviour of these
large objects within the limits of observation as they then were, and it was
assumed that these precise laws were not only precise, but exact. This lat-
ter assumption is being dropped, and the older laws are being regarded in
the light of statistical probabilities analogous to the statement that if you
toss a coin often it will come equally often heads and tails. In fact it seems
that everything we see is a statistical probability. A coloured surface, for
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example, represents the statistical probability of quantum changes in a cer-
tain region. Continuity, which used to be thought to be of the essence of
nature, is now thought by some to be only a continuity of probability. The
individual phenomena according to these men are discontinuous jumps
within atoms, but the probability of a jump occurring in any particular
place varies continuously with the place, and this probability is really what
we see when we think we see a table or a chair. When Dr. Johnson kicked
a stone in order to disprove Berkeley, he was, if we are to believe these
physicists, kicking a statistical probability, and the consequent pain in his
toe represented the statistical probability of an upset to the atoms in that
part of his foot.

Let us not, however, suppose that we are still to be allowed to believe in
atoms and electrons, except as convenient fictions like John Jones. An elec-
tron consists of a series of sets of phenomena in places where it isn’t. What
are these phenomena? The only ones of which we have any direct knowledge
are our own perceptions. If there are others we know little about them
beyond the mathematical laws which they approximately obey.

The normal beliefs of the normal man, as well as all his standards of
value, depend upon a radically different outlook. A man wants, we will say,
to be a “dynamic personality”, but would perhaps feel this desire less
strongly if he realized that nothing is “dynamic” and there are no “person-
alities”. When I say this, I mean it of course in a Pickwickian sense. For 
certain rough practical purposes something not grossly untrue may be con-
veyed by calling a man a “dynamic personality”, but if we were to try to
state at all accurately what it really amounts to to be a “dynamic perso-
nality”, I think the charm exercised by the phrase would largely disappear. 
I will omit the word “personality” for the moment, since I do not wish to
touch upon psychology. The word “dynamic” will afford quite enough food
for thought. When we call a person “dynamic”, what we mean, as nearly as
I can gather, is that he causes a great deal of motion of matter. Seeing that
there is no such thing as matter, and that motion has become a completely
vague idea, it is evident that the word “dynamic” cannot retain the force
that it used to have. Perhaps, however, we might give the word a different
meaning. We might say that a “dynamic” person is one who desires some
state of affairs considerably different from that which he finds existing, and
whose desire is subsequently realized in a manner which common sense
regards as partly caused by him. This definition, however, is not quite suf-
ficient. It would, for example, apply to a man who in a drunken fit knocked
over a policeman. We do not regard him as a “dynamic personality”,
because we realize that his desire to knock down a policeman is connected
chemically with the properties of alcohol. I think it is essential to our con-
ception of a man as a “dynamic personality” that we should think that we
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know the effects of his actions, but that we should not know their causes.
There are therefore two different salient criticisms. There is in the first place
an older type of criticism illustrated by what we said just now about the
drunken man, according to which a man’s desires and actions are caused by
things outside himself, so that he is not more dynamic than a water pipe;
and then there is the newer type of criticism, according to which the old
idea of cause is vague and popular. I should not go so far as to say that a man
actually is what he seems to be to other people, because it would lead to the
questions “What are the other people?” Nevertheless there would be some
truth in such a definition. We can define a piece of matter as a series of
effects in places where it isn’t, and we may say the same of a man in so far
as he is regarded as forceful, or dynamic, or influential. The real man is the
man regarded psychologically, not the man regarded as having an effect
upon his surroundings.

We all naturally believe that matter is characterized by a certain prop-
erty which Dr. Whitehead calls “pushiness”. When you watch a game of
billiards, you think that one ball hits another and pushes the other away.
This, however, is an illusion. The balls never touch; the outer electrons in
the one repel the outer electrons in the other; these outer electrons try to
move inward, but are in turn repelled by those that they are thus compelled
to approach. There gets to be an unpleasant sense of overcrowding, and
there is nothing for the whole lot to do except to move away and look for a
place where they do not have such unpleasant neighbours. The whole
process is analogous to what happens to a man who likes solitude, and who
is perpetually moving away because someone else has built a house within
two hundred yards of him. It is not that the electrons are actually in con-
tact during the jostle; it is merely that they dislike the too close proximity
of other electrons. All this of course is only roughly speaking. If you try to
speak more accurately, you will have to express the whole occurrence in lan-
guage which replaces electrons by various forms of radiant energy, or by
Schrödinger’s waves, which are not in the ocean but actually constitute the
ocean. In any case, the game of billiards cannot be taken as giving the clue
to the universe. This is of course the death blow to materialism, for the
essence of materialism has always been the belief that the world consisted
of billiard balls. Or, to take another illustration, we spoke earlier of the
beam of light sent out by a lighthouse on a dark night. To the materialist
it is evident that the lighthouse is real, and solid, and tangible, whereas the
beam of light in the night sky is merely an evanescent reflection caused by
the state of the matter in the lighthouse. The modern view would be more
nearly represented by saying that, while the beam of light is indubitably
real so long as it lasts, the lighthouse is only an inference from the beam,
and a precarious inference at that. If you say that you can go and touch the
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walls of the lighthouse, that is merely to say that there can be produced in
you a sensation of hardness, a sensation which clearly is in you, not in the
lighthouse, so that what you learn of the lighthouse from the sense of touch
is really as indirect as what you learn of it by watching the beam of light in
the sky. All this as metaphysics is ancient history, but as physics it is mod-
ern. For ages there has been a gulf between physics and metaphysics, but
the gulf is closing up. Metaphysicians have grown perhaps a little less arro-
gant, and the physicists have been forced by purely experimental necessities
to become increasingly metaphysical. The consequence is that there is a cer-
tain solidity in the philosophy to be distilled out of modern physics, which
there never was in the philosophy of former times.

It must be confessed, however, that there is far less pomp and circum-
stance about modern mathematical reasoning than about that of earlier
times. The model was set by Euclid, who professed to prove all his asser-
tions with the exception of certain self-evident axioms. We now know that
there is no reason to suppose his axioms true, and the consequences which
he deduced from them can be known, if at all, only on a basis of experiment.
The general view nowadays is that the propositions of Euclid are approxi-
mately true of bodies of ordinary size, but not of very small bodies, nor yet
of regions comparable in size with the universe, which is supposed to be
finite. In Newton’s days the prestige of Euclid was undiminished, and
Newton’s mathematical style is based upon the Greek tradition. Nowadays
a mathematical physicist is less impressed than he used to be with the
demonstrative powers of his mathematical instrument. His mathematical
reasoning is intended as a rule to lead up to some crucial experiment. We
might say that mathematical style has altered in a way analogous to that in
which prose style has altered. Compare the style of Sir Thomas Browne and
that of Mr. H. G. Wells, and you will get some idea of the difference
between the mathematical style of Newton and that of, say, Niels Bohr, who
first applied the quantum theory to the atom.

It is a curious fact that as the practical applications of science have
become more remarkable, its intellectual claims have diminished. I believe
that if Empedocles could have a conversation with Einstein, he would be
astonished at Einstein’s ignorance in regard to many things which he him-
self had always supposed that he knew. Nor is it necessary to go so far back
as Empedocles. Lord Kelvin, I fancy, would suffer the same astonishment. 
I wish I could think, however, that he would not regard Einstein as an igno-
ramus. Perhaps the belief that we know has always been the phantasy
designed to compensate us for our feelings of helplessness. Knowledge is
power, and therefore the phantasy of knowledge is the phantasy of power.
Modern science, in proportion as it has given us real power, has diminished
the need for the compensatory phantasy of supposed knowledge. We have
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become willing to admit our ignorance of the real nature of things, because
we feel that we know how to handle them.

The tendency of this attitude is of course to encourage what is called the
instrumental theory of knowledge, which is roughly speaking the theory
that knowing about anything is being aware of the behaviour suitable in its
presence. If you know when to bow to a king, when to call him “Your
Majesty”, and how to flatter him, you know all that the instrumental the-
ory thinks there is to know; and similarly, if you are able to use a telephone,
to make it and repair it, you know all there is to be known about tele-
phones, according to this theory. I confess that the theory is deeply repug-
nant to me, although I am inclined to think that it may be true. Perhaps
the psychological source of this repugnance is the association of knowledge
with love. When a man is in love, he is not content to study the outward
behaviour of the lady, but wishes to know what, at such a moment, he prob-
ably calls her soul, and her inmost thoughts become profoundly interesting
to him. A man of science has been in the past a man in love with Nature in
this sense, and something of the satisfaction which has been found in the
pursuit of knowledge will be lost if knowledge is found to consist merely of
tricks for leading Nature to grant her favours unintentionally. Perhaps the
more profound intellectual triumphs, upon which in the long run the prac-
tical successes of applied science depend, will become psychologically very
difficult, if the mystical conception of knowledge as a kind of union of
knower and known completely dies out. However, I hold no brief for mys-
ticism, and am merely throwing out a suggestion for what it may be worth.
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In a rather marked contrast to Russell’s earlier view, of the 
preceding papers, in his last seriously philosophical book, Human
Knowledge: Its Scope and Limits (1948), Russell tells us that the
power of science rests in the discovery of causal laws. They appear
to have undergone a rehabilitation, in Russell’s view – at the very
least a rehabilitation in emphasis if not detail. The concept no
longer requires elimination. Rather, something like the common
metaphysical notion is what legitimises science as causal laws are
what allow us to infer one thing about a region of space-time from
another. Thus it appears that scientific knowledge assumes causal
laws rather than rejects them (“Science assumes causality in some
sense”).

Such laws, Russell now concedes, may state only what is 
probable. But probabilistic laws allow the “crude generalisations
from which common sense starts”, such as “bread nourishes” and
“dogs bark”. These statements permit exceptions without being
thereby falsified: poisoned bread will not nourish, a lazy dog will
not bark. Nevertheless, they are true because they are not intended
to be universal in scope (see Lowe 1980; 1982 for more on this).

The view of causation Russell offers in this selection was part
of a bigger project developing the view that science in general
rested upon a number of basic assumptions. He called these
assumptions the postulates of science (see Russell 1948a). What,
asks Russell in the present paper, are the postulates upon which
causality in science rests? A postulate of “causal lines” is proposed
as the safest such assumption. This is explained in terms of 
permitted inference, however, which many will see as a purely
epistemological concern. The postulate, in turn, must depend
upon others, as Russell shows, which concern the uniformity of
nature and the existence of natural kinds.

The practical utility of science depends upon its ability to foretell the
future. When the atomic bombs were dropped, it was expected that large
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numbers of Japanese would die, and they did. Such highly satisfactory
results have led, in our day, to an admiration of science, which is due to the
pleasure we derive from the satisfaction of our lust for power. The most
powerful communities are the most scientific, though it is not the men of
science who wield the power conferred by their knowledge. On the contrary,
the actual men of science are rapidly sinking into the position of state pris-
oners, condemned to slave labour by brutal masters, like subject djinns in
the Arabian Nights. But we must not waste any more time upon such pleas-
ant topics. The power of science is due to its discovery of causal laws, and
it is causal laws that are to occupy us in this chapter.

A “causal law”, as I shall use the term, may be defined as a general 
principle in virtue of which, given sufficient data about certain regions of
space-time, it is possible to infer something about certain other regions of
space-time. The inference may be only probable, but the probability must
be considerably more than a half if the principle in question is to be 
considered worthy to be called a “causal law”.

I have purposely made the above definition very wide. In the first place,
the region to which we infer need not be later than those from which we
infer. There are, it is true, some laws – notably the second law of thermo-
dynamics – which allow inferences forwards more readily than backwards,
but this is not a general characteristic of causal laws. In geology, for exam-
ple, the inferences are almost all backwards. In the second place, we cannot
lay down rules as to the number of data that may be involved in stating a
law. If it should ever become possible to state the laws of embryology in
terms of physics, enormously complex data would be required. In the third
place, the inference may be only to some more or less general characteristic
of the inferred event or events. In the days before Galileo it was known that
unsupported heavy bodies fall, which was a causal law; but it was not
known how fast they fall, so that when a weight was dropped it was impos-
sible to say accurately where it would be after a given lapse of time. In the
fourth place, if the law states a high degree of probability it may be almost
as satisfactory as if it stated a certainty. I am not thinking of the probabil-
ity of the law being true; causal laws, like the rest of our knowledge, may
be mistaken. What I am thinking of is that some laws state probabilities,
for example the statistical laws of quantum theory. Such laws supposing
them completely true, make inferred events only probable, but this does 
not prevent them from counting as causal laws according to the above 
definition.

One advantage of admitting laws which only confer probability is that
it enables us to incorporate in science the crude generalizations from which
common sense starts, such as “fire burns” “bread nourishes”, “dogs bark”, or
“lions are fierce”. All these are causal laws, and all are liable to exceptions,
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so that in a given case they confer only probability. The fire on a plum 
pudding does not burn you, poisoned bread does not nourish, some dogs 
are too lazy to bark, and some lions grow so fond of their keepers that they
cease to be fierce. But in the great majority of cases the above generaliza-
tions will be a sound guide in action. There are a large number of such
approximate regularities which are assumed in our every-day behaviour, and
it is from them that the conception of causal laws arose. Scientific laws, it
is true, are no longer so simple: they have become complicated in the
endeavour to give them a form in which they are not liable to exceptions.
But the old simpler laws remain valid so long as they are only regarded as
asserting probabilities.

Causal laws are of two sorts, those concerned with persistence and those
concerned with change. The former kind are often not regarded as causal,
but this is a mistake. A good example of a law of persistence is the first law
of motion. Another example is the persistence of matter. After the discov-
ery of oxygen, when the process of combustion came to be understood, it
was possible to regard all matter as indestructible. It has now become
doubtful whether this is quite true, but it remains true for most practical
purposes. What appears to be more exactly true is the persistence of energy.
The gradual development of laws stating persistence started from the 
common-sense belief, based on pre-scientific experience, that most solid
objects continue to exist until they crumble from old age or are destroyed
by fire, and that, when this happens, it is possible to suppose that their
small parts survive in a new arrangement. It was this pre-scientific point of
view that gave rise to the belief in material substance.

Causal laws concerned with change were found by Galileo and Newton
to demand statement in terms of acceleration, i.e. change of velocity in
magnitude or direction or both. The greatest triumph of this point of view
was the law of gravitation, according to which every particle of matter
causes in every other an acceleration directly proportional to the mass of the
attracting particle and inversely proportional to the square of the distance
between them. But Einstein’s form of the law of gravitation made it more
analogous to the law of inertia, and, in a sense, a law of persistence rather
than a law of change. According to Einstein, space-time is full of what we
may call hills; each hill grows steeper as you go up, and has a piece of mat-
ter at the top. The result is that the easiest route from place to place is one
which winds round the hills. The law of gravitation consists in the fact that
bodies always take the easiest route, which is what is called a “geodesic”.
There is a law of cosmic laziness called the “principle of least action”, which
states that when a body moves from one place to another it will choose the
route involving least work. By means of this principle gravitation is
absorbed into the geometry of space-time.
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The essential laws of change in modern physics are those of quantum
theory, which govern transitions from one form of energy to another. An
atom can emit energy in the form of light, which then travels on unchanged
until it meets another atom, which may absorb the energy of the light. Such
interchanges are governed by certain rules, which do not suffice to say what
will happen on a given occasion, but can predict, with a very high degree
of probability, the statistical distribution of possible happenings among 
a very large number of interchanges. This is as near as physics can get at
present to the ultimate character of causal laws.

Everything that we believe ourselves to know about the physical world
depends entirely upon the assumption that there are causal laws. Sensations,
and what we optimistically call “perceptions”, are events in us. We do not
actually see physical objects, any more than we hear electromagnetic waves
when we listen to the wireless. What we directly experience might be all
that exists, if we did not have reason to believe that our sensations have
external causes. It is important, therefore, to inquire into our belief in 
causation. Is it mere superstitition, or has it a solid foundation?

The question of the justification of our belief in causality belongs to 
theory of knowledge, and I shall therefore postpone it for the present. My
purpose in this Part is the interpretation of science, not an inquiry into the
grounds for supposing science valid. Science assumes causality in some
sense, and our present question is: in what sense is causality involved in 
scientific method?1

Broadly speaking, scientific method consists in inventing hypotheses
which fit the data, which are as simple as is compatible with this require-
ment, and which make it possible to draw inferences subsequently 
confirmed by observation. The theory of probability shows that the validity
of this process depends upon an assumption which may be roughly stated as
the postulate that there are general laws of certain kinds. This postulate, in
a suitable form, can make scientific laws probable, but without it they do not
even achieve probability. We have therefore to examine this assumption, to find
out the most possible form in which it is both effective and possibly true.

If there is no limit to the complexity of possible laws, every imaginable
course of events will be subject to laws, and therefore the assumption that
there are laws will become a tautology. Take, for example, the numbers of
all the taxis that I have hired in the course of my life, and the times when
I have hired them. We have here a finite set of integers and a finite number
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of corresponding times. If n is the number of the taxi that I hired at 
the time t, it is certainly possible, in an infinite number of ways, to find 
a function f such that the formula

n � f (t)

is true for all the values of n and t that have hitherto occurred. An infinite
number of these formulae will fail for the next taxi that I hire, but there will
still be an infinite number that remain true. By the time I die, it will be
possible to close the account, and there will still remain an infinite number
of possible formulae, each of which might claim to be a law connecting the
number of a taxi with the time when I hire it.

The merit of this example, for my present purpose, is its obvious absurd-
ity. In the sense in which we believe in natural laws we should say that there
is no law connecting the n and t of the above formula, and that, if any sug-
gested formula happens to work, that is a mere chance. If we had found a
formula that worked in all cases up to the present, we should not expect it
to work in the next case. Only a superstitious person whose emotions are
involved will believe an induction of this sort; gamblers at Monte Carlo
practise inductions which no man of science would sanction. But it is not
altogether easy to state the difference between the inductions of the 
superstitious gambler and the inductions of the prudent man of science.
Obviously there is a difference, but in what does it consist? And is the dif-
ference such as to affect logical validity, or does it consist merely in a dif-
ference as to the obviousness of the appeal to the emotions? Is the faith in
scientific method merely the scientist’s superstition appropriate to his kind
of gambling? These questions, however, belong to the theory of knowledge.
For the present I want to discover not why we believe, but what we believe,
when we believe in natural laws.

It is customary to speak of induction as what is needed to make the truth
of scientific laws probable. I do not think that induction, pure and simple,
is fundamental. The above example of the numbers of taxis illustrates this.
All past observations as to these numbers are compatible with a number of
laws of the form n � f (t), and these will, as a rule, give different values for
the next n. We cannot therefore use them all for prediction, and in fact we
have no inclination to believe in any of them. Generalizing, we may say:
Every finite set of observations is compatible with a number of mutually
inconsistent laws, all of which have exactly the same inductive evidence in
their favour. Therefore pure induction is invalid, and is, moreover, not what
we in fact believe.

Whenever inductive evidence seems to us to make a suggested law very
probable, the law is one which had suggested itself more or less independently
of the evidence, and had seemed to us in some way likely to be true. When
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this is the case, subsequent confirmatory evidence is found astonishingly
convincing.

This, however, is only partially true. If a law is suggested of which the
consequences are very different from what we should expect, and it then is
confirmed by observation, we are more prone to believe in it than if its
results were commonplace. But in such a case the law itself may seem plau-
sible, although its consequences, when mentioned, are found surprising.
Perhaps one of the most important effects of scientific education is to mod-
ify the hypotheses that appear prima facie probable. It was this cause, not
direct negative evidence, that led the belief in witchcraft to decay. If you
had a number of outwardly similar boxes, of which some contained
gyrostats, and you showed them to a savage, saying that by uttering a magic
formula you could make any one of them impossible to turn round, the
inductive evidence would soon persuade him that you were right, but a man
of educated scientific outlook would search for some other explanation in
spite of repeated apparent verifications of your “law”.

Induction, moreover, does not validate many of the inferences in which sci-
ence feels most confidence. We are all convinced that, when a number of peo-
ple hear a sound simultaneously, their common experience has an external
source, which is propagated through the intervening medium by sound
waves. There cannot be inductive evidence (unless in some extended sense) for
something outside human experience, such as a sound wave. Our experience
will be the same whether there really are sound-waves, or, though there are
none, auditory sensations occur as they would if there were sound-waves; no
inductive evidence can ever favour one of these hypotheses rather than the
other. Nevertheless every one in fact accepts the realist alternative – even the
idealist philosopher except in his professional moments. We do this on
grounds that have nothing to do with induction – partly because we like laws
to be as simple as possible, partly because we believe that causal laws must
have spatio-temporal continuity, i.e. must not involve action at a distance.

In the establishment of scientific laws experience plays a twofold part.
There is the obvious confirming or confuting of a hypothesis by observing
whether its calculated consequences take place, and there is the previous expe-
rience which determines what hypotheses we shall think antecedently proba-
ble. But behind these influences of experience there are certain vague general
expectations, and unless these confer a finite a priori probability on certain
kinds of hypotheses, scientific inferences are not valid. In clarifying scientific
method it is essential to give as much precision as possible to these expecta-
tions, and to examine whether the success of science in any degree confirms
their validity. After being made precise the expectations are, of course, no
longer quite what they were while they remained vague, but so long as they
remain vague the question whether they are true or false is also vague.
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It seems to me that what may be called the “faith” of science is more or
less of the following sort: there are formulae (causal laws) connecting events,
both perceived and unperceived; these formulae exhibit spatio-temporal
continuity, i.e. involve no direct unmediated relation between events at 
a finite distance from each other; a suggested formula having the above
characteristics becomes highly probable if, in addition to fitting in with all
past observations, it enables us to predict others which are subsequently
confirmed and which would be very improbable if the formula were 
false.

The justification of this “faith”, if any, belongs to theory of knowledge.
Our present task is completed in having stated it. But there is still need of
some discussion as to the origin and growth of this “faith”.

There are various possible postulates which can be taken as the basis of
scientific method, but it is difficult to state them with the necessary preci-
sion. There is the law of causality; there is the uniformity of nature; there is
the reign of law: there is the belief in natural kinds, and Keynes’s principle
of limited variety; and there is structural constancy with spatio-temporal
continuity. It ought to be possible, out of all these somewhat vague assump-
tions, to distil some definite axiom or axioms which, if true, will confer the
desired degree of probability on scientific inferences.

The principle of causality appears in the works of almost all philosophers
in an elementary form which it never takes in any advanced science. They
suppose science to assume that, given any suitable class of events A, there
is always some other class of events B such that every A is “caused” by a B;
moreover every event belongs to some such class.

Most philosophers have held that “cause” means something different
from “invariable antecedent”. The difference may be illustrated by
Geulincx’s two clocks, which both keep perfect time; when one points to
the hour, the other strikes, but we do not think that the one has “caused”
the other to strike. A non-scientific Fellow of my College lately remarked
in despair: “The barometer has ceased to have any effect on the weather.”
This was felt to be a joke, but if “cause” meant “invariable antecedent” it
would not be. It is supposed that when A is caused by B the sequence is not
merely a fact, but is in some sense necessary. This conception is bound up
with the controversy about free will and determinism, summed up by the
poet in the following lines:

There was a young man who said: Damn!
I learn with regret that I am

A creature that moves
In predestinate grooves,

In short, not a bus, but a tram.
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As against this view most empiricists have held that “cause” means
nothing but “invariable antecedent”. The difficulty of this view, and indeed
of any suggestion that scientific laws are of the form “A causes B”, is that
such sequences are seldom invariable, and, even if they are invariable in fact,
circumstances can easily be imagined which would prevent them from
being so. As a rule, if you tell a man he is a silly fool he will be angry, but
he may be a saint, or may happen to die of apoplexy before he has time to
lose his temper. If you strike a match on a box it usually lights but some-
times it breaks or is damp. If you throw a stone in the air it usually falls
down again, but it may be swallowed by an eagle under the impression that
it is a bird. If you will to move your arm it usually moves, but not if you
are paralysed. In such ways all laws of the form “A causes B” are liable to
exceptions, since something may intervene to prevent the expected result.

Nevertheless, there are reasons, of which the strength will appear in Part VI

[not included], for admitting laws of the form “A causes B”, provided that
we do so with suitable safeguards and limitations. The concept of more or
less permanent physical objects, in its common-sense form, involves “sub-
stance”, and when “substance” is rejected we have to find some other way of
defining the identity of a physical object at different times. I think this
must be done by means of the concept “causal line”. I call a series of events
a “causal line”, if given some of them, we can infer something about the
others without having to know anything about the environment. For exam-
ple, if my doors and windows are shut, and at intervals I notice my dog
asleep on the hearthrug, I infer that he was there, or at least somewhere in
the room, at the times when I was not noticing him. A photon which trav-
els from a star to my eye is a series of events obeying an intrinsic law, but
ceasing to obey this law when it reaches my eye. When two events belong
to one causal line, the earlier may be said to “cause” the later. In this way
laws of the form “A causes B” may preserve a certain validity. They are
important in connection both with perception and with persistence of
material objects.

It is the possibility of something intervening that has led physics to state
its laws in the form of differential equations, which may be regarded as stat-
ing what is tending to happen. And as already explained, classical physics,
when presented with several causes acting simultaneously, represents the
resultant as a vector sum, so that, in a sense, each cause produces its effect
as if no other cause were acting. But in fact the whole conception of “cause”
is resolved into that of “law”. And laws, as they occur in classical physics,
are concerned with tendencies at an instant. What actually happens is to be
inferred by taking the vector sum of all the tendencies at an instant, and
then integrating to find out the result after a finite time.
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All empirical laws are inferred from a finite number of observations,
eked out by interpolation and extrapolation. The part played by interpola-
tion is not always adequately realized. Take for example the apparent
motions of the planets. We assume that, during the day-time, they pursue
a smooth course which fits in easily with their observed courses during the
preceding and succeeding nights. It would be a possible hypothesis that
planets only exist when they are observed, but this would make the laws of
astronomy very complicated. If it is objected that planets can be pho-
tographed fairly continuously, the same problem arises as regards the 
photographs: do they exist when no one is looking at them? This again is 
a question of interpolation, and the interpolation is justified by the fact that
it gives the simplest laws compatible with what has been observed.

Exactly the same principle applies to extrapolation. Astronomy makes
assertions, not only about what planets have done at all times since there
were astronomers, but about what they will do and what they did before
there was any one to notice them. This extrapolation is often spoken of as if
it involved some principle other than that involved in interpolation, but in
fact the principle is one and the same: to choose the simplest law that fits
the known facts.

As a postulate, however, this is open to grave objections. “Simple” is 
a vague conception. Moreover it often happens that a simple law turns 
out, after a time, to be too simple, and that the correct law is more compli-
cated. But in such cases the simple law is usually approximately right. 
If, therefore, we only assert that a law is approximately right, we cannot 
be convicted of error when some other law is found to be a still better
approximation.

The uniformity of nature, which is a principle sometimes invoked, has
no definite meaning except in connection with natural laws. If it is already
granted that there are natural laws, the principle of the uniformity of nature
states that time and place must not appear explicitly in the formulation of
laws: the laws must be the same in one part of space-time as in another. This
principle may or may not be true, but in any case it is insufficient as a 
postulate, since it presupposes the existence of laws.

The existence of natural kinds underlies most pre-scientific generaliza-
tions, such as “dogs bark” or “wood floats”. The essence of a “natural kind”
is that it is a class of objects all of which possess a number of properties that
are not known to be logically interconnected. Dogs bark and growl and wag
their tails, while cats mew and purr and lick themselves. We do not know
why all the members of an animal species should share so many common
qualities, but we observe that they do, and base our expectations on what
we observe. We should be amazed if a cat began to bark.

CAUSAL LAWS

207



Natural kinds are not only of biological importance. Atoms and 
molecules are natural kinds; so are electrons, positrons, and neutrons.
Quantum theory has introduced a new form of natural kinds in its discrete
series of energy levels. It is now possible to conceive the ultimate structure
of the physical world not as a continuous flux, in the manner of conven-
tional hydrodynamics, but in a more Pythagorean fashion, in which models
are derived from analogy with a heap of shot. Evolution, which in Darwin’s
time “broadened slowly down from precedent to precedent”, now takes rev-
olutionary leaps by means of mutants or freaks. Perhaps wars and revolu-
tions have made us impatient of gradualness; however that may be, modern
scientific theories are much more jolty and jagged than the smooth cosmic
stream of ordered progress imagined by the Victorians.

The bearing of all this on induction is of considerable importance. If you
are dealing with a property which is likely to be characteristic of a natural
kind, you can generalize fairly safely after very few instances. Do seals bark?
After hearing half a dozen do so, you confidently answer “yes”, because you
are persuaded in advance that either all seals bark or no seals bark. When
you have found that a few pieces of copper are good conductors of electric-
ity, you unhesitatingly assume that this is true of all copper. In such cases 
a generalization has a finite a priori probability, and induction is less 
precarious than in other problems.

Keynes has a postulate by which, in his opinion, inductive arguments
might be justified; he calls it the principle of limited variety. It is a form of
the assumption of natural kinds. This is one of the expedients in the way of
a general assumption which, if true, validates scientific method. I shall have
more to say about it at a later stage. What has been said in this chapter is
only by way of anticipation.
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Part V

ONTOLOGY (II )

Complete metaphysical agnosticism is not compatible with the
maintenance of linguistic propositions.

“Language and Metaphysics”





“Language has many properties which are not shared by things in
general”, Russell says near the start of his essay on vagueness. His
particular concern in this essay is to point out the fallacy of infer-
ring vague things from vague language. Vagueness is a property of
words only.

Suppose I say of a colleague that he is bald. It is possible that
the truth of my claim is uncertain. Russell attempted to clarify
why such things might be uncertain. Being bald is vague but what
exactly is this vagueness? Is it something in the world that is
vague? Are there vague objects or vague properties of objects? Is
it, rather, merely that the concept of baldness is vague? Russell 
supports this latter option. His imagined opponent would be
someone who thought there was vagueness in non-linguistic 
reality: in the world itself.

Thus, on Russell’s view, there could be a fact of the matter, in
the world, that my colleague has exactly n number of hairs on 
his head. The problem is that the concept of baldness has vague
boundaries, which means that for some number n, of hairs on one’s
head, it is not clear that the concept of baldness is correctly 
applicable. Some people are clearly bald and some people are
clearly not bald, but there is a class of people for whom it is 
uncertain whether or not they are bald. We could, therefore, know
everything about the state of such a person’s head except whether
they are bald.

Having argued that it is words, not the world, that are vague,
Russell then produces a more general diagnosis of vagueness. It is
representations that are vague and concepts are a kind of repre-
sentation (a linguistic representation of non-linguistic reality).
Things such as tables and chairs and men’s heads are neither vague
nor precise. They just are. Both vagueness and precision concern
the relation between the representation and the thing represented.
Further, they can come in degrees. One concept can be more vague
than another without either being wholly vague or precise. Once
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one considers such things, one can see just how many of our 
concepts are vague. Thus, we may only be able to know vaguely
how many hairs are on my colleague’s head because what counts as
a hair might only be vaguely defined. What about a hair that is
only just breaking through the surface of the skin? What about
velutinous hairs? What about a hair transplant or wig?

The vagueness of language is inevitable. Our concepts are
derived from the evidence of our senses and the knowledge derived
from the senses is vague. Russell then gives a definition of vague-
ness, which is a perilous task as it appears to be an attempt to make
vagueness precise. His strategy avoids this. Instead, he offers a 
precise definition of accuracy, then says that vagueness is when
something is not accurate.

Timothy Williamson, whose own book is now the best detailed
source on this subject, says that Russell’s paper “set the agenda for
most subsequent work” (1994: 52). Williamson identifies ten the-
ses in the paper: (1) only representations are vague; (2) all language
is vague; (3) there is higher-order vagueness; (4) vagueness invali-
dates classical logic; (5) vagueness is not generality; (6) accuracy is
isomorphism; (7) precision is one-one correlation; (8) meaning is a
special case of representing; (9) precision diminishes probability,
and (10) vagueness is a natural phenomenon. Williamson discusses
and criticises each thesis in turn so I would direct readers there,
after reading this paper, if they want a detailed critique.

Reflection on philosophical problems has convinced me that a much larger
number than I used to think, or than is generally thought, are connected
with the principles of symbolism, that is to say, with the relation between
what means and what is meant. In dealing with highly abstract matters it
is much easier to grasp the symbols (usually words) than it is to grasp what
they stand for. The result of this is that almost all thinking that purports to
be philosophical or logical consists in attributing to the world the proper-
ties of language. Since language really occurs, it obviously has all the prop-
erties common to all occurrences, and to that extent the metaphysic based
upon linguistic considerations may not be erroneous. But language has
many properties which are not shared by things in general, and when these
properties intrude into our metaphysic it becomes altogether misleading. 
I do not think that the study of the principles of symbolism will yield any
positive results in metaphysics, but I do think it will yield a great many neg-
ative results by enabling us to avoid fallacious inferences from symbols to
things. The influence of symbolism on philosophy is mainly unconscious; if
it were conscious it would do less harm. By studying the principles of sym-
bolism we can learn not to be unconsciously influenced by language, and in
this way can escape a host of erroneous notions.
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Vagueness, which is my topic tonight,1 illustrates these remarks. You
will no doubt think that, in the words of the poet: “Who speaks of vague-
ness should himself be vague.” I propose to prove that all language is vague
and that therefore my language is vague, but I do not wish this conclusion
to be one that you could derive without the help of the syllogism. I shall be
as little vague as I know how to be if I am to employ the English language.
You all know that I invented a special language with a view to avoiding
vagueness, but unfortunately it is unsuited for public occasions. I shall
therefore, though regretfully, address you in English, and whatever vague-
ness is to be found in my words must be attributed to our ancestors for not
having been predominantly interested in logic.

There is a certain tendency in those who have realized that words are
vague to infer that things also are vague. We hear a great deal about the flux
and the continuum and the unanalysability of the Universe, and it is often
suggested that as our language becomes more precise, it becomes less
adapted to represent the primitive chaos out of which man is supposed to
have evolved the cosmos. This seems to me precisely a case of the fallacy of
verbalism – the fallacy that consists in mistaking the properties of words for
the properties of things. Vagueness and precision alike are characteristics
which can only belong to a representation, of which language is an exam-
ple. They have to do with the relation between a representation and that
which it represents. Apart from representation, whether cognitive or
mechanical, there can be no such thing as vagueness or precision; things are
what they are, and there is an end of it. Nothing is more or less what it is,
or to a certain extent possessed of the properties which it possesses. Idealism
has produced habits of confusion even in the minds of those who think that
they have rejected it. Ever since Kant there has been a tendency in philos-
ophy to confuse knowledge with what is known. It is thought that there
must be some kind of identity between the knower and the known, and
hence the knower infers that the known also is muddle-headed. All this
identity of knower and known, and all this supposed intimacy of the rela-
tion of knowing, seems to me a delusion. Knowing is an occurrence having
a certain relation to some other occurrence, or groups of occurrences, or
characteristic of a group of occurrences, which constitutes what is said to be
known. When knowledge is vague, this does not apply to the knowing as
an occurrence; as an occurrence it is incapable of being either vague or pre-
cise, just as all other occurrences are. Vagueness in a cognitive occurrence is
a characteristic of its relation to that which is known, not a characteristic of
the occurrence in itself.
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Let us consider the various ways in which common words are vague, and
let us begin with such a word as “red”. It is perfectly obvious, since colours
form a continuum, that there are shades of colour concerning which we shall
be in doubt whether to call them red or not, not because we are ignorant of
the meaning of the word “red”, but because it is a word the extent of whose
application is essentially doubtful. This, of course, is the answer to the old
puzzle about the man who went bald. It is supposed that at first he was not
bald, that he lost his hairs one by one, and that in the end he was bald;
therefore, it is argued, there must have been one hair the loss of which con-
verted him into a bald man. This, of course, is absurd. Baldness is a vague
conception; some men are certainly bald, some are certainly not bald, while
between them there are men of whom it is not true to say they must either
be bald or not bald. The law of excluded middle is true when precise sym-
bols are employed, but it is not true when symbols are vague, as, in fact, all
symbols are. All words describing sensible qualities have the same kind of
vagueness which belongs to the word “red”. This vagueness exists also,
though in a lesser degree, in the quantitative words which science has tried
hardest to make precise, such as a metre or a second. I am not going to
invoke Einstein for the purpose of making these words vague. The metre,
for example, is defined as the distance between two marks on a certain rod
in Paris, when that rod is at a certain temperature. Now the marks are not
points, but patches of a finite size, so that the distance between them is not
a precise conception. Moreover, temperature cannot be measured with more
than a certain degree of accuracy, and the temperature of a rod is never quite
uniform. For all these reasons the conception of a metre is lacking in preci-
sion. The same applies to a second. The second is defined by relation to the
rotation of the earth, but the earth is not a rigid body, and two parts of the
earth’s surface do not take exactly the same time to rotate; moreover all
observations have a margin of error. There are some occurrences of which we
can say that they take less than a second to happen, and others of which we
can say that they take more, but between the two there will be a number of
occurrences of which we believe that they do not all last equally long, but
of none of which we can say whether they last more or less than a second.
Therefore, when we say an occurrence lasts a second, all that it is worth
while to mean is that no possible accuracy of observation will show whether
it lasts more or less than a second.

Now let us take proper names. I pass by the irrelevant fact that the same
proper name often belongs to many people. I once knew a man called
Ebenezer Wilkes Smith, and I decline to believe that anybody else ever had
this name. You might say, therefore, that here at last we have discovered an
unambiguous symbol. This, however, would be a mistake. Mr. Ebenezer
Wilkes Smith was born, and being born is a gradual process. It would seem
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natural to suppose that the name was not attributable before birth; if so,
there was doubt, while birth was taking place, whether the name was
attributable or not. If it be said that the name was attributable before birth,
the ambiguity is even more obvious, since no one can decide how long
before birth the name became attributable. Death also is a process: even
when it is what is called instantaneous, death must occupy a finite time. If
you continue to apply the name to the corpse, there must gradually come a
stage in decomposition when the name ceases to be attributable, but no one
can say precisely when this stage has been reached. The fact is that all words
are attributable without doubt over a certain area, but become questionable
within a penumbra, outside which they are again certainly not attributable.
Someone might seek to obtain precision in the use of words by saying that
no word is to be applied in the penumbra, but unfortunately the penumbra
itself is not accurately definable, and all the vaguenesses which apply to the
primary use of words apply also when we try to fix a limit to their indu-
bitable applicability. This has a reason in our physiological constitution.
Stimuli which for various reasons we believe to be different produce in us
indistinguishable sensations. It is not clear whether the sensations are really
different like their stimuli and only our power to discriminate between sen-
sations is deficient, or whether the sensations themselves are sometimes
identical in relevant respects even when the stimuli differ in relevant
respects. This is a kind of question which the theory of quanta at some
much later stage in its development may be able to answer, but for the pres-
ent it may be left in doubt. For our purpose it is not the vital question.
What is clear is that the knowledge that we can obtain through our sensa-
tions is not as finegrained as the stimuli to those sensations. We cannot see
with the naked eye the difference between two glasses of water of which one
is wholesome while the other is full of typhoid bacilli. In this case a micro-
scope enables us to see the difference, but in the absence of a microscope the
difference is only inferred from the differing effects of things which are sen-
sibly indistinguishable. It is this fact that things which our senses do not
distinguish produce different effects – as, for example, one glass of water
gives you typhoid while the other does not – that has led us to regard the
knowledge derived from the senses as vague. And the vagueness of the
knowledge derived from the senses infects all words in the definition of
which there is a sensible element. This includes all words which contain
geographical or chronological constituents, such as “Julius Caesar”, “the
twentieth century”, or “the solar system”.

There remains a more abstract class of words: first, words which apply to
all parts of time and space, such as “matter” or “causality”; secondly, the
words of pure logic. I shall leave out of discussion the first class of words,
since all of them raise great difficulties, and I can scarcely imagine a human
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being who would deny that they are all more or less vague. I come there-
fore to the words of pure logic, words such as “or” and “not”. Are these
words also vague or have they a precise meaning?

Words such as “or” and “not” might seem, at first sight, to have a per-
fectly precise meaning: “p or q” is true when p is true, true when q is true,
and false when both are false. But the trouble is that this involves the
notions of “true” and “false”; and it will be found, I think, that all the con-
cepts of logic involve these notions, directly or indirectly. Now “true” and
“false” can only have a precise meaning when the symbols employed – words,
perceptions, images, or what not – are themselves precise. We have seen
that, in practice, this is not the case. It follows that every proposition that
can be framed in practice has a certain degree of vagueness; that is to say,
there is not one definite fact necessary and sufficient for its truth, but a cer-
tain region of possible facts, any one of which would make it true. And this
region is itself ill-defined: we cannot assign to it a definite boundary. This
is the difference between vagueness and generality. A proposition involving
a general concept – e.g. “This is a man” – will be verified by a number of
facts, such as “This” being Brown or Jones or Robinson. But if “man” were
a precise idea, the set of possible facts that would verify “this is a man”
would be quite definite. Since, however, the conception “man” is more or
less vague, it is possible to discover prehistoric specimens concerning which
there is not, even in theory, a definite answer to the question, “Is this a
man?” As applied to such specimens, the proposition “this is a man” is nei-
ther definitely true nor definitely false. Since all non-logical words have this
kind of vagueness, it follows that the conceptions of truth and falsehood, as
applied to propositions composed of or containing non-logical words, are
themselves more or less vague. Since propositions containing non-logical
words are the substructure on which logical propositions are built, it fol-
lows that logical propositions also, so far as we can know them, become
vague through the vagueness of “truth” and “falsehood”. We can see an ideal
of precision, to which we can approximate indefinitely; but we cannot
attain this ideal. Logical words, like the rest, when used by human beings,
share the vagueness of all other words. There is, however, less vagueness
about logical words than about the words of daily life, because logical words
apply essentially to symbols, and may be conceived as applying rather to
possible than to actual symbols. We are capable of imagining what a pre-
cise symbolism would be, though we cannot actually construct such a sym-
bolism. Hence we are able to imagine a precise meaning for such words as
“or” and “not”. We can, in fact, see precisely what they would mean if our
symbolism were precise. All traditional logic habitually assumes that 
precise symbols are being employed. It is therefore not applicable to this
terrestrial life, but only to an imagined celestial existence. Where, however,
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this celestial existence would differ from ours, so far as logic is concerned,
would be not in the nature of what is known, but only in the accuracy of
our knowledge. Therefore, if the hypothesis of a precise symbolism enables
us to draw any inferences as to what is symbolized, there is no reason to 
distrust such inferences merely on the ground that our actual symbolism is
not precise. We are able to conceive precision; indeed, if we could not do so,
we could not conceive vagueness, which is merely the contrary of precision.
This is one reason why logic takes us nearer to heaven than most other stud-
ies. On this point I agree with Plato. But those who dislike logic will, I fear,
find my heaven disappointing.

It is now time to tackle the definition of vagueness. Vagueness, though
it applies primarily to what is cognitive, is a conception applicable to every
kind of representation – for example, a photograph, or a barograph. But
before defining vagueness it is necessary to define accuracy. One of the most
easily intelligible definitions of accuracy is as follows: One structure is an
accurate representation of another when the words describing the one will
also describe the other by being given new meanings. For example, “Brutus
killed Caesar” has the same structure as “Plato loved Socrates”, because both
can be represented by the symbol “xRy”, by giving suitable meanings to x
and R and y. But this definition, though easy to understand, does not give
the essence of the matter, since the introduction of words describing the two
systems is irrelevant. The exact definition is as follows: One system of terms
related in various ways is an accurate representation of another system of
terms related in various other ways if there is a one-one relation of the terms
of the one to the terms of the other, and likewise a one-one relation of the
relations of the one to the relations of the other, such that, when two or
more terms in the one system have a relation belonging to that system, the
corresponding terms of the other system have the corresponding relation
belonging to the other system. Maps, charts, photographs, catalogues, etc.
all come within this definition in so far as they are accurate.

Per contra, a representation is vague when the relation of the representing
system to the represented system is not one-one, but one-many. For exam-
ple, a photograph which is so smudged that it might equally represent
Brown or Jones or Robinson is vague. A small-scale map is usually vaguer
than a large-scale map, because it does not show all the turns and twists of
the roads, rivers, etc. so that various slightly different courses are compati-
ble with the representation that it gives. Vagueness, clearly, is a matter of
degree, depending upon the extent of the possible differences between dif-
ferent systems represented by the same representation. Accuracy, on the
contrary, is an ideal limit.

Passing from representation in general to the kinds of representation
that are specially interesting to the logician, the representing system will
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consist of words, perceptions, thoughts, or something of the kind, and the
would-be one-one relation between the representing system and the repre-
sented system will be meaning. In an accurate language, meaning would be
a one-one relation; no word would have two meanings, and no two words
would have the same meaning. In actual languages, as we have seen, mean-
ing is one-many. (It happens often that two words have the same meaning,
but this is easily avoided, and can be assumed not to happen without injur-
ing the argument.) That is to say, there is not only one object that a word
means, and not only one possible fact that will verify a proposition. The fact
that meaning is a one-many relation is the precise statement of the fact that
all language is more or less vague. There is, however, a complication about
language as a method of representing a system, namely that words which
mean relations are not themselves relations, but just as substantial or
unsubstantial as other words.2 In this respect a map, for instance, is supe-
rior to language, since the fact that one place is to the west of another is rep-
resented by the fact that the corresponding place on the map is to the left
of the other; that is to say, a relation is represented by a relation. But in lan-
guage this is not the case. Certain relations of higher order are represented
by relations, in accordance with the rules of syntax. For example, “A pre-
cedes B” and “B precedes A” have different meanings, because the order of
the words is an essential part of the meaning of the sentence. But this does
not hold of elementary relations; the word “precedes”, though it means 
a relation, is not a relation. I believe that this simple fact is at the bottom
of the hopeless muddle which has prevailed in all schools of philosophy 
as to the nature of relations. It would, however, take me too far from my
present theme to pursue this line of thought.

It may be said: How do you know that all knowledge is vague, and what
does it matter if it is? The case which I took before, of two glasses of water,
one of which is wholesome while the other gives you typhoid, will illustrate
both points. Without calling in the microscope it is obvious that you can-
not distinguish the wholesome glass of water from the one that will give
you typhoid, just as, without calling in the telescope it is obvious that 
what you see of a man who is 200 yards away is vague compared to what
you see of a man who is 2 feet away; that is to say, many men who look quite
different when seen close at hand look indistinguishable at a distance, while
men who look different at a distance never look indistinguishable when
seen close at hand. Therefore, according to the definition, there is less
vagueness in the near appearance than in the distant one. There is still less
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vagueness about the appearance under the microscope. It is perfectly ordi-
nary facts of this kind that prove the vagueness of most of our knowledge,
and lead us to infer the vagueness of all of it.

It would be a great mistake to suppose that vague knowledge must be
false. On the contrary, a vague belief has a much better chance of being true
than a precise one, because there are more possible facts that would verify
it. If I believe that so-and-so is tall, I am more likely to be right than if 
I believe that his height is between 6 ft. 2 in. and 6 ft. 3 in. In regard to
beliefs and propositions, though not in regard to single words, we can dis-
tinguish between accuracy and precision. A belief is precise when only one
fact would verify it; it is accurate when it is both precise and true. Precision
diminishes the likelihood of truth, but often increases the pragmatic value
of a belief if it is true – for example, in the case of the water that contained
the typhoid bacilli. Science is perpetually trying to substitute more precise
beliefs for vague ones; this makes it harder for a scientific proposition to be
true than for the vague beliefs of uneducated persons to be true, but makes
scientific truth better worth having if it can be obtained.

Vagueness in our knowledge is, I believe, merely a particular case of a
general law of physics, namely the law that what may be called the appear-
ances of a thing at different places are less and less differentiated as we get
further away from the thing. When I speak of “appearances” I am speaking
of something purely physical – the sort of thing, in fact, that, if it is visual,
can be photographed. From a close-up photograph it is possible to infer 
a photograph of the same object at a distance, while the contrary inference is
much more precarious. That is to say, there is a one-many relation between
distant and close-up appearances. Therefore the distant appearance,
regarded as a representation of the close-up appearance, is vague according
to our definition. I think all vagueness in language and thought is essen-
tially analogous to this vagueness which may exist in a photograph. My own
belief is that most of the problems of epistemology, in so far as they are gen-
uine, are really problems of physics and physiology; moreover, I believe that
physiology is only a complicated branch of physics. The habit of treating
knowledge as something mysterious and wonderful seems to me unfortu-
nate. People do not say that a barometer “knows” when it is going to rain;
but I doubt if there is any essential difference in this respect between the
barometer and the meteorologist who observes it. There is only one philo-
sophical theory which seems to me in a position to ignore physics, and that
is solipsism. If you are willing to believe that nothing exists except what
you directly experience, no other person can prove that you are wrong, and
probably no valid arguments exist against your view. But if you are going
to allow any inferences from what you directly experience to other entities,
then physics supplies the safest form of such inferences. And I believe that
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(apart from illegitimate problems derived from misunderstood symbolism)
physics, in its modern forms, supplies materials for answers to all philo-
sophical problems that are capable of being answered, except the one prob-
lem raised by solipsism, namely: Is there any valid inference ever from an
entity experienced to one inferred? On this problem, I see no refutation of
the sceptical position. But the sceptical philosophy is so short as to be unin-
teresting; therefore it is natural for a person who has learnt to philosophise
to work out other alternatives, even if there is no very good ground for
regarding them as preferable.
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This selection appeared as a chapter of Russell’s book The Analysis
of Matter (1927). Though Russell’s Hegelianism was long since
rejected, the position he advocates here, in relation to mind and
matter, has all the appearance of a Hegelian synthesis. Materialism
and idealism, on their own, lead to contradictions. Only neutral
monism can rid us of such contradictions and, Russell argues 
further, modern physics supports such a position.

The version Russell presents is idiosyncratic, however. Mental
and physical events are said to be compresent. Events are compre-
sent when they have at least some shared spatio-temporal location
or, as Russell says in an earlier chapter (Russell 1927: ch. 28),
“they overlap in space-time”. But compresence of events does not
seem to entail identity, notwithstanding Russell’s discussion of
logical and spatio-temporal interpenetration, so it could be argued
that it does not establish monism. Mental and physical event iden-
tity is the usual way of characterising monism. But consider the
two events of a sphere rotating and simultaneously increasing in
heat. These two events evidently have identical spatio-temporal
locations so they are compresent. But they are clearly not identical
events in any credible sense, even though the same substance is the
subject of the two events. One event essentially involves a change
in temperature while the other does not. If these two events can be
compresent without being identical, why can’t mental and physi-
cal events be so? And if they need not be identical, monism –
hence neutral monism – is not established.

Note also that, in this selection, Russell further pursues his
empiricist programme of constructing the physical world out of
events. A position of event neutral monism seems particularly to
accord with his reduction of the category of substance.

As this paper is also a contribution to the philosophy of mind, it
is worth drawing attention to the following passage that has a
remarkable similarity to some more recent, celebrated contributions
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to that field: “It is obvious that a man who can see knows things
which a blind man cannot know; but a blind man can know the
whole of physics. Thus the knowledge which other men have and
he has not is not part of physics”. Compare this quotation with
some more recent claims in the philosophy of mind (Nagel 1974;
Jackson 1986).

In this chapter, I wish to define the outcome of our analysis in regard to the
old controversy between materialism and idealism, and to make it clear
wherein our theory differs from both. So long as the views set forth in 
previous chapters [not included] are supposed to be either materialistic 
or idealistic, they will seem to involve inconsistencies, since some seem 
to tend in the one direction, some in the other. For example, when I say 
that my percepts are in my head, I shall be thought materialistic; when 
I say that my head consists of my percepts and other similar events, I shall
be thought idealistic. Yet the former statement is a logical consequence of
the latter.

Both materialism and idealism have been guilty, unconsciously and in
spite of explicit disavowals, of a confusion in their imaginative picture of
matter. They have thought of the matter in the external world as being rep-
resented by their percepts when they see and touch, whereas these percepts
are really part of the matter of the percipient’s brain. By examining our 
percepts it is possible – so I have contended – to infer certain formal mathe-
matical properties of external matter, though the inference is not demon-
strative or certain. But by examining our percepts we obtain knowledge
which is not purely formal as to the matter of our brains. This knowledge,
it is true, is fragmentary, but so far as it goes it has merits surpassing those
of the knowledge given by physics.

The usual view would be that by psychology we acquire knowledge of
our “minds”, but that the only way to acquire knowledge of our brains is to
have them examined by a physiologist, usually after we are dead, which
seems somewhat unsatisfactory. I should say that what the physiologist sees
when he looks at a brain is part of his own brain, not part of the brain he is
examining. The feeling of paradox about this view comes, I should say, from
wrong views of space. It is true that what we see is not located where our
percept of our own brain would be located if we could see our own brain;
but this is a question of perceptual space, not of the space of physics. The
space of physics is connected with causation in a manner which compels us
to hold that our percepts are in our brains, if we accept the causal theory of
perception, as I think we are bound to do. To say that two events have no
spatio-temporal separation is to say that they are compresent; to say that
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they have a small separation is to say that they are connected by causal
chains all of which are short. The percept must therefore be nearer to the
sense-organ than to the physical object, nearer to the nerve than to the
sense-organ, and nearer to the cerebral end of the nerve than to the other
end. This is inevitable, unless we are going to say that the percept is not in
space-time at all. It is usual to hold that “mental” events are in time but 
not in space; let us ask ourselves whether there is any ground for this view
as regards percepts.

The question whether percepts are located in physical space is the same
as the question of their causal connection with physical events. If they can
be effects and causes of physical events, we are bound to give them a posi-
tion in physical space-time in so far as interval is concerned, since interval
was defined in causal terms. But the real question is as to “compresence” in
the sense of Chapter XXVIII [not included]. Can a mental event be compre-
sent with a physical event? If yes, then a mental event has a position in the
space-time order; if no, then it has no such position. This, therefore, is the
crucial question.

When I maintain that a percept and a physical event can be compresent,
I am not maintaining that a percept can have to a piece of matter the sort
of relation which another piece of matter would have. The relation of com-
presence is between a percept and a physical event, and physical events are
not to be confounded with pieces of matter. A piece of matter is a logical
structure composed of events; the causal laws of the events concerned, and
the abstract logical properties of their spatio-temporal relations, are more or
less known, but their intrinsic character is not known. Percepts fit into the
same causal scheme as physical events, and are not known to have any
intrinsic character which physical events cannot have, since we do not know
of any intrinsic character which could be incompatible with the logical
properties that physics assigns to physical events. There is therefore no
ground for the view that percepts cannot be physical events, or for suppos-
ing that they are never compresent with other physical events.

The fact that mental events admittedly have temporal relations has
much force, now that time and space are so much less distinct than they
were. It has become difficult to hold that mental events, though in time,
are not in space. The fact that their relations to each other can be viewed as
only temporal is a fact which they share with any set of events forming the
biography of one piece of matter. Relatively to axes moving with the 
percipient’s brain, the interval between two percepts of his which are not
compresent should always be temporal, if his percepts are in his head. But
the interval between simultaneous percepts of different percipients is of a
different kind; and their whole causal environment is such as to make us call
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this interval space-like. I conclude, then, that there is no good ground for
excluding percepts from the physical world, but several strong reasons for
including them. The difficulties that have been supposed to stand in 
the way seem to me to be entirely due to wrong views as to the physical
world, and more particularly as to physical space. The wrong views as to
physical space have been encouraged by the notion that the primary quali-
ties are objective, which has been held imaginatively by many men who
would have emphatically repudiated it so far as their explicit thought was
concerned.

I hold, therefore, that two simultaneous percepts of one percipient have
the relation of compresence out of which spatio-temporal order arises. It is
almost irresistible to go a step further, and say that any two simultaneous
perceived contents of a mind are compresent, so that all our conscious men-
tal states are in our heads. I see as little reason against this extension as
against the view that percepts can be compresent. A percept differs from
another mental state, I should say, only in the nature of its causal relation
to an external stimulus. Some relation of this kind no doubt always exists,
but with other mental states the relation may be more indirect, or may be
only to some state of the body, more particularly the brain. “Unconscious”
mental states will be events compresent with certain other mental states,
but not having those effects which constitute what is called awareness of a
mental state. However, I have no wish to go further into psychology than is
necessary, and I will pursue this topic no longer, but return to matters of
more concern to physics.

The point which concerns the philosophy of matter is that the events out
of which we have been constructing the physical world are very different
from matter as traditionally conceived. Matter was expected to be impene-
trable and indestructible. The matter that we construct is impenetrable as
a result of definition: the matter in a place is all the events that are there,
and consequently no other event or piece of matter can be there. This is a
tautology, not a physical fact; one might as well argue that London is
impenetrable because nobody can live in it except one of its inhabitants.
Indestructibility, on the other hand, is an empirical property, believed to be
approximately but not exactly possessed by matter. I mean by indestructi-
bility, not conservation of mass, which is known to be only approximate,
but conservation of electrons and protons. At present it is not known whether
an electron and a proton sometimes enter into a suicide pact or not,1 but
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there is certainly no known reason why electrons and protons should be
indestructible.

Electrons and protons, however, are not the stuff of the physical world:
they are elaborate logical structures composed of events, and ultimately of
particulars, in the sense of Chapter XXVII [not included]. As to what the
events are that compose the physical world, they are, in the first place, 
percepts, and then whatever can be inferred from percepts by the methods
considered in Part II [not included]. But on various inferential grounds we
are led to the view that a percept in which we cannot perceive a structure
nevertheless often has a structure, i.e. that the apparently simple is often
complex. We cannot therefore treat the minimum visible as a particular, for
both physical and psychological facts may lead us to attribute a structure to
it – not merely a structure in general, but such and such a structure.

Events are neither impenetrable nor indestructible. Space-time is con-
structed by means of co-punctuality, which is the same thing as spatio-
temporal interpenetration. Perhaps it is not unnecessary to explain that 
spatio-temporal interpenetration is quite a different thing from logical
interpenetration, though it may be suspected that some philosophers have
been led to favour the latter as a result of the arguments for the former. We
are accustomed to imagining that numerical diversity involves spatio-
temporal separation; hence we tend to think that, if two diverse entities are
in one place, they cannot be wholly diverse, but must be also in some sense
one. It is this combination that is supposed to constitute logical interpene-
tration. For my part, I do not think that logical interpenetration can be
defined without obvious self-contradiction; Bergson, who advocates it, does
not define it. The only author I know of who has dealt seriously with its dif-
ficulties is Bradley, in whom, quite consistently, it led to a thorough-going
monism, combined with the avowal that, in the end, all truth is self-
contradictory. I should myself regard this latter result as a refutation of the
logic from which it follows. Therefore, while I respect Bradley more than
any other advocate of interpenetration, he seems to me, in virtue of his abil-
ity, to have done more than any other philosopher to disprove the kind of
system which he advocated. However that may be, the spatio-temporal
interpenetration which is used in constructing space-time order is quite dif-
ferent from logical interpenetration. Philosophers have been slaves of space
and time in the imaginative application of their logic. This is partly due 
to Euler’s diagrams and the notion that the traditional A, E, I, O were 
elementary forms of propositions and the confounding of “x is a �” with “all
�’s are �’s”. All this led to a confusion between classes and individuals, and
to the inference that individuals can interpenetrate because classes can 
overlap. I do not suggest explicit confusions of this sort, but only that 
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traditional elementary logic, taught in youth, is an almost fatal barrier to
clear thinking in later years, unless much time is spent in acquiring a new
technique.

On the question of the material out of which the physical world is con-
structed, the views advocated in this volume have, perhaps, more affinity
with idealism than with materialism. What are called “mental” events, if
we have been right, are part of the material of the physical world, and what
is in our heads is the mind (with additions) rather than what the physiolo-
gist sees through his microscope. It is true that we have not suggested that
all reality is mental. The positive arguments in favour of such a view,
whether Berkeleyan or German, appear to me fallacious. The sceptical argu-
ment of the phenomenalists, that, whatever else there may be, we cannot
know it, is much more worthy of respect. There are, in fact, if we have been
right, three grades of certainty. The highest grade belongs to my own per-
cepts; the second grade to the percepts of other people; the third to events
which are not percepts of anybody. It is to be observed, however, that the
second grade belongs only to the percepts of those who can communicate
with me, directly or indirectly, and of those who are known to be closely
analogous to people who can communicate with me. The percepts of minds,
if such there be, which are not related to mine by communication – e.g.
minds in other planets – can have, at best, only the third grade of certainty,
that, namely, which belongs to the apparently lifeless physical world.

The events which are not perceived by any person who can communicate
with me, supposing they have been rightly inferred, have a causal connec-
tion with percepts, and are inferred by means of this connection. Much is
known about their structure, but nothing about their quality.

While, on the question of the stuff of the world, the theory of the fore-
going pages has certain affinities with idealism – namely, that mental
events are part of that stuff, and that the rest of the stuff resembles them
more than it resembles traditional billiard-balls – the position advocated as
regards scientific laws has more affinity with materialism than with ideal-
ism. Inference from one event to another, where possible, seems only to
acquire exactness when it can be stated in terms of the laws of physics.
There are psychological laws, physiological laws, and chemical laws, which
cannot at present be reduced to physical laws. But none of them is exact and
without exceptions; they state tendencies and averages rather than mathe-
matical laws governing minimum events. Take, for example, the psycho-
logical laws of memory. We cannot say: At 12.55 G.M.T. on such and such
a day, A will remember the event e – unless, indeed, we are in a position to
remind him of it at that moment. The known laws of memory belong to an
early stage of science – earlier than Kepler’s laws or Boyle’s law. We can say
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that, if A and B have been experienced together, the recurrence of A tends to
cause a recollection of B, but we cannot say that it is sure to do so, or that
it will do so in one assignable class of cases and not in another. One 
supposes that, to obtain an exact causal theory of memory, it would be nec-
essary to know more about the structure of the brain. The ideal to be aimed
at would be something like the physical explanation of fluorescence, which
is a phenomenon in many ways analogous to memory. So far as causal laws
go, therefore, physics seems to be supreme among the sciences, not only as
against other sciences of matter, but also as against the sciences that deal
with life and mind.

There is, however, one important limitation to this. We need to know in
what physical circumstances such-and-such a percept will arise, and we
must not neglect the more intimate qualitative knowledge which we pos-
sess concerning mental events. There will thus remain a certain sphere
which will be outside physics. To take a simple instance: physics might,
ideally, be able to predict that at such a time my eye would receive a stimu-
lus of a certain sort; it might be able to trace the physical properties of the
resulting events in the eye and the brain, one of which is, in fact, a visual
percept; but it could not itself give us the knowledge that one of them is 
a visual percept. It is obvious that a man who can see knows things which
a blind man cannot know; but a blind man can know the whole of physics.
Thus the knowledge which other men have and he has not is not part 
of physics.

Although there is thus a sphere excluded from physics, yet physics,
together with a “dictionary”, gives, apparently, all causal knowledge. One
supposes that, given the physical characteristics of the events in my head,
the “dictionary” gives the “mental” events in my head. This is by no means
a matter of course. The whole of the foregoing theory of physics might be
true without entailing this consequence. So far as physics can show, it might
be possible for different groups of events having the same structure to have
the same part in causal series. That is to say, given the physical causal laws,
and given enough knowledge of an initial group of events to determine the
purely physical properties of their effects, it might nevertheless be the case
that these effects could be qualitatively of different sorts. If that were so,
physical determinism would not entail psychological determinism, since,
given two percepts of identical structure but diverse quality, we could not
tell which would result from a stimulus known only as to its physical, i.e.
structural, properties. This is an unavoidable consequence of the abstract-
ness of physics. If physics is concerned only with structure, it cannot, per se,
warrant inferences to any but the structural properties of events. Now it
may be a fact that (e.g.) the structure of visual percepts is very different
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from that of tactual percepts; but I do not think such differences could be
established with sufficient strictness and generality to enable us to say that
such-and-such a stimulus must produce a visual percept, while such another
must produce a tactual percept.

On this matter, we must, I think, appeal to evidence which is partly 
psychological. We do know, as a matter of fact, that we can, in normal 
circumstances, more or less infer the percept from the stimulus. If this were
not the case, speaking and writing would be useless. When the lessons are
read, the congregation can follow the words in their own Bibles. The dif-
ferences in their “thoughts” meanwhile can be connected causally, at least
in part, with differences in their past experience, and these are supposed to
make themselves effective by causing differences in the structure of brains.
All this seems sufficiently probable to be worth taking seriously; but it lies
outside physics, and does not follow from the causal autonomy of physics,
supposing this to be established even for human bodies. It will be observed
that what we are now considering is the converse of what is required for the
inference from perception to physics. What is wanted there is that, given
the percept, we should be able to infer, at least partially, the structure of the
stimulus – or at any rate that this should be possible when a sufficient num-
ber of percepts are given. What we want now is that, given the structure of
the stimulus (which is all that physics can give), we should be able to infer
the quality of the percept – with the same limitations as before. Whether
this is the case or not, is a question lying outside physics; but there is 
reason to think that it is the case.

The aim of physics, consciously or unconsciously, has always been to 
discover what we may call the causal skeleton of the world. It is perhaps 
surprising that there should be such a skeleton, but physics seems to prove
that there is, particularly when taken in conjunction with the evidence that
percepts are determined by the physical character of their stimuli. There is
reason – though not quite conclusive reason – for regarding physics as
causally dominant, in the sense that, given the physical structure of the
world, the qualities of its events, in so far as we are acquainted with them,
can be inferred by means of correlations. We have thus in effect a psycho-
cerebral parallelism, although the interpretation to be put upon it is not the
usual one. We suppose that, given sufficient knowledge, we could infer the
qualities of the events in our heads from their physical properties. This is
what is really meant when it is said, loosely, that the state of the mind can
be inferred from the state of the brain. Although I think that this is prob-
ably true, I am less anxious to assert it than to assert, what seems to me
much more certain, that its truth does not follow from the causal autonomy
of physics or from physical determinism as applied to all matter, including
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that of living bodies. This latter result flows from the abstractness of
physics, and belongs to the philosophy of physics. The other proposition, if
true, cannot be established by considering physics alone, but only by a
study of percepts for their own sakes, which belongs to psychology. Physics
studies percepts only in their cognitive aspect; their other aspects lie 
outside its purview.

Even if we reject the view that the quality of events in our heads can be
inferred from their structure, the view that physical determinism applies to
human bodies brings us very near to what is most disliked in materialism.
Physics may be unable to tell us what we shall hear or see or “think”, but it
can, on the view advocated in these pages, tell us what we shall say or write,
where we shall go, whether we shall commit murder or theft, and so on. For
all these are bodily movements, and thus come within the scope of physical
laws. We are often asked to concede that the beauties of poetry or music
cannot result from physical laws. I should concede that the beauty does not
result from physics, since beauty depends in part upon intrinsic quality; if
it were, as some writers on æsthetics contend, solely a matter of form, it
would come within the scope of physics, but I think these writers do not
realize what an abstract affair form really is. I should concede also that the
thoughts of Shakespeare or Bach do not come within the scope of physics.
But their thoughts are of no importance to us: their whole social efficacy
depended upon certain black marks which they made on white paper. Now
there seems no reason to suppose that physics does not apply to the making
of these marks, which was a movement of matter just as truly as the revo-
lution of the earth in its orbit. In any case, it is undeniable that the socially
important part of their thought had a one–one relation to certain purely
physical events, namely the occurrence of the black marks on the white
paper. And no one can doubt that the causes of our emotions when we read
Shakespeare or hear Bach are purely physical. Thus we cannot escape from
the universality of physical causation.

This, however, is perhaps not quite the last word on the subject. We have
seen that, on the basis of physics itself, there may be limits to physical
determinism. We know of no laws as to when a quantum transaction will
take place or a radio-active atom will break down. We know fairly well
what will happen if anything happens, and we know statistical averages,
which suffice to determine macroscopic phenomena. But if mind and brain
are causally interconnected, very small cerebral differences must be corre-
lated with noticeable mental differences. Thus we are perhaps forced to
descend into the region of quantum transactions, and to desert the macro-
scopic level where statistical averages obtain. Perhaps the electron jumps
when it likes; perhaps the minute phenomena in the brain which make all
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the difference to mental phenomena belong to the region where physical
laws no longer determine definitely what must happen. This, of course, is
merely a speculative possibility; but it interposes a veto upon materialistic
dogmatism. It may be that the progress of physics will decide the matter
one way or other; for the present, as in so many other matters, the philosopher
must be content to await the progress of science.
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Russell famously attacked ordinary language philosophy in “The
cult of ‘common usage’ ” (Russell 1953). In this selection, a chapter
from An Inquiry into Meaning and Truth (1940), Russell offers 
a more sober and moderate assessment of the relation between the
world and language: “with sufficient caution, the properties of 
language may help us understand the structure of the world”.
Russell puts this into practice and shows how the existence of uni-
versals can be inferred from language, using arguments that
already will be familiar to readers of Part III. Hence, we cannot
claim, as some “modern philosophers” do, that we can know about
language but nothing else: “complete metaphysical agnosticism is
not compatible with the maintenance of linguistic propositions”.

Just over a decade later, Russell became embroiled in his final
philosophical crusade, against “ordinary language” philosophy.
This should not be regarded as at all in conflict with his earlier
view that language can help us know the world. While his former
view could be summarised as the claim that something about the
world can be discovered through language alone, he regarded the
ordinary language movement as claiming that everything it is pos-
sible to discover can be discovered through language alone.
Furthermore, he saw it as the claim not just that language sufficed,
but that “ordinary”, non-philosophical language sufficed. For the
full details of this controversy, see Papers 11, Part XI.

In the present chapter I propose to consider whether anything, and, if so,
what, can be inferred from the structure of language as to the structure of
the world. There has been a tendency, especially among logical positivists,
to treat language as an independent realm, which can be studied without
regard to non-linguistic occurrences. To some extent, and in a limited field,
this separation of language from other facts is possible; the detached study
of logical syntax has undoubtedly yielded valuable results. But I think it is
easy to exaggerate what can be achieved by syntax alone. There is, I think,
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a discoverable relation between the structure of sentences and the structure
of the occurrences to which the sentences refer. I do not think the structure
of non-verbal facts is wholly unknowable, and I believe that, with sufficient
caution, the properties of language may help us to understand the structure
of the world.

With regard to the relation of words to non-verbal facts, most philoso-
phers can be divided into three broad types:

(a) Those who infer properties of the world from properties of language.
These are a very distinguished party; they include Parmenides, Plato,
Spinoza, Leibniz, Hegel, and Bradley.

(b) Those who maintain that knowledge is only of words. Among these are
the Nominalists and some of the Logical Positivists.

(c) Those who maintain that there is knowledge not expressible in words,
and use words to tell us what this knowledge is. These include the mys-
tics, Bergson, and Wittgenstein; also certain aspects of Hegel and Bradley.

Of these three parties, the third can be dismissed as self-contradictory.
The second comes to grief on the empirical fact that we can know what
words occur in a sentence, and that this is not a verbal fact, although it is
indispensable to the verbalists. If, therefore, we are confined to the above
three alternatives, we must make the best of the first.

We may divide our problem into two parts: first, what is implied by the
correspondence theory of truth, in the measure in which we have accepted
this theory? Second, is there anything in the world corresponding to the
distinction between different parts of speech, as this appears in a logical 
language?

As regards “correspondence”, we have been led to the belief that, when
a proposition is true, it is true in virtue of one or more occurrences which
are called its “verifiers”. If it is a proposition containing no variable, it can-
not have more than one verifier. We may confine ourselves to this case, since
it involves the whole of the problem with which we are concerned. We have
thus to inquire whether, given a sentence (supposed true) which contains no
variable, we can infer anything as to the structure of the verifier from that
of the sentence. In this inquiry we shall presuppose a logical language.

Consider first a group of sentences which all contain a certain name (or
a synonym for it). These sentences all have something in common. Can we
say that their verifiers also have something in common?

Here we must distinguish according to the kind of name concerned. If
W is a complete group of qualities, such as we considered in the last chap-
ter [not included], and we form a number of judgments of perception, such
as “W is red”, “W is round”, “W is bright”, etc., these all have one single
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verifier, namely W. But if I make a number of true statements concerning
a given shade of colour C, they all have different verifiers. These all have a
common part C, just as the statements have a common part “C”. It will be
seen that here, as in the last chapter [not included], we are led to a view
which, syntactically, is scarcely distinguishable from the subject-predicate
view, from which it differs only in that it regards the “subject” as a bundle
of compresent qualities. We may state what has just been said as follows:
given a number of subject-predicate sentences expressing judgments of per-
ception, such as “this is red”, if they all have the same subject they all have
the same verifier, which is what the subject designates; if they all have the
same predicate, the verifiers all have a common part, which is what the
predicate designates.

This theory is not applicable to such a sentence as “A is to the left of B”,
where “A” and “B” are names for two parts of my visual field. So far as “A”
and “B” are concerned, we considered this sentence sufficiently in the last
chapter. What I now wish to examine is the question: what, if anything, 
is common to the verifiers of a number of different sentences of the form 
“A is to the left of B”?

The question involved is the old question of “universals”. We might
have investigated this question in connection with predicates – say “red is
a colour”, or “high C is a sound”. But since we have explained the more
apparently obvious subject-predicate sentence – e.g. “this is red” – as really
not subject-predicate sentences, we shall find it more convenient to discuss
“universals” in connection with relations.

Sentences – except object-words used in an exclamatory manner –
require words other than names. Such words, generically, we call “relation-
words”, including predicates as words for monadic relations. The definition,
as explained in Chapter VI [not included], is syntactical: a “name” is a word
which can occur significantly in an atomic sentence of any form; a “relation-
word” is one which can occur in some atomic sentences, but only in such as
contain the appropriate number of names.

It is generally agreed that language requires relation-words; the question
at issue is: “what does this imply as regards the verifiers of sentences?” 
A “universal” may be defined as “the meaning (if any) of a relation-word”.
Such words as “if” and “or” have no meaning in isolation, and it may be that
the same is true of relation-words.

It may be suggested (erroneously, as I think and shall try to prove) that
we need not assume universals, but only a set of stimuli to the making of
one of a set of similar noises. The matter is, however, not quite straight-
forward. A defender of universals, if attacked, might begin in this way: “you
say that two cats, because they are similar, stimulate the utterance of two
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similar noises which are both instances of the word ‘cat’. But the cats must
be really similar to each other, and so must the noises. And if they are really
similar, it is impossible that ‘similarity’ should be just a word. It is a word
which you utter on certain occasions, namely, when there is similarity. Your
tricks and devices”, he will say, “may seem to dispose of other universals,
but only by putting all the work on to this one remaining universal, simi-
larity; of that you cannot get rid, and therefore you might as well admit all
the rest.”

The question of universals is difficult, not only to decide, but to formu-
late. Let us consider “A is to the left of B”. Places in the momentary visual
field, as we have seen, are absolute, and are defined by relation to the cen-
tre of the field of vision. They may be defined by the two relations right-
and-left, up-and-down; these relations, at any rate, suffice for topological
purposes. In order to study momentary visual space, it is necessary to keep
the eyes motionless and attend to things near the periphery as well as in the
centre of the field of vision. If we are not deliberately keeping our eyes
motionless, we shall look directly at whatever we notice; the natural way to
examine a series of places is to look at each in turn. But if we want to study
what we can see at one moment, this method will not do, since a given
physical object, as a visual datum, is different when it is seen directly and
when it is far from the centre of the field. In fact, however, this makes very
little difference. We cannot escape from the fact that visual positions form
a two-dimensional series, and that such series demand dyadic asymmetrical
relations. The view we take as to colours makes no difference in this respect.

It seems that there is no escape from admitting relations as parts of the
non-linguistic constitution of the world; similarity, and perhaps also asym-
metrical relations, cannot be explained away, like “or” and “not”, as belong-
ing only to speech. Such words as “before” and “above”, just as truly as
proper names, “mean” something which occurs in objects of perception. It
follows that there is a valid form of analysis which is not that of whole and
part. We can perceive A-before-B as a whole, but if we perceived it only as a
whole we should not know whether we had seen it or B-before-A. The whole-
and-part analysis of the datum A-before-B yields only A and B, and leaves
out “before”. In a logical language, therefore, there will be some distinctions
of parts of speech which correspond to objective distinctions.

Let us examine once more the question whether asymmetrical relations
are needed as well as similarity; and let us take, for the purpose, “A is above
B”, where “A” and “B” are proper names of events. We shall suppose that
we perceive that A is above B. Now it is clear, to begin with a trivial point,
that we do not need the word “below” as well as the word “above”; either
alone suffices. I shall therefore assume that our language contains no word
“below”. The whole percept, A-above-B, resembles other percepts 
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C-above-D, E-above-F, etc., in a manner which makes us call them all facts
of vertical order. So far, we do not need a concept “above”; we may have
merely a group of similar occurrences, all called “vertical orders”, i.e. all
causing a noise similar to “above”. So far, we can do with only similarity.

But now we must consider asymmetry. When you say “A is above B”,
how does your hearer know that you have not said “B is above A”? In exactly
the same way as you know that A is above B; he perceives that the noise “A”
precedes the noise “B”.

Thus the vital matter is the distinction between A-first-and-then-B, 
B-first-and-then-A; or, in writing, between AB and BA. Consider, then, the
two following shapes: AB and BA. I want to make it clear that I am speak-
ing of just these, not of others like them. Let S1 be the proper name of the
first shape, S2 that of the second; let A1, A2 be the proper names of the two
A’s, and B1, B2 of the two B’s. Then S1, S2 each consist of two parts, and one
part of S1 is closely similar to one part of S2, while the other part is closely
similar to the other part. Moreover, the ordering relation is the same in both
cases. Nevertheless, the two wholes are not very similar. Perhaps asymme-
try could be explained in this way: given a number of A’s and a number of
B’s, arranged in pairs, the resulting wholes fall into two classes, members of
the same class being closely similar to each other, while members of differ-
ent classes are very dissimilar. If we give the proper names S3, S4 to the fol-
lowing two shapes: AB and BA, then it is obvious that S1 and S3 are very
similar, and so are S2 and S4, but S1 and S3 are not very similar to S2 and S4.
(Observe that, in describing S1 and S2, we shall have to say: S1 consists of
A1 before B1, S2 consists of B2 before A2.) Perhaps in this way it is possible
to explain asymmetry in terms of similarity, though the explanation is not
very satisfactory.

Assuming that we can, in the above manner or in some other, get rid 
of all universals except similarity, it remains to be considered whether 
similarity itself could be explained away.

We will consider this in the simplest possible case. Two patches of red
(not necessarily of exactly the same shade) are similar, and so are two
instances of the word “red”. Let us suppose that we are being shown a num-
ber of coloured discs and asked to name their colours – say in a test for
colour-blindness. We are shown two red discs in succession, and each time
we say “red”. We have been saying that, in the primary language, similar
stimuli produce similar reactions; our theory of meaning has been based on
this. In our case, the two discs are similar, and the two utterances of the
word “red” are similar. Are we saying the same thing about the discs and
about the utterances when we say the discs are similar and when we say the
utterances are similar? or are we only saying similar things? In the former
case, similarity is a true universal; in the latter case, not. The difficulty, in
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the latter case, is the endless regress; but are we sure that this difficulty is
inseparable? We shall say, if we adopt this alternative: if A and B are 
perceived to be similar, and C and D are also perceived to be similar, that
means that AB is a whole of a certain kind and CD is a whole of the same
kind; i.e. since we do not want to define the kind by a universal, AB and
CD are similar wholes. I do not see how we are to avoid an endless regress
of the vicious kind if we attempt to explain similarity in this way.

I conclude, therefore, though with hesitation, that there are universals,
and not merely general words. Similarity, at least, will have to be admitted;
and in that case it seems hardly worth while to adopt elaborate devices for
the exclusion of other universals.

It should be observed that the above argument only proves the necessity
of the word “similar”, not of the word “similarity”.

Some propositions containing the word “similarity” can be replaced by
equivalent propositions containing the word “similar”, while other cannot.
These latter need not be admitted. Suppose, for example, I say “similarity
exists”. If “exists” means what it does when I say “the President of the
United States exists”, my statement is nonsense. What I can mean may, 
to begin with, be expressed in the statement: “there are occurrences which
require for their verbal description sentences of the form ‘a is similar to b’ ”.
But this linguistic fact seems to imply a fact about the occurrences
described, namely the sort of fact that is asserted when I say “a is similar 
to b”. When I say “similarity exists”, it is this fact about the world, not a
fact about language, that I mean to assert. The word “yellow” is necessary
because there are yellow things; the word “similar” is necessary because
there are pairs of similar things. And the similarity of two things is as truly
a non-linguistic fact as the yellowness of one thing.

We have arrived, in this chapter, at a result which has been, in a sense,
the goal of all our discussions. The result I have in mind is this: that com-
plete metaphysical agnosticism is not compatible with the maintenance of
linguistic propositions. Some modern philosophers hold that we know
much about language, but nothing about anything else. This view forgets
that language is an empirical phenomenon like another, and that a man who
is metaphysically agnostic must deny that he knows when he uses a word.
For my part, I believe that, partly by means of the study of syntax, we can
arrive at considerable knowledge concerning the structure of the world.
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The final paper in this collection is also one of the most difficult
and abstract, though Russell begins with a characteristically con-
cise summary of the problem: “what is meant by a ‘particular’?”.
Is it something constituted by its qualities or is it ultimate and
indefinable? Russell dislikes the latter view, which has all the 
difficulties of the traditional conception of substance. Instead,
Russell tries to overcome the problems of the first view and traces
a notion of a particular as a complex of compresent quality
instances. The upshot is that we have no need for proper names.
Names of qualities and words for compresence and for spatial and
temporal relations are all that is needed for a complete description
of the world. This account brings together a number of the ideas
that already have appeared in earlier papers.

Russell makes a statement that will please contemporary real-
ist metaphysicians: “to allow grammar to dictate our metaphysics
is now generally recognized to be dangerous”. This has a different
emphasis from the argument of the previous selection, though, as
explained there, it cannot be identified as an inconsistency in
Russell’s position.

I shall be concerned in what follows with a very old problem, much 
discussed by the scholastics, but still, in our day, far from being definitively
solved. The problem, in its broadest and simplest terms, is this: “How shall
we define the diversity which makes us count objects as two in a census?”
We may put the same problem in words that look different, e.g. “what is
meant by a ‘particular’?” or “what sort of objects can have proper names?”

Three views have been influentially advocated.
First, a particular is constituted by qualities: when all its qualities have

been enumerated, it is fully defined. This is the view of Leibniz.
Second, a particular is defined by its spatio-temporal position. This is

the view of Thomas Aquinas as regards material substances.
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Third, numerical diversity is ultimate and indefinable. This, I think,
would be the view of most modern empiricists if they took the trouble to
have a definite view.

Before we discuss the question itself, there are some preliminaries by
which the problem may be simplified.

The second of the above three theories is reducible to either the first or
the third according to the way in which it is interpreted. If we take a
Newtonian view, according to which there actually are points, then two dif-
ferent points are exactly alike in all their qualities, and their diversity must
be that bare numerical diversity contemplated in the third theory. If, on the
other hand, we take – as every one now does – a relational view of space, the
second theory will have to say: “if A and B differ in spatio-temporal posi-
tion, then A and B are two.” But here there are difficulties. Suppose A is a
shade of colour: it may occur in a number of places and yet be only one.
Therefore our A and B must not be qualities, or, if they are, they must be
qualities that never recur. If they are not qualities or bundles of qualities,
they must be particulars of the sort contemplated in our third theory; if
they are qualities or bundles of qualities, it is the first of our three theories
that we are adopting. Our second theory, therefore, may be ignored.

Various considerations, of which the theory of relativity has been the
most influential, have led to the conclusion that, if there are particulars,
they are not persistent entities which move, but events, as limited in tem-
poral duration as in spatial extent. It is therefore events, not particles, that
we have to consider in seeking a theory of particulars. I assume – though
this is not essential – that a single event may last for a finite time and
occupy a finite volume; and that two events may overlap both in space 
and time. If “events” are to be satisfactory in interpreting common sense
and physics, they must have certain further characteristics. If A and B are
events, and A wholly precedes B, A and B must be diverse. If A, B, C are
events, and A wholly precedes B and B wholly precedes C, then A must
wholly precede C. We have to consider what is the simplest way of defin-
ing the class “events” so that events may have these properties. Provided
these properties attach to the members of one class, we are at liberty to
define the class as we choose. But we shall, of course, wish to minimize the
element of unverifiable assumption that will be involved.

We have to ask ourselves: what is meant by an “instance”? Take some
definite shade of colour, which we will call “C”. Let us assume that it is a
shade of one of the colours of the rainbow, so that it occurs wherever there
is a rainbow or a solar spectrum. On each occasion of its occurrence, we say
that there is an “instance” of C. Is each instance an unanalysable particular,
of which C is a quality? Or is each instance a complex of qualities of which
C is one? The former is the third of the above theories; the latter is the first.
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There are difficulties in either view. Taking first the view that an
instance of C is an unanalysable particular, we find that we encounter all the
familiar difficulties connected with the traditional notion of “substance”.
The particular cannot be defined or recognized or known; it is something
serving the merely grammatical purpose of providing the subject in a 
subject–predicate sentence such as “this is red”. And to allow grammar to
dictate our metaphysic is now generally recognized to be dangerous.

There are other difficulties. For instance, is it logically necessary that an
instance of redness should be red? One would naturally say yes, but a little
reflection will bring hesitation. A particular, on the theory that we are 
considering, is not defined by its predicates; it is, in fact, not defined at all.
It is supposed to be simple, and, if so, whatever predicates it may have 
cannot be logically necessary. If A is a particular which is an instance of 
redness, we shall have to say that this is a purely contingent fact, and that
A might just as well be an instance of hardness, or loudness, or what you
will. This seems quite contrary to what we have in mind when we speak of
an “instance”.

It is difficult to see how something so unknowable as such a particular
would have to be can be required for the interpretation of empirical knowl-
edge. The notion of a substance as a peg on which to hang predicates is
repugnant, but the theory that we have been considering cannot avoid its
objectionable features. I conclude, therefore, that we must, if possible, find
some other way of defining “events”.

But when we abandon particulars in the sense which we have just
decided to reject, we are faced with the difficulty of finding something that
will not be repeated. A simple quality, such as the shade of colour C, can-
not be expected to occur only once. We shall seek to escape this difficulty
by considering a “complex” of qualities. What I mean will be most easily
understood if stated in psychological terms. If I see something and at the
same time hear something else, my visual and auditory experiences have a
relation which I call “compresence”. If at the same moment I am remem-
bering something that happened yesterday and anticipating with dread a
forthcoming visit to the dentist, my remembering and anticipating are also
“compresent” with my seeing and hearing. We can go on to form the whole
group of my present experiences. That is to say, given any group of experi-
ences which are all compresent, if I can find any other experience which is
compresent with all of them I add it to the group, and I go on until there
is no further experience which is compresent with each and all of the mem-
bers of the group. I thus arrive at a group having the two properties: (a) that
any two members of the group are compresent, (b) that nothing outside the
group is compresent with every member of the group. Such a group I shall
call a “complex of compresence”.
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Such a complex I suppose to consist of constituents most of which, in the
natural course of events, may be expected to be members of many other
complexes. The shade of colour C, we supposed, recurs every time anybody
sees a rainbow distinctly. My recollection may be qualitatively indistin-
guishable from a recollection that I had yesterday. My apprehension of den-
tal pain may be just what I felt before my last visit to the dentist. All these
items of the complex of compresence may occur frequently, and are not
essentially dated. That is to say, if A is one of them, and A precedes (or 
follows) B, we have no reason to suppose that A and B are not identical.

Have we any reason, either logical or empirical, to believe that a com-
plex of compresence, as a whole, cannot be repeated? Let us, in the first
place, confine ourselves to one person’s experience. My visual field is very
complex, though probably not infinitely complex. Every time I move my
eyes, the visual qualities connected with a given object which remains vis-
ible undergo changes: what I see out of the corner of my eyes looks differ-
ent from what is in the centre of my field of vision. If it is true, as some
maintain, that my memory is coloured by my whole past experience, then
it follows logically that my recollections cannot be exactly similar on two
different occasions; even if we reject this doctrine, such exact similarity
seems very improbable.

From such considerations I think we ought to conclude that the exact
repetition of my total momentary experience, which is what, in this con-
nection, I call a “complex of compresence”, is not logically impossible, 
but is empirically so exceedingly improbable that we may assume its 
non-occurrence. In that case, a complex of compresence will, so far as one
person’s experience is concerned, have the formal properties required of
“events”, i.e. if A, B, C are complexes of compresence, then if A wholly 
precedes B, A and B are not identical; and if B also wholly precedes C, then
A wholly precedes C. We thus have the requisites for defining the time-order
in one person’s experience.

This, however, is only part, and not the most difficult part, of what we
have to accomplish. We have to extend space–time order beyond one per-
son’s experience to the experiences of different people and to the physical
world. In regard to the physical world, especially, this is very difficult.

So long as we confine ourselves to one person’s experience, we need only
concern ourselves with time. But now we have also to take account of space.
That is to say, we have to find a definition of “events” which shall insure
that each event has, not merely a unique temporal position, but a unique
spatio–temporal position.

So long as we confine ourselves to experiences, there is no fresh difficulty
of a serious kind. It may be taken as virtually certain, on empirical grounds,
that my visual field, whenever my eyes are open, is not exactly similar to
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that of any one else. If A and B are looking simultaneously at the same
scene, there are differences of perspective; if they change places, A will not
see exactly what B was seeing, because of differences of eyesight, changes of
lighting meanwhile, and so on. In short, the reasons for supposing that no
total momentary experience of A is ever exactly like some total momentary
experience of B are of the same kind as the reasons for supposing that no
two total momentary experiences of A are ever exactly alike.

This being granted, we can establish a spatial order among percipients
by means of the laws of perspective, provided there is any physical object
that all the percipients concerned are perceiving. If there is not, a process
by means of intermediate links can reach the same result. There are of
course complications and difficulties, but they are not such as concern our
subject at all closely, and we may safely ignore them.

What can be said about the purely physical world is hypothetical, since
physics gives no information except as to structure. But there are reasons for
supposing that, at every place in physical space–time, there is at every
moment a multiplicity of occurrences, just as there is in a mind.
“Compresence”, which I take to have a merely ostensive definition, appears
in psychology as “simultaneity in one experience”, but in physics as “over-
lapping in space–time”. If, as I maintain, my thoughts are in my head, it is
obvious that these are different aspects of one relation. However, this 
identification is inessential to my present argument.

When I look at the stars on a clear night, each star that I see has an effect
on me, and has an effect on the eye before it has an effect on the mind. It
follows that, at the surface of the eye, something causally connected with
each visible star is happening. The same considerations apply to ordinary
objects seen in daylight. At this moment I can see white pages covered with
writing, some books, an oval table, innumerable chimneys, green trees,
clouds, and blue sky. I can see these things because there is a chain of phys-
ical causation from them to my eyes and thence to the brain. It follows that
what is going on at the surface of my eye is as complex as my visual field,
in fact as complex as the whole of what I can see. This complexity must be
physical, not merely physiological or psychological; the optic nerve could
not make the complex responses that it does make except under the influ-
ence of equally complex stimuli. We must hold that, wherever the light of
a certain star penetrates, something connected with that star is happening.
Therefore in a place where a telescope photographs many millions of stars,
many millions of things must be happening, each connected with its own
star. These things are only “experienced” in places where there is a record-
ing nervous system, but that they happen in other places also can be shown
by cameras and dictaphones. There is therefore no difficulty of principle in
constructing “complexes of compresence”, where there are no percipients,
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on the same principles as we employed in dealing with momentary 
experiences.

Abandoning speculations about the physical world, about which our
knowledge is very limited, let us return to the world of experience. The
view which I am suggesting, as preferable to the assumption of such wholly
colourless particulars as points of space or particles of matter, may be
expressed as follows:

There is a relation, which I call “compresence”, which holds between two
qualities when one person experiences them simultaneously – for example,
between high C and vermilion when you hear one and see the other. We can
form groups of qualities having the following two properties: (a) any two
members of the group are compresent; (b) given anything not a member of
the group, there is at least one member of the group with which it is not
compresent. Any one such complete group of compresent qualities consti-
tutes a single complex whole, defined when its constituents are given, but
itself a unit, not a class. That is to say, it is something which exists, not
merely because its constituents exist, but because, in virtue of being comp-
resent, they constitute a single structure. One such structure may be called
a “total momentary experience”.

Total momentary experiences, as opposed to qualities, have time rela-
tions possessing the desired characteristics. I can see blue yesterday, red
today, and blue again tomorrow. Therefore, so far as qualities are concerned,
blue is before red and red is before blue, while blue, since it occurs yester-
day and tomorrow, is before itself. We cannot therefore construct, out of
qualities alone, such a relation as will generate a series. But out of total
momentary experiences we can do this, provided no total momentary 
experience ever exactly recurs. That this does not happen is an empirical
proposition, but, so far as our experience goes, a well-grounded one. I regard
it as a merit in the above theory that it gets rid of what would otherwise be
synthetic a priori knowledge. That, if A precedes B, B does not precede A,
and that, if A precedes B and B precedes C, then A precedes C, are synthetic
propositions; moreover, as we have just seen, they are not true if A and B
and C are qualities. By making such statements (in so far as they are true)
empirical generalizations, we overcome what would otherwise be a grave
difficulty in the theory of knowledge.

I come back now to the conception of “instance”. An “instance” of a
quality, as I wish to use the word, is a complex of compresent qualities of
which the quality in question is one. In some cases this view seems natural.
An instance of “man” has other qualities besides humanity: he is white or
black, French or English, wise or foolish, and so on. His passport enumer-
ates enough of his characteristics to distinguish him from the rest of the
human race. Each of these characteristics, presumably, exists in many other
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instances. There are baby giraffes who have the height mentioned in 
his passport, and parrots who have the same birthday as he has. It is only
the assemblage of qualities that makes the instance unique. Every man, in
fact, is defined by such an assemblage of qualities, of which humanity is
only one.

But when we come to points of space, instants of time, particles of mat-
ter, and such stock-in-trade of abstract science, we feel as if a particular
could be a “mere” instance, differentiated from other instances by relations,
not by qualities. To some degree, we think this of less abstract objects: we
say “as like as two peas”, suggesting that between two peas there are no
qualitative differences. We think also that two patches of colour may be
merely two, and may differ only numerically. This way of thinking, I main-
tain, is a mistake. I should say that, when the same shade of colour exists in
two places, it is one, not two; there are, however, two complexes, in which
the shade of colour is combined with the qualities that give position in the
visual field. People have become so obsessed with the relativity of spatial
position in physics that they have become oblivious of the absoluteness of
spatial position in the visual field. At every moment, what is in the centre
of my field of vision has a quality that may be called “centrality”; what is
to the right is “dexter”, what to the left “sinister”, what above “superior”,
what below “inferior”. These are qualities of the visual datum, not relations.
It is the complex consisting of one such quality combined with a shade of
colour that is distinct from the complex consisting of the same shade else-
where. In short, the multiplicity of instances of a given shade of colour is
formed exactly as the multiplicity of instances of humanity is formed,
namely by the addition of other qualities.

As for points, instants, and particles, in so far as they are not logical fic-
tions similar considerations apply. Take first instants. It will be found that
what I call a “momentary total experience” has all the formal properties
required of an “instant” in my biography. And it will be found that, where
there is only matter, the “complex of compresence” may serve to define an
instant of Einsteinian local time, or to define a “point-instant” in cosmic
space–time. Points in perceptual space are defined without any trouble,
since the qualities of up-and-down, right-or-left, in their various degrees,
have already all the properties that we require of “points”. It is indeed 
this fact, together with perception of depth, that has led us to place such
emphasis on the spatial characteristics of the world.

I do not think “particles” can be dealt with quite in the above manner.
In any case, they are no longer part of the fundamental apparatus of physics.
They are, I should say, strings of events interconnected by the law of iner-
tia. They are no longer indestructible, and have become merely convenient
approximations.
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I come now to a possible objection to the above theory, which was
advanced by Arnauld against Leibniz. If a “particular” is really a complex of
qualities, then the statement that such-and-such a particular has such-
and-such a quality must, when true, be analytic; at least, so it would seem.
Leibniz held (1) that every proposition has a subject and a predicate; (2) that
a substance is defined by the total of its predicates; (3) that the soul is a 
substance. It followed that everything that can be truly said of a given soul
consists in mentioning some predicate which is one of those that constitute
the given soul. “Caesar”, for example, was a collection of predicates, one of
which was “crossing the Rubicon”. He was therefore compelled by logic to
cross the Rubicon, and there is no such thing as contingency or free will.
Leibniz ought, on this point, to have agreed with Spinoza, but he chose not
to, for reasons discreditable either to his intellect or to his moral character.
The question is: Can I avoid agreeing with Spinoza without equal discredit?

What we have to consider is a subject–predicate proposition expressing
a judgment of perception, such as “this is red”. What is “this”? Clearly it is
not my whole momentary experience; I am not saying “one of the qualities
that I am at present experiencing is redness”. The word “this” may be
accompanied by a gesture, indicating that I mean what is in a certain direc-
tion, say the centre of my visual field. In that case, the core of what I am
saying may be expressed by “centrality and redness overlap spatially in my
present visual field”. It is to be observed that, within the large complex of
my total momentary experience, there are smaller complexes constituted by
spatial compresence in perceptual space. Whatever quality I see in a certain
direction has perceptual-spatial compresence with the visual quality consti-
tuting that direction. It would seem that the word “this”, accompanied by
a gesture, is equivalent to a description, viz. “what is occupying the centre
of my visual field”. To say that this description applies to redness is to say
something which clearly is not analytic. But since it employs a description
instead of a name, it is not quite what we set out to consider.

We were considering what sort of thing could have the formal proper-
ties that we attribute to “events”. Such a thing must happen in only one
time and place; it must not recur, either on another occasion or in another
location. So far as time and physical space are concerned, these conditions are
satisfied by the total “complex of compresence”, whether this consists of my
momentary experiences or of a full group of overlapping physical qualities.
(I call such a group “full” when, if anything is added, the members will no
longer be all compresent.) But when we come to consider perceptual space,
we have to take account of another relation, that of compresence in percep-
tual space. This gives us a sub-group of my total momentary experiences,
which may be roughly described as “all that I see over there”. It is by means
of such sub-groups that we define the particularity of a patch of colour
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when I am simultaneously seeing another patch of just the same shade. Such
sub-groups count as “events” when the space with which we are concerned
is that of perception and not that of physics.

With these preliminaries, let us examine the question of proper names.
It seems preposterous to maintain that “Caesar crossed the Rubicon” is

an analytic proposition. But if it is not, what do we mean by “Caesar”?
Taking Caesar as he was, without the limitations due to our ignorance,

we may say that he was a series of events, each event being a momentary
total experience. If we were to define “Caesar” by enumerating these events,
the crossing of the Rubicon would have to come in our list, and “Caesar
crossed the Rubicon” would be analytic. But in fact we do not define
“Caesar” in this way, and we cannot do so, since we do not know all his
experiences. What happens in fact is more like this: Certain series of expe-
riences have certain characteristics which make us call such a series a 
“person”. Every person has a number of characteristics that are peculiar to
him; Caesar, for example, had the name “Julius Caesar”. Suppose P is some
property which has belonged to only one person; then we can say: “I give
the name “A” to the person who had property “P”. In this case, the name
“A” is an abbreviation for “the person who had the property P”. It is obvi-
ous that, if this person also had the property Q, the statement “A had the 
property Q” is not analytic unless Q is analytically a consequence of P.

This is all very well as regards a historical character, but how about
somebody whom I know intimately, e.g. myself? How about such a state-
ment as “I am hot”? This may, following our earlier analysis, be translated
into “heat is one of the qualities that make up I-now”. Here “I-now” may
be taken as denoting the same complex that is denoted by “my total pres-
ent momentary experience”. But the question remains: how do I know what
is denoted by “I-now”? What is denoted is continually changing; on no two
occasions can the denotation be the same. But clearly the words “I-now”
have in some sense a constant meaning; they are fixed elements in the lan-
guage. We cannot say that, in the ordinary sense, “I-now” is a name, like
“Julius Caesar”, because to know what it denotes we must know when and
by whom it is used. Nor has it any definable conceptual content, for that,
equally, would not vary with each occasion when the phrase is used. Exactly
the same problems arise in regard to the word “this”.

But although “I-now” and “this” are not names in quite the ordinary
sense, I incline to think that there is a sense in which they must count as
names. A proper name, as opposed to a concealed description, can be given
to the whole or to any part of what the speaker is at the moment experi-
encing. When our verbal inventiveness fails, we fall back on “this” for the
part of our total momentary experience to which we are specially attending,
and upon “I-now” for the total momentary experience. I maintain that I can
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perceive a complex of compresent qualities without necessarily perceiving
all the constituent qualities. I can give the name “this” to such a complex,
and then, by attention, observe that redness is one of its constituent quali-
ties. The resulting knowledge I express in the words “this is red”, which,
accordingly, is a judgment of analysis, but not, in the logical sense, an ana-
lytic judgment. A complex can be perceived without my being aware of all
its parts; when, by attention, I become aware that it has such-and-such a
part, this is a judgment of perception which analyses the whole, but is not
analytic, because the whole was defined as “this”, not as a complex of known
parts.

The kind of thing I have in mind is the kind of thing that is emphasized
by the Gestalt psychologists. Suppose I possessed a clock which showed not
only hours and minutes, but the day of the month, the month of the year,
and the year of the Christian era, and suppose that this clock were to func-
tion throughout my life. It would then never twice during my life present
the same appearance. I might perceive that two appearances of it were dif-
ferent, without being able to say at once in what the difference consisted.
Attention might lead me to say: “In this appearance the minute-hand is at
the top; in that, it is at the bottom.” Here “this” and “that” are merely
names, and therefore nothing said about them can be logically analytic.

There is another way of escaping from the conclusion that judgments are
analytic when in fact they are obviously empirical. Consider again our clock
that never repeats itself. We can define a date unambiguously by means of
this clock. Suppose that, when the clock indicates 10 h. 47 m. on June 15,
1947, I say “I am hot.” This can be translated into: “Hotness is compresent
with the appearance of the clock that is described as 10 h. 47 m. June 15,
1947.” This is certainly not analytic.

One way of making clear the scope and purport of our discussion is to
put it in terms of “minimum vocabularies”. By a “minimum vocabulary”
for some body of propositions I mean a collection of words in terms of which
all the other words that are needed can be defined, provided none of the
words in the minimum collection can be defined in terms of the others in
the collection. Thus e.g. Peano showed that, given the vocabulary of logic,
everything in arithmetic could be defined by means of the three terms “0”,
“number” and “successor”. So we may ask: “What is, in principle, a mini-
mum vocabulary for describing the world of my sensible experience?” We
have to ask ourselves: Can I be content with names of qualities, and words
for compresence and for spatial and temporal relations, or do I need also
proper names? And in the latter case, what sorts of things will need proper
names?

I have suggested that ordinary proper names, such as “Socrates”,
“France”, or “the sun”, apply to continuous portions of space–time which
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happen to interest us, and that space–time is composed of “complexes of
compresence”, which themselves are composed of qualities. According to
this theory, an “instance” of (say) a shade of colour is a complex of which
that shade is a constituent. The colour itself exists wherever (as we should
commonly say) there is something that has that colour. Any collection of
compresent qualities may be called a “complex of compresence”, but it is
only a “complete” complex when it cannot be enlarged without ceasing to
be a complex of compresence. Often a complete complex can be rendered
definite by mentioning only some of its components; e.g. in the above case
of the clock, the complex is determinate when we are told what appearance
of the clock belongs to it. This is what makes dating convenient.

Subject–predicate propositions expressing judgments of perception
occur in two ways. First, if a complex is rendered determinate when only
some of its constituent qualities are assigned, we may state that this 
complex also has such-and-such other qualities; this is illustrated by the
statement “I was hot when the clock said 10 h. 47 m.”

Second, I may perceive a complex without being aware of all its parts; in
that case, I may, by attention, arrive at a judgment of perception of the form
“P is part of W

—
”, where “W

—
” is the proper name of the perceived complex.

If such judgments are admitted as irreducible, we need proper names for
complexes. But it would seem that the need for such judgments only arises
through ignorance, and that, with better knowledge, our whole W

—
can

always be described by means of its constituents. I think, therefore, though
with some hesitation, that there is no theoretical need for proper names as
opposed to names of qualities and of relations. Whatever is dated and
located is complex, and the notion of simple “particulars” is a mistake.
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